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Abstract

Isotopically engineering silicon to achieve nearly 100 % pure $^{28}$Si crystals has been researched for use in metrology, quantum computing, and in silicon-based integrated circuits. Silicon is naturally composed of three isotopes: $^{28}$Si, $^{29}$Si, and $^{30}$Si with a relative abundance of 92.2%, 4.7%, and 3.1%, respectively.

Use of isotope engineering of silicon was explored in the International Avogadro Project to define Avogadro’s constant. The silicon employed for this project must be as isotopically and chemically pure as possible to reduce defects in the crystal lattice.

Isotope engineered silicon has also been researched for utilization in quantum computing. A proposal by B.E Kane has phosphorous donor atoms imbedded in silicon. The nuclear spin of the phosphorous atoms are the qubits for this scheme. Phosphorous has a nuclear spin (I=±1/2) and $^{28}$Si does not. Isotopically engineered silicon is needed for this scheme to reduce the concentration of $^{29}$Si, which also has a nuclear spin of I=±1/2 and is a major source of decoherence.

The isotope composition of silicon also affects its phonon related properties. Thermal conductivity is of interest due to the increasing importance of heat management in integrated circuits. Isotopically engineered silicon has a thermal conductivity ten times higher than that of silicon of natural composition at 24 K and is 8% higher at room temperature.
# Table of Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>List of Figures</td>
<td>vi</td>
</tr>
<tr>
<td>List of Tables</td>
<td>viii</td>
</tr>
<tr>
<td>Introduction</td>
<td>1</td>
</tr>
<tr>
<td>Process to Isotopically Enrich Silicon</td>
<td>2</td>
</tr>
<tr>
<td>Synthesis and Purification of Initial Volatile Compounds</td>
<td>3</td>
</tr>
<tr>
<td>Separation of Silicon Isotopes</td>
<td>4</td>
</tr>
<tr>
<td>Synthesis and Deep Purification of Silane</td>
<td>5</td>
</tr>
<tr>
<td>Producing Polycrystalline Silicon</td>
<td>5</td>
</tr>
<tr>
<td>Growth of Isotopically Enriched Silicon Crystals</td>
<td>7</td>
</tr>
<tr>
<td>Czochralski Growth</td>
<td>7</td>
</tr>
<tr>
<td>Float-Zone</td>
<td>10</td>
</tr>
<tr>
<td>Chemical Purity</td>
<td>12</td>
</tr>
<tr>
<td>Isotope Engineering in Quantum Computing</td>
<td>16</td>
</tr>
<tr>
<td>Single-Qubit Operation</td>
<td>20</td>
</tr>
<tr>
<td>Two-Qubit Operation</td>
<td>22</td>
</tr>
<tr>
<td>CNOT Gates</td>
<td>26</td>
</tr>
<tr>
<td>Proof of Concept Experiments for Kane Quantum Computer</td>
<td>27</td>
</tr>
<tr>
<td>Coherence Times</td>
<td>29</td>
</tr>
</tbody>
</table>
Thermal Conductivity of Isotopic Enriched Silicon .......................................................... 33

Phonon Effects ..................................................................................................................... 34

Isotope Scattering ............................................................................................................... 34

Experimental Results ....................................................................................................... 35

Conclusion and Critical Analysis ..................................................................................... 38

References .......................................................................................................................... 41
List of Figures

Figure 1: Polycrystalline $^{28}\text{Si}$ ingot in a deposition apparatus $^8$ ....................................................... 6

Figure 2: $^{28}\text{Si}$ concentration along the length of a crystal grown using the Czochralski method$^2$. 8

Figure 3: Schematic of oxygen-hydrogen burner used to produce isotopically enriched SiO$_2$: (1) burner, (2) crucible, (3) protective coating, and (4) crucible holder with rotary drive$^{14}$ ................ 9

Figure 4: Floating-zone apparatus$^{15}$ ................................................................. 12

Figure 5: Plot of carbon concentration in polysilicon vs silane$^{11}$ .......................................................... 16

Figure 6: Schematic of silicon-quantum computer proposed by Kane $^{17}$ ........................................ 18

Figure 7: Schematic of positive voltage applied to the A-gate in Kane quantum computer$^{17}$ .... 21

Figure 8: Nuclear resonance frequency required for operation of a qubit with A-gate energized$^5$ 
...................................................................................................................................................... 22

Figure 9: Two-qubit operation using a J-Gate. The positive voltage applied to the J-gate results in overlap of the electron wavefunction for two donor atoms $^{17}$ .................................................. 23

Figure 10: Energy levels of coupled electron spin systems as a function of J$^{17}$ ................. 25

Figure 11: Schematic of phosphorous donors in natural silicon. The random distribution of $^{29}\text{Si}$ changes the local magnetic field around the phosphorous donors causing the atoms to differ quantum mechanically $^6$ .............................................................................................................. 28

Figure 12: Schematic of phosphorus donors in $^{28}\text{Si}$. The removal of isotopic impurities results in the phosphorous atoms being quantum mechanically identical. This allows for the nuclear spins to be initialized to the same orientation for quantum computing applications. $^6$ ................. 29
Figure 13: SEM image of single-qubit device developed by Morello et al. at UNSW. The red sphere represents a phosphorous donor, and its nuclear spin by the arrow. The entire device is in a strong magnetic field, $B_0$. 6

Figure 14: Comparison of Rabi oscillations for single phosphorous qubit in $^{nat}Si$ (top) and isotopically enriched $^{28}Si$ (bottom). 6

Figure 15: Thermal conductivity of silicon crystals with different isotope concentrations vs. temperature 23

Figure 16: Ratio of thermal conductivity of isotopically enriched $^{28}Si$ crystals to $^{nat}Si$ 23
List of Tables

Table 1: Progress of isotopically enriched $^{28}$Si crystals $^8$ .......................................................... 3

Table 2: Isotopic composition of single crystals grown from polycrystalline silicon using Czochralski growth method$^{14}$ ............................................................................................................. 10

Table 3: Carbon impurities in silicon tetrafluoride prepared using Na$_2$SiF$_6$ pyrolysis and Si fluorination. Concentrations are in mole percent.$^{11}$ ................................................................................................. 13

Table 4: Concentration of carbon impurities in $^{28}$SiH$_4$ after synthesis from $^{28}$SiF$_4$ produced from Na$_2$SiF$_6$ pyrolysis and Si fluorination. Concentration in mole percentage.$^{11}$ ......................................................... 14

Table 5: Silane carbon impurity concentration after fractional distillation.$^{11}$ ......................................................... 15

Table 6: Total spin state and wave function for electron-spin interactions.$^{17}$ .......................................................... 24

Table 7: Possible CNOT gate operations.$^{18}$ ............................................................................................................. 27

Table 8: Comparison of coherence times for natural and isotopically enriched silicon single phosphorous device $^3$ ................................................................................................................................................. 32

Table 9: Isotope concentration of silicon crystals.$^{23}$ .................................................................................................. 36
Introduction

Isotopes are variants of an element that differ in atomic mass. The atomic mass is the sum of the number of protons and neutrons in an isotope’s nucleus. The number of protons is identified by an element’s atomic number, which is constant for all the element’s isotopes. Silicon, for example, has an atomic number of 14 and all isotopes of silicon have 14 protons and the atomic mass for its isotopes will be equal to the sum of 14 and the number of neutrons in the isotope. ¹

Silicon is among the most abundant elements on Earth and is used extensively in microelectronic devices. Silicon, in the element’s natural form, has three stable isotopes with atomic masses of 28, 29, and 30. The relative abundance of the isotopes is 92.2%, 4.7%, and 3.1%.² Many physical properties of silicon crystals are dependent on their isotope composition including thermal conductivity, lattice constant, and electronic band gap. All these physical properties are important to semiconductor device performance.³

Quantum computing is an area of research where isotopically enriched silicon has seen increased interest. Quantum computers exploit quantum-mechanical principles, such as entanglement and superposition, to perform computations.⁴ Silicon’s large natural abundance and its established use in microelectronics makes it an attractive medium for quantum computing. Isotope engineering has been essential for overcoming many of the barriers that natural silicon has in relation to this technology.⁵
This literature review will examine processes for obtaining isotopically enriched silicon, its physical properties, and its subsequent applications. Recent research that involves improving the process will also be covered. Thermal conductivity is a physical property that is of particular interest because it can be increased by isotopically enriching silicon.

**Process to Isotopically Enrich Silicon**

The first use of isotopically enriched silicon was by the International Avogadro Coordination (IAC) to accurately define the value of Avogadro’s constant. It was to produce silicon crystals with a well-defined number of silicon atom per unit volume and use this to establish a highly accurate definition of a kilogram. Silicon was chosen due to its high crystal quality and chemical purity. Isotope enrichment was needed because the bond length between silicon atoms in the crystal depends on the combination of isotopes present. Fluctuations in bond lengths throughout the crystal needed to be removed to obtain a well-defined number of silicon atoms. The IAC currently produces silicon crystals with a mass fraction of $^{28}\text{Si} > 99.995\%$. Excess bulk isotopically enriched silicon from the IAC is currently the main source used in scientific research. The data in Table 1 demonstrates the progress that the IAC has made in growing $^{28}\text{Si}$ crystals up to 2007.
Table 1: Progress of isotopically enriched $^{28}\text{Si}$ crystals

<table>
<thead>
<tr>
<th>Date</th>
<th>$^{28}\text{Si}$ enrichment</th>
<th>Crystal mass (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>02/2000</td>
<td>0.99896</td>
<td>6</td>
</tr>
<tr>
<td>04/2001</td>
<td>0.9987</td>
<td>13</td>
</tr>
<tr>
<td>09/2001</td>
<td>0.9993</td>
<td>19</td>
</tr>
<tr>
<td>11/2001</td>
<td>0.9944</td>
<td>10.5</td>
</tr>
<tr>
<td>12/2001</td>
<td>0.9944</td>
<td>32</td>
</tr>
<tr>
<td>06/2002</td>
<td>0.9998</td>
<td>75</td>
</tr>
<tr>
<td>05/2007</td>
<td>0.9995</td>
<td>4530</td>
</tr>
</tbody>
</table>

The process to produce isotopically enriched crystals of silicon is composed of five steps: (1) synthesis and purification of initial volatile compounds, (2) separation of silicon isotopes synthesized and deep purification of silane, (4) production of polycrystalline silicon, and (5) growing crystals.

**Synthesis and Purification of Initial Volatile Compounds**

Silicon tetrafluoride is the starting compound for isotopically enriching silicon and can be synthesized by either direct fluorination of elemental silicon or thermal decomposition of sodium hexafluorosilicate. The reactions for silicon fluorination and thermal decomposition of sodium hexafluorosilicate are shown in equation 1 and equation 2, respectively. Thermal decomposition of sodium hexafluorosilicate occurs between 570-600 °C.\textsuperscript{9}

$$\text{Si}+2\text{F}_2 \rightarrow \text{SiF}_4 \quad (1)$$

$$\text{Na}_2\text{SiF}_6 \rightarrow \text{NaF}_2 + \text{SiF}_4 \quad (2)$$
Separation of Silicon Isotopes

Several techniques have been implemented to separate isotopes including a centrifugation, distillation, hydride, laser decomposition, and electromagnetic method. The distillation method is not commercially viable due to the low relative volatility, or separation factor of different silicon isotopes. The greatest single stage separation factor is 1.0018 for this method, which is extremely low. The laser decomposition and electromagnetic method produce very low yields of isotopically enriched silicon.

The centrifugal method is the most efficient method of separating silicon isotopes. SiF$_4$ flows through a cascade of gas centrifuges to separate SiF$_4$ based on molecular mass. Molecular mass is the sum of the atomic mass of all atoms present in a molecule. Fluorine has only one naturally occurring isotope, $^{19}$F. Thus, SiF$_4$ molecules are separated based on silicon isotopes, yielding isotopically enriched $^{28}$SiF$_4$, $^{29}$SiF$_4$, and $^{30}$SiF$_4$. The relative change is isotope concentration after a cycle of centrifugation is approximately 0.1 making a cascade of approximately 100 centrifuges necessary to yield sufficiently isotopically enriched $^{28}$SiF$_4$. Centrifugation separates the lightest isotope from the heavier materials. Thus, only one stage of centrifugation is needed to produce $^{28}$SiF$_4$, but additional stages are needed to separate $^{29}$SiF$_4$ and $^{30}$SiF$_4$. 
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Synthesis and Deep Purification of Silane

High purity silane is produced from the reaction of silicon tetrafluoride with calcium hydride as shown below in equation 3.\(^2\) Calcium hydride is prepared by reacting distilled metallic calcium with hydrogen.\(^\text{11}\) Isotopically enriched \(^{28}\text{SiF}_4\) flows though mechanically dispersed calcium hydride in a stainless-steel reactor. Process yields for isotopically enriched silane are 92-94%.\(^\text{12}\) Silane is then purified through batch fractional distillation.\(^\text{11}\)

\[\text{SiF}_4 + 2\text{CaH}_2 \rightarrow \text{SiH}_4 + 2\text{CaF}_2\] (3)

Producing Polycrystalline Silicon

Typically, polycrystalline silicon with the natural isotope distribution is produced by the thermal decomposition of silane on resistively heated silicon rods. However, isotopically pure silicon cannot be used be grown by this method due to isotope mixing dilution concerns. Instead, molybdenum has been adopted as a suitable substitute as a substrate for the thermal decomposition of isotopically enriched silane. It is stable at high temperatures and can be easily separated from the deposited silicon layers.

Polycrystalline silicon ingots are grown in a two-stage process.

In the first stage layers of isotopically enriched silicon are deposited on molybdenum via thermal decomposition. The reaction for this process is:

\[\text{SiH}_4 \rightarrow \text{Si} + 2\text{H}_2\] (4)
Polycrystals of silicon up to 3 cm in length have been obtained. The polycrystals of silicon are then connected into a band by high-frequency contactless welding.

In the second stage, polycrystalline silicon in the form of cylindrical rods are grown by the thermal decomposition of silane with the band of silicon produced in the first stage as the substrate. Polycrystalline silicon ingots with diameter of 4-6 mm have been grown using this method. An ingot of polycrystalline $^{28}\text{Si}$ grown using this method is shown in Figure 1.

![Figure 1: Polycrystalline $^{28}\text{Si}$ ingot in a deposition apparatus](image)

Figure 1: Polycrystalline $^{28}\text{Si}$ ingot in a deposition apparatus
Growth of Isotopically Enriched Silicon Crystals

Czochralski Growth

Single crystals of semiconductors, such as silicon, are commonly grown by the Czochralski method.\textsuperscript{13} A disadvantage of this method when used to grow isotopically enriched silicon is the potential for isotopic dilution due to the dissolution of the quartz crucible, which is used to contain the molten silicon.\textsuperscript{2} Quartz is only commercially available with the natural mixture of silicon isotopes.

This has limited applications of the Czochralski method for growing of isotopically enriched silicon.\textsuperscript{2} Both experimental results and calculations have led to the conclusion that the Czochralski method is unable to produce $^{28}$Si crystals with a purity higher than 99.9\%. For the Czochralski method to become a viable process for producing isotopically enriched silicon crystals dissolution of the quartz glass must be prevented. The $^{28}$Si distribution of a crystal grown using the Czochralski method is shown in Figure 2.
To solve this problem, a protective coating of isotopically enriched $^{28}\text{SiO}_2$ is deposited on the surface of the quartz crucible.\textsuperscript{2} It is produced by oxidizing isotopically enriched silane in the flame of an oxygen-hydrogen burner.\textsuperscript{14} This is represented by the following chemical reaction:

$$\text{SiH}_4 + 2\text{O}_2 \rightarrow \text{SiO}_2 + 2\text{H}_2\text{O}$$ \hspace{1cm} (5)

A schematic of a three-channel burner used by Gusev et al.\textsuperscript{14} is shown in Figure 3. High purity hydrogen and enriched silane are introduced through the main channel with oxygen flowing in from the outside chamber. The high temperature of the flame can lead to heating of the burner nozzle and sublimation of the burner material and partial combustion of silane and silicon. To avoid this, argon was introduced to prevent heating of the burner nozzle. The flow
of silicon dioxide produced in the flame was directed towards a pre-heated quartz crucible.

*Gusev et al.*\textsuperscript{14} recommended a coating thickness of at least 50 μm. Single crystals of isotopically enriched \textsuperscript{28}Si, \textsuperscript{29}Si and \textsuperscript{30}Si were grown using the Czochralski method with a coated crucible. The results are shown in Table 2.\textsuperscript{14}

*Figure 3:* Schematic of oxygen-hydrogen burner used to produce isotopically enriched SiO\textsubscript{2}: (1) burner, (2) crucible, (3) protective coating, and (4) crucible holder with rotary drive\textsuperscript{14}
Table 2: Isotopic composition of single crystals grown from polycrystalline silicon using Czochralski growth method

<table>
<thead>
<tr>
<th>Main Isotope</th>
<th>Atomic Weight of the Isotope</th>
<th>Polycrystalline Silicon</th>
<th>Single Crystal</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>28</td>
<td>99.9793 ± 0.0046</td>
<td>99.9833 ± 0.0014</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>0.0170 ± 0.0044</td>
<td>0.0145 ± 0.0012</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.0037 ± 0.0009</td>
<td>0.0022 ± 0.0008</td>
</tr>
<tr>
<td>29</td>
<td>28</td>
<td>0.303 ± 0.013</td>
<td>0.563 ± 0.017</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>99.487 ± 0.045</td>
<td>99.225 ± 0.023</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.211 ± 0.012</td>
<td>0.212 ± 0.015</td>
</tr>
<tr>
<td>30</td>
<td>28</td>
<td>0.0865 ± 0.0094</td>
<td>0.072 ± 0.010</td>
</tr>
<tr>
<td></td>
<td>29</td>
<td>0.1788 ± 0.0517</td>
<td>0.186 ± 0.011</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>99.7347 ± 0.0525</td>
<td>99.742 ± 0.015</td>
</tr>
</tbody>
</table>

Float-Zone

Float-zone crystal growth (FZ) is currently the most commonly used method to grow single crystals of isotopically enriched silicon from polycrystalline silicon.² FZ is a crucible-free process that produces $^{28}$Si crystals with higher isotopic and chemical purity than the Czochralski method. No special adjustments are needed, unlike the Czochralski method, to maintain isotope purity.⁷ The biggest disadvantage of this method is that the process is much more expensive than the Czochralski method.¹³
The FZ setup consists of polycrystalline silicon rod and a silicon crystal seed that are held on an upper and lower vertical spinning holder, respectively. Between the polycrystalline rod and seed a one-turn RF coil is placed for contactless heating. A schematic of this setup is shown in Figure 4.\textsuperscript{15}

The RF coil inductively heats both the polycrystalline feed rod and the seed so that both are partially melted. The seed is then raised to come in contact with the melt. The seed is then pulled downwards, along with a solidifying silicon boule. Chemical impurities generally stay in the molten zone and don’t solidify in the boule. \textsuperscript{16}

The boule can be further purified by successively passing the RF coil along the boule. Chemical impurities then segregate to the end of the boule. \textsuperscript{16}
Chemical Purity

The polycrystalline silicon obtained from this process is the starting material for growth of single crystals of isotopically enriched silicon. The chemical purity of the polycrystalline silicon influences the purity of single crystals of isotopically enriched silicon. Carbon is one of the most abundant impurities in crystals of isotopically enriched silicon grown using the hydride
Carbon impurities affect lattice parameter measurements of isotopically enriched silicon when they are nonuniformly distributed throughout the crystal. $^{28}$Si crystals must have minimal impurity concentrations to create a suitable standard for the Avogadro project.

Table 3 shows the concentration of carbon impurities in SiF$_4$ produced from Na$_2$SiF$_6$ pyrolysis and silicon fluorination. Impurity levels were measured using gas chromatography and IR spectroscopy. Silicon fluorination produced significantly less carbon impurities than Na$_2$SiF$_6$ pyrolysis. Possible sources for carbon impurities using Na$_2$SiF$_6$ pyrolysis include the starting material and the crystal growth apparatus.

Table 3: Carbon impurities in silicon tetrafluoride prepared using Na$_2$SiF$_6$ pyrolysis and Si fluorination. Concentrations are in mole percent.

<table>
<thead>
<tr>
<th>Impurity</th>
<th>Na$_2$SiF$_6$ pyrolysis</th>
<th>Si fluorination</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_4$</td>
<td>$1.9 \times 10^{-5}$</td>
<td>$8.5 \times 10^{-6}$</td>
</tr>
<tr>
<td>C$_2$H$_6$</td>
<td>$5.6 \times 10^{-4}$</td>
<td>$1.6 \times 10^{-4}$</td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>$3.4 \times 10^{-3}$</td>
<td>$&lt; 2 \times 10^{-6}$</td>
</tr>
<tr>
<td>C$_3$H$_8$</td>
<td>$4.4 \times 10^{-5}$</td>
<td>$&lt; 2 \times 10^{-6}$</td>
</tr>
<tr>
<td>C$_3$H$_6$</td>
<td>$2.4 \times 10^{-5}$</td>
<td>$&lt; 3 \times 10^{-6}$</td>
</tr>
<tr>
<td>i-C$_4$H$_8$</td>
<td>$1.3 \times 10^{-5}$</td>
<td>$&lt; 4 \times 10^{-6}$</td>
</tr>
<tr>
<td>n-C$_4$H$_8$</td>
<td>$3.4 \times 10^{-5}$</td>
<td>$&lt; 6 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
Table 4 compares the carbon concentration in $^{28}$SiH$_4$ after synthesis from $^{28}$SiF$_4$ produced using Na$_2$SiF$_6$ pyrolysis and silicon fluorination. Silicon fluorination, once again, was the process yielding lower residual impurity concentrations. The carbon impurity concentrations increased during this step. The total carbon concentration was 102 times higher for the silane produced compared to SiF$_4$ using silicon fluorination.

Silane is purified by fractional distillation before it is used to synthesis polycrystalline silicon. Table 5 shows the carbon impurities for SiH$_4$ after fractional distillation. The silane was derived from SiF$_4$ synthesized by silicon fluorination.

Table 4: Concentration of carbon impurities in $^{28}$SiH$_4$ after synthesis from $^{28}$SiF$_4$ produced from Na$_2$SiF$_6$ pyrolysis and Si fluorination. Concentration in mole percentage.$^{11}$

<table>
<thead>
<tr>
<th>Impurity</th>
<th>Na$_2$SiF$_6$ pyrolysis</th>
<th>Si fluorination</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_4$</td>
<td>$7 \times 10^{-3}$</td>
<td>$5.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>C$_2$H$_6$</td>
<td>$4.0 \times 10^{-4}$</td>
<td>$3.8 \times 10^{-5}$</td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>$1.8 \times 10^{-3}$</td>
<td>$1.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>C$_3$H$_8$</td>
<td>$1.9 \times 10^{-4}$</td>
<td>$5 \times 10^{-6}$</td>
</tr>
<tr>
<td>C$_3$H$_6$</td>
<td>$7 \times 10^{-4}$</td>
<td>$1.4 \times 10^{-5}$</td>
</tr>
<tr>
<td>i-C$_4$H$_8$</td>
<td>$1.6 \times 10^{-4}$</td>
<td>$4 \times 10^{-6}$</td>
</tr>
<tr>
<td>n-C$_4$H$_8$</td>
<td>$8 \times 10^{-5}$</td>
<td>$4 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
Table 5: Silane carbon impurity concentration after fractional distillation.\textsuperscript{11}

<table>
<thead>
<tr>
<th>Impurity</th>
<th>Mole percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>$&lt;3 \times 10^{-5}$</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>$&lt;1 \times 10^{-5}$</td>
</tr>
<tr>
<td>CH$_4$, CHF$_3$</td>
<td>$&lt;5 \times 10^{-6}$</td>
</tr>
<tr>
<td>C$_2$H$_2$; C$_3$H$_6$; i-C$<em>4$H$</em>{10}$; n-C$<em>4$H$</em>{10}$; C$_4$H$_8$ (methylpropene), C$_4$H$_8$ (butene -1); C$_4$H$_8$ (butene -2); n-C$<em>5$H$</em>{12}$; n-C$<em>5$H$</em>{14}$; n-C$<em>7$H$</em>{16}$</td>
<td>$&lt;2 \times 10^{-6}$</td>
</tr>
<tr>
<td>C$_2$H$_4$; C$_2$H$_6$; C$_3$H$_8$; CH$_3$SiH$_3$; C$_2$H$_3$SiH$_3$</td>
<td>$&lt;1 \times 10^{-6}$</td>
</tr>
<tr>
<td>CF$_4$; cis-1,2-C$_2$H$_3$F$_2$; (CH$_3)_2$SiH$_2$</td>
<td>$&lt;4 \times 10^{-7}$</td>
</tr>
<tr>
<td>C$_3$F$_4$; 1,1-C$_4$H$_2$F$_2$; CH$_2$F$_3$; (CH$_3)_2$CH$_2$</td>
<td>$&lt;3 \times 10^{-7}$</td>
</tr>
<tr>
<td>CH$_2$F$_3$; trans-1,2-C$_2$H$_3$F$_2$; 1,1,1,2-C$_2$H$_2$F$_4$; 1,1,2,2-C$_2$H$_2$F$_4$; CH$_3$Cl; CF$_3$Cl; (CH$_3)_2$SiH</td>
<td>$&lt;5 \times 10^{-7}$</td>
</tr>
<tr>
<td>n-C$<em>6$H$</em>{18}$</td>
<td>$&lt;4 \times 10^{-6}$</td>
</tr>
<tr>
<td>n-C$<em>7$H$</em>{16}$</td>
<td>$&lt;3 \times 10^{-6}$</td>
</tr>
<tr>
<td>C$_8$H$_6$</td>
<td>$&lt;2 \times 10^{-7}$</td>
</tr>
<tr>
<td>C$_8$H$_5$-CH$_3$</td>
<td>$&lt;2 \times 10^{-7}$</td>
</tr>
<tr>
<td>(C$_2$H$_3$)$_2$SiH$_2$</td>
<td>$&lt;6 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

The carbon concentrations in the silane and polycrystalline silicon it produces are strongly correlated. Figure 5 shows that the carbon concentration in the polysilicon increases with the carbon concentration in the silane, suggesting that silane is the main source of carbon impurities.\textsuperscript{11}
Isotope Engineering in Quantum Computing

Quantum computers exploit quantum mechanical-phenomena to manipulate information to perform calculations. Information in quantum computing is represented by qubits (quantum bits), a quantum system that has two distinguishable configurations that correspond to 0 and 1, as in classical computing. The superposition principle applies to qubits and allows its state to be any combination of the two configurations. This greatly enhances the kind of information that can be represented when compared to classical computers.

Isotopically engineered silicon is a good candidate for quantum computing. Silicon is a nearly ideal material due to its large natural abundance and established utilization in microelectronics, such as silicon-integrated circuits. An example of a silicon quantum scheme was proposed by B.E Kane. It implements quantum computation on an array of nuclear spins.
located on donors in silicon. Currently this design is scalable to 10 qubits. A schematic of this proposal is shown in Figure 6.

Phosphorus-31, the only stable isotope of phosphorous, has a nuclear spin \( I = \pm 1/2 \). \(^{28}\text{Si}\) and \(^{30}\text{Si}\) do not have a nuclear spin, but \(^{29}\text{Si}\) \( I = \pm 1/2 \) does. In silicon with a natural distribution of isotopes, the nuclear spin from \(^{29}\text{Si}\) can act as source of magnetic noise, disturbing the phosphorous nuclear spin quantum information. This magnetic noise can be eliminated by using isotopically enriched \(^{28}\text{Si}\) to eliminate \(^{29}\text{Si}\). \(^{28}\text{Si}\) is preferred to \(^{30}\text{Si}\) due to its larger relative abundance. Nuclear spins are well isolated from their environment reducing the probability of error for nuclear spin qubits.\(^6\)

Phosphorous acts as \( n \)-type donor in these devices. Phosphorous, like all common \( n \)-type dopants, substitutes on the crystal lattice of silicon. The dopant becomes positively charged by the loss of a valence electron to the lattice structure. At low temperatures, the phosphorous dopant and the free valence electron still interact through Columbic and hyperfine interactions.\(^{13}\)
The interaction of a nucleus and its surrounding is known as the hyperfine interaction. This interaction between the electron spin and phosphorous nuclear spin is exploited in Kane’s proposal. The strength of the hyperfine interaction is proportional to the probability density of the electron wavelength function at the nucleus. In silicon, the wavefunction extends over large distances through the crystal lattice. Thus, two nuclear spins can interact with the same electron, leading to electron-mediated or indirect nuclear spin coupling. Since electrons are sensitive to applied electric fields, hyperfine and electron-mediated nuclear spins can be controlled by metallic gates placed on silicon.

The Kane quantum computer uses two types of gates. The A-gate lies directly above the phosphorous donors to individually control single-qubits. J-gates are between qubits and
control electron-mediated coupling between adjacent phosphorous donors, allowing two-qubit interactions.\(^5\) All phosphorus donors must be in a perfectly linear array and are located approximately 20 nm below the gate and are separated from each other by approximately 20 nm.\(^{17}\) The entire quantum computer must be placed in a strong magnetic field and be at near zero Kelvin temperatures. **Figure 6** displays a schematic of Kane’s proposal.

Whether the alignment of the atom’s nuclear spin as parallel or antiparallel determines the state of the qubit.\(^5\) The notation for parallel and antiparallel alignments are \(|0\rangle\) and \(|1\rangle\) respectively. The notation for electron spin is \(|\uparrow\rangle\) and \(|\downarrow\rangle\).

The magnitude of the hyperfine interaction between spins determines the time required for elementary operations on the qubits and the separation needed between donors in the array. The effective low-energy, low-temperature Hamiltonian describing the interaction between the electron and nuclear spin in a static magnetic field, \(B_o\) is given by equation 6: \(^5\)

\[
H = \mu_B B_o \sigma_z^e - g_n \mu_n B_o \sigma_z^n + A \sigma^e \sigma^n
\]  \hspace{1cm} (6)

where,

\(\sigma^e\) and \(\sigma^n\) = Pauli spin matrix for electrons, (unitless)

\(\sigma^n\) = Pauli spin matrix for nuclei, (unitless)

\(\mu_B\) = Bohr magnetron, \((\frac{1}{T})\)

\(\mu_n\) = Nuclear magnetron, \((\frac{1}{T})\)

\(g_n\) = Nuclear g-factor, (unitless)
\( A \sigma^m = \text{Hyperfine interaction, (J)} \)

The parameter, \( A \) in equation 7 is proportional to magnitude of the electron probability density in the s-orbital, \( \psi_e(0) \) and is given by the following equation 7:

\[
A = \frac{8}{3} \pi \mu_B \mu_n g_n |\psi_e(0)|^2
\]  

(7)

At temperatures below 10 K, the electron spins are completely spin-polarized in the lower, \( |\downarrow\rangle \) state.\(^{17}\) Thus, only the nuclear spin state of the phosphorous donors is active for single-qubit operation. Assuming the magnetic field, \( B_0 \) is aligned on the z-axis, the nuclear spins may be manipulated by applying a second magnetic field, \( B_1 \) in the x-direction. The magnetic field, \( B_1 \) is given by:

\[
B_1 = B_1 \cos(\omega_0 t) \mathbf{x}
\]  

(8)

Where \( \omega_0 \) is the nuclear resonance frequency required for rotation. If this magnetic field is applied, the nuclear spins will begin to rotate and change states.

**Single-Qubit Operation**

A positive voltage is applied to the A-gate, above each phosphorous donor, to control a single qubit as illustrated in Figure 7. The positive charge attracts the electron cloud of the phosphorous atom towards the gate and away from its nucleus. This reduces the magnitude of \( \psi_e(0) \), the hyperfine interaction energy, and the resonance frequency required to rotate the nuclear spin. This allows independent single-qubit manipulation. The required nuclear
resonance frequency needed to rotate the nuclear spin at a given applied voltage is shown in Figure 8. The orientation of the nuclear spin is fixed when the voltage of the gate is removed.5,17

Figure 7: Schematic of positive voltage applied to the A-gate in Kane quantum computer17
Two-Qubit Operation

The J-gate controls two-qubit operation. Applying a small positive voltage to the J-gate lowers the potential barrier between the adjacent qubits, causing the electron wave functions of the two donors to overlap, as illustrated in Figure 9. The electrons interact with their nucleus at near zero Kelvin temperatures leading to electron-mediated nuclear coupling. 17
Figure 9: Two-qubit operation using a J-Gate. The positive voltage applied to the J-gate results in overlap of the electron wavefunction for two donor atoms.

The effective Hamiltonian for this system describes the complex electron-neutron spin system and is given by the following equation:

$$H_{\text{coupled}} = H_1 + H_2 + J\sigma^1_e\sigma^2_e$$

(9)

The first two terms represent the Hamiltonian for each of the donors and the final term accounts for the spin exchange interaction. $J$ is the exchange coupling coefficient and is proportional to overlap between the electron wave functions. As a result, $J$ is proportional to the voltage applied to the J-gate.
The spin exchange interaction creates 4 coupled electron-spin interaction states, with the total spin, $S$ of which three of these states are equal to 1 and the remaining state equal to 0. The respective wave functions are shown in Table 6.

**Table 6: Total spin state and wave function for electron-spin interactions.**

| Total Spin State, $S$ | Wave Function, $|S\rangle$ |
|----------------------|-----------------------------|
| $S=1$                | $|\uparrow\uparrow\rangle$ |
|                      | $1\sqrt{2} |\downarrow \uparrow + \uparrow \downarrow\rangle$ |
|                      | $|\downarrow\downarrow\rangle$ |
| $S=0$                | $1\sqrt{2} |\uparrow \downarrow - \downarrow \uparrow\rangle$ |

The energy difference between $S=0$ and $S=1$ is equal to the exchange energy, $4J$, in the absence of a magnetic field. In the presence of a magnetic field the, $|\uparrow\uparrow\rangle$ and $|\downarrow\downarrow\rangle$, states are separated by $\pm 2\mu_B B_0$ and the energies of the coupled electron wave functions vary as function of $J$ as seen in Figure 10.
As seen in Figure 10, the $|\downarrow\downarrow\rangle$ is the lowest energy step when $J < \frac{1}{2} \mu_o B_o$ and $1/\sqrt{2}|\uparrow\downarrow - \downarrow\uparrow\rangle$ is the lowest energy when $J > \frac{1}{2} \mu_o B_o$. The three blue lines in Figure 10 have $S=1$ and the red $S=0$. In the ground state with $J < \frac{1}{2} \mu_o B_o$ the coupled nuclear-spin states shown as follows in descending order:\footnote{1}:

\[ |11\rangle \]
\[ 1/\sqrt{2} |10 + 01\rangle \]
\[ 1/\sqrt{2} |10 - 01\rangle \]
\[ |00\rangle \]
The shift in energy between the $|11\rangle$ and $1/\sqrt{2}|10 + 01\rangle$ state and the $|00\rangle$ and $1/\sqrt{2}|10 + 01\rangle$ state are given by $^5$:

$$\Delta E = \hbar \omega_A = 2g_n\mu_nB_o + 2A + \frac{2A^2}{\mu_B B_o}$$  \hspace{1cm} (10)$$

The shift in energy between the $1/\sqrt{2}|10 + 01\rangle$ and $1/\sqrt{2}|10 - 01\rangle$ state is given by $^5$:

$$\Delta E = \hbar \omega_J = 2A^2 \left( \frac{1}{\mu_B B_o - 2J} - \frac{1}{\mu_B B_o} \right)$$  \hspace{1cm} (11)$$

$\omega_J$ is the nuclear exchange frequency and approximates the rate at which binary operations can be performed on the quantum computer.

**CNOT Gates**

Quantum gates are used to perform a unitary operation on an array of qubits. Implementing quantum gates is essential for successfully operating a quantum computer. Controlled NOT (CNOT) gates are a type of quantum gate that, along with single-qubit operations, form a universal set of gates from which any quantum algorithm can be executed. CNOT gates have two qubits as input with one qubit as the “target” and the other as “control”. CNOT gates utilize the quantum-mechanical principal of entanglement to manipulate the nuclear spin of the target qubit if, and only if, the control qubit is in the $|1\rangle$ state. A summary of possible CNOT gate operations is shown in Table 7.$^{18}$
**Table 7:** Possible CNOT gate operations.18

<table>
<thead>
<tr>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Target</td>
</tr>
<tr>
<td>$</td>
<td>0\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>0\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>1\rangle$</td>
</tr>
<tr>
<td>$</td>
<td>1\rangle$</td>
</tr>
</tbody>
</table>

**Proof of Concept Experiments for Kane Quantum Computer**

Although a qubit must consist of a single quantum, an ensemble of identical qubits can replicate the expected results of a single-qubit. The qubits in the ensemble are initialized to the same quantum state, manipulated together quantum mechanically, and then read out all at once to mimic the performance of a single-qubit. Itoh et al.6 prepared two ensembles following Kane’s proposal for quantum computing with one ensemble using natural silicon and the other with isotopically enriched silicon.

In $^{nat}$Si the phosphorous donors were quantum mechanically different, but in isotopically enriched $^{28}$Si they were identical. The mass difference between the silicon isotopes affected the bond lengths which perturbs the hyperfine interactions between the electron spin and the nuclear spin for each phosphorous donor. This has the potential to shift the NMR frequencies of the phosphorous donors. The random distribution of $^{29}$Si also lead to local changes in the
magnetic field near the phosphorous donors, further changing the NMR and electron paramagnetic resonance (EPR). These potential changes to the NMR frequencies of the phosphorous donors emphasize the need for either isotopically enriched $^{28}\text{Si}$ or $^{30}\text{Si}$ for quantum computing. Schematics of the ensembles are shown in Figure 11 and Figure 12.

**Figure 11:** Schematic of phosphorous donors in natural silicon. The random distribution of $^{29}\text{Si}$ changes the local magnetic field around the phosphorous donors causing the atoms to differ quantum mechanically.\textsuperscript{6}
Figure 12: Schematic of phosphorus donors in $^{28}$Si. The removal of isotopic impurities results in the phosphorous atoms being quantum mechanically identical. This allows for the nuclear spins to be initialized to the same orientation for quantum computing applications.

Coherence Times

Nuclear spin coherence times ($T_2$) characterize the time needed for a spin system with a net alignment to reach thermodynamic equilibrium with its surroundings and is an important property for quantum computing. It must be greater than the time needed to complete the quantum computing routine, otherwise the computer will lose information during the calculation. The high crystal quality and low impurity concentrations leaves the $^{29}$Si concentration as the likely source of decoherence in natural silicon. Arguably the most important issue associated with demonstrating the viability of silicon-based quantum computing is how far the phosphorous coherence time can be extended by eliminating $^{29}$Si. The concentration of $^{29}$Si in natural silicon limits the coherence time to approximately 1 ms.
Recent experiments have shown isotopically enriched silicon has a significantly increased coherence time. Tyryshkin et al.\textsuperscript{19} achieved electron coherence times of approximately 8 s. Research teams at Simon Fraser University were able to obtain coherence times greater than 180 s from the phosphorous donor.\textsuperscript{6} These coherence times are both more than enough for quantum computing applications.\textsuperscript{6}

These long coherence times were realized in an isolated silicon matrix. For practical quantum computing, devices must be fabricated which requires a variety of foreign materials, including gate insulators and metal contacts. Morello et al.\textsuperscript{20} at the University of New South Wales (UNSW) developed a single phosphorus qubit device with isotopically enriched silicon which provides a better approximation of the potential of silicon-based quantum computation. The device is capable of initialization, operation, and readout of the quantum information stored in a single electron qubit and the phosphorous nuclear qubit. A scanning electron microscope (SEM) image of the device is displayed in Figure 13.

![SEM image of single-qubit device developed by Morello et al. at UNSW. The red sphere represents a phosphorous donor, and its nuclear spin by the arrow. The entire device is in a strong magnetic field, $B_0$.\textsuperscript{6}](image)

\textbf{Figure 13}: SEM image of single-qubit device developed by Morello et al. at UNSW. The red sphere represents a phosphorous donor, and its nuclear spin by the arrow. The entire device is in a strong magnetic field, $B_0$.\textsuperscript{6}
For comparison, the group also developed an almost identical device with $^{\text{nat}}$Si. The isotopically enriched device achieved greatly extended coherence times for both the electron and phosphorous donor as summarized in Table 8. 

Rabi oscillation describes the cyclic behavior of a two-level quantum system, such as qubits, in the presence of an oscillatory driving field.\textsuperscript{21} This is studied for quantum applications to describe the probability of a qubit to be in a particular state. The Rabi oscillations for $^{\text{nat}}$Si and isotopically enriched $^{28}$Si differ significantly and re-enforce the need for $^{28}$Si in quantum computing. The spin-up probability is the likelihood for a qubit initially in the $|0\rangle$ state to transition to the $|1\rangle$. $^{28}$Si predictably cycles between low and high spin-up probability, while $^{\text{nat}}$Si has ill-defined cycles that don't allow for accurate predictions for the state of a qubit. This phenomenon is demonstrated in Figure 14. \textsuperscript{6}
Figure 14: Comparison of Rabi oscillations for single phosphorous qubit in nat\textit{Si} (top) and isotopically enriched 28\textit{Si} (bottom).  

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|}
\hline
 & Nat-Si & Si-28 \\
\hline
Electron $T_2$ & 0.21 ms & 0.95 ms \\
\hline
Electrically neutral P donor $T_2$ & 3.5 ms & 20.4 ms \\
\hline
Electrically positive P donor $T_2$ & 60 ms & 1.75 s \\
\hline
\end{tabular}
\caption{Comparison of coherence times for natural and isotopically enriched silicon single phosphorous device}
\end{table}
Thermal Conductivity of Isotopic Enriched Silicon

Integrated circuits (IC) consist of multiple individual components such as, transistors, capacitors, and diodes created from a semiconductor substrate, silicon most commonly, and are connected together to perform a function.\textsuperscript{13} As transistor sizes shrink and the number of components continue to rise on silicon-based integrated circuits, the heat produced by these devices increases. The increased power density elevates the device temperatures, which is detrimental to IC performance and reliability. Central processing units (CPUs) are an important and excellent example of a common silicon-based IC. These devices, used in computers and cell phones, have normal operating temperatures ranging from 290-360 K. CPUs operating at temperatures greater than their specified maximum operating temperature can experience reduced performance and elevated risk for damage.\textsuperscript{22}

Power management is a critical issue in IC design. Modern ICs have power densities that range up to 40 W/cm\textsuperscript{2}. The packaging density continues to increase with the operating speed and feature size decreasing for IC, leading to increased heat production in ICs. Elevated temperature reduces the performance and reliability of ICs. Hot spots can also develop in ICs due to non-uniform heat flux further reducing reliability.\textsuperscript{22}

The thermal conductivity, symbolized by $\kappa$, is a physical property that is affected by isotope concentration.\textsuperscript{2} Thermal dissipation in a semiconductor device is limited by the thermal conductivity of the material it is composed of. Thus, the thermal conductivity of a device limits the packing density of transistors that can be implemented without increasing the chances of circuit failure.\textsuperscript{22} Increasing the thermal conductivity lowers the peak temperature of a device.
for the same power level. Lower temperatures will lead to increased carrier mobility and reduced leakage current. Reducing a device’s leakage current will also reduce heat generation.

Phonon Effects

For crystalline solids, such as silicon, the difference in atomic mass between isotopes most directly affects phonon frequencies and phonon related properties, namely the thermal conductivity. Phonons are the elementary vibrational motions of a lattice of atoms oscillating at a single frequency. In chemically pure and defect free crystals the magnitude of the isotope effect is determined by the rate of isotope scattering and phonon-phonon scattering. Eliminating isotope scattering by isotopic disorder in monoisotopic materials, results in a higher thermal conductivity than those composed of multiple isotopes.

Isotope Scattering

Isotope scattering describes phonon scattering due to isotopic disorder caused by the random distribution of isotope in the crystal lattice sites. Isotope scattering sizably increases the thermal resistivity of silicon crystals at room temperature. The non-uniformity of the isotope distribution is quantified by the following formula:
\[ g_2 = \sum_i f_i \left( 1 - \frac{M_i}{M^2} \right) \]  \hspace{1cm} (12)

where,

- \( g_2 \) = isotopic chaos, (unitless)
- \( f_i \) = molar fraction of component \( i \), (mol of isotope \( i \)/total mol)
- \( M_i \) = Atomic mass of isotope \( i \), (g/mol)
- \( M \) = Average atomic mass of isotopes in crystal, (g/mol)

Vibrational frequency is inversely related to the mass of the atoms. The simplest dependence of phonon frequency, \( \omega \) on mass is described by the “spring and ball” model as shown in equation 14:

\[ \omega \sim M^{-1/2} \]  \hspace{1cm} (14)

The phonon frequencies for the isotopes of silicon all differ, as a result, with \(^{28}\text{Si}\) having the highest frequency and \(^{30}\text{Si}\) the lowest. In materials with a mixture of isotopes the phonons of different frequency can collide resulting in isotopic scattering.

**Experimental Results**

The thermal conductivity of silicon with single isotopes and with the natural distribution of isotopes has been measured as a function of temperature, as demonstrated in Figure 15. The isotope composition of the silicon crystals is shown in Table 9. The thermal conductivity of \(^{nat}\text{Si}\) is significantly lower than the isotopically enriched \(^{28}\text{Si}\) crystals between 10 and 100 K. Small differences in the isotopic purity can greatly affect the thermal conductivity at low
temperatures. The more isotopically pure $^{28}\text{Si}$ crystal A had a significantly higher thermal conductivity than $^{28}\text{Si}$ crystal B between 15 and 32 K. All three crystals experienced maxima in their thermal conductivity at approximately 24 K with $^{28}\text{Si}$ A, $^{28}\text{Si}$ B, and $^{\text{nat}}\text{Si}$ having thermal conductivities of about 450, 300, and 40 W/(cm·K) respectively. The thermal conductivity of the two enriched $^{28}\text{Si}$ crystals is roughly equal between 60 and 420 K. This indicates that the thermal conductivity is not a function of isotopic composition for $^{28}\text{Si}$ crystals enriched to 92.92% or greater in this temperature range; phonon-phonon scattering must be considerably larger than isotope scattering in this range.

**Table 9: Isotope concentration of silicon crystals.**

<table>
<thead>
<tr>
<th>Crystal</th>
<th>$^{28}\text{Si}$</th>
<th>$^{29}\text{Si}$</th>
<th>$^{30}\text{Si}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{28}\text{Si}$ A</td>
<td>99.995</td>
<td>0.0046</td>
<td>0.0004</td>
</tr>
<tr>
<td>$^{28}\text{Si}$ B</td>
<td>99.92</td>
<td>0.075</td>
<td>0.005</td>
</tr>
<tr>
<td>$^{\text{nat}}\text{Si}$ A</td>
<td>92.223</td>
<td>4.685</td>
<td>3.092</td>
</tr>
</tbody>
</table>
Figure 15: Thermal conductivity of silicon crystals with different isotope concentrations vs. temperature\textsuperscript{23}

The ratio of thermal conductivity of isotopically enriched $^{28}\text{Si}$ to $^{\text{nat}}\text{Si}$ from 2 to 410 K is shown in Figure 16. The thermal conductivity ratio of the $^{28}\text{Si}$ A crystals reached a maximum of 10 at approximately 24 K. As in Figure 15, the thermal conductivity appears to most strongly depend on isotope concentration in the 10 to 60 K temperature range. At room temperature (298 K) the thermal conductivity was enhanced by a factor of approximately 1.08.
Conclusion and Critical Analysis

Isotopically enriched silicon has several properties that can make it advantageous when compared to natural silicon. Refining the process to achieve even better isotopic purity silicon will be essential to furthering research and industrial applications of the material. Silicon fluorination should be the preferred method of synthesizing silicon tetrafluoride as it produced materials with a far lower carbon concentration than does Na$_2$SiF$_6$ pyrolysis. The strong correlation of silane carbon concentration to polycrystalline carbon concentration is evidence of the importance of using high quality silane for the hydride method.

Due to the high level of isotropic enrichment needed for metrology and quantum computing applications, FZ is best technique for growing isotopically pure crystals. This is
inherently a good technique for growing higher purity single silicon crystals with either the natural distribution or isotopically enriched. Although this technique is more expensive than the Czochralski growth method, the high quality of crystals required justify its use. The protective coating technique discussed in this review does help to relieve concerns regarding concerns regarding isotope dilution, but the use of zone processing for high purity crystals in natural silicon still lead to the conclusion that more research and development will be needed for Czochralski method to be implemented for meteorology and quantum computing applications.

Kane’s proposal provides a good framework for silicon-based quantum computers. The proof-of-concept experiments discussed in this review provide evidence of its feasibility. Progress is still needed to realize a functional silicon-quantum computer. The successful demonstration of single-qubit operation is an important milestone to realizing silicon-based quantum computers. The next step needed for this technology is operating quantum gates. The proof-of-concept experiments also provided evidence to the importance of using high purity isotopically enriched silicon. The nuclear spin of $^{29}\text{Si}$ increases the decoherence of phosphorous qubits and disturbs the local magnetic field. This can lead to failure of the quantum computer.

Isotopically enriched $^{28}\text{Si}$ has a higher thermal conductivity than $^{\text{nat}}\text{Si}$ due to reduced isotope scattering. This can be beneficial to increase heat dissipation in silicon-based ICs. $^{28}\text{Si}$ crystals enriched to 99.92% have roughly the same thermal conductivity as crystals enriched to 99.995% for common operating temperatures of CPUs (290-360 K). This can be important for the economic feasibility of using isotopically enriched $^{28}\text{Si}$ in CPU chips, as crystals can be grown to the level of enrichment using the Czochralski growth method, which is less expensive than
the float zone melting technique needed to produce crystals for metrology or quantum computing reasons.
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