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1 Introduction

The combination of high inflation and high unemployment experienced in the 1970s and early 1980s has been perhaps the most important macroeconomic event since the Great Depression. Figure 1 shows that there were two spikes in the price of oil in this time period, and both were followed by large increases in inflation and unemployment. This was widely viewed as evidence that changes in the price of oil have large effects on the economy. Not surprisingly, this episode has been the subject of considerable research.\(^1\)

More recently, as seen in Figure 2, the price of oil has been extremely volatile, but there has not been a corresponding increase in the volatility of either inflation or the unemployment rate. The post-1995 time period has witnessed the most stable inflation rate since the Great Depression, and the inflation rate fell to almost zero following the large increase in the price of oil in 2007 and 2008. Clearly something has changed since the 1970s and early 1980s. This has spurred renewed interest in oil prices and as a result the literature has been growing at a fast pace.

There have been two main approaches to answering the question ‘What happens to the macroeconomy after an oil price shock?’\(^2\) The first has been to estimate a vector autoregressive (VAR) model that includes a measure of energy prices and one or more macroeconomic variables. The motivation for using a VAR model is that it allows the researcher to estimate the effect of an oil shock without imposing strong assumptions about the structure of the economy, which reduces concerns about misspecification. Of course, there are costs associated with the use of a VAR model - efficiency may suffer when estimating many parameters, and there are some questions that simply cannot be answered with a VAR model.\(^3\) In addition, reliable identification of causal relationships can sometimes be tricky in VAR models.

The other approach has been to specify a dynamic stochastic general equilibrium (DSGE) model. These models are structural in nature and require the modeler to make explicit assumptions about the nature of the economy. The primary advantage of DSGE models over VAR models is that they can answer a wider range of questions, whether that is because VAR models are not designed to answer the question of interest, or because the VAR model would be too inefficient to provide a reliable answer. The downside of DSGE models is that one needs a considerable amount of information about the economy, including the process by which expectations are formed, consumer preferences, and price-setting behavior. And as a result of the large number of assumptions that

\(^1\)The behavior of the macroeconomy following the oil shocks of the 1970s, and the inability of the macroeconomic models of the time to explain what was going on, led to a “major overhaul and reconstruction” of the field of macroeconomics (Blanchard (2006)).

\(^2\)Although it is a valid question to ask about energy prices more generally, the literature has almost exclusively focused on oil prices due to its importance relative to other forms of energy. We follow suit with the literature.

\(^3\)An example of a question VAR models are not designed to answer is determining which of several potential monetary policy responses to oil shocks will deliver the best combination of inflation and unemployment.
need to be made, the nature of the answer one gets from a DSGE model may be constrained by those very assumptions. Our view is that researchers should understand and be prepared to use both methodologies.

The primary goal of this chapter is to provide the reader with an introduction to the published literature on the response of output to oil shocks and point out areas where work remains to be done. The chapter is organized into two broad parts, with the first focused on the empirical VAR literature and the second focused on DSGE models. Due to the large number of papers that have been published on this topic - some of which have been cited thousands of times - we focus on a small slice of the literature that we feel is most relevant for graduate students and other aspiring researchers. The review of the empirical literature focuses on works exploring the connection between oil prices and economic activity. We also provide a brief review of the empirical literature on the responses of inflation and consumption to energy price changes, but we do not discuss the response of financial variables such as stock prices, exchange rates, or measures of financial market volatility.

The DSGE section opens up by introducing an example of a simple DSGE model that incorporates oil. This provides some information about what those models look like and lets us discuss some issues related to calibration. We then use the example model to ask what happens to the economy when there is an unexpected increase in the price of oil due to some structural shock. The literature review focuses heavily on works exploring the connections between oil and economic activity, as well as papers on monetary policy responses to changes in oil prices. We briefly discuss other energy-related topics that have been looked at using DSGE models.

2 Early Work

The modern empirical literature on the relationship between oil prices and the macroeconomy started with Hamilton (1983). Hamilton motivated his investigation by noting that all but one recession after World War II was preceded by a large increase in the price of oil. The first row of Table 1 reports coefficients on the $oil_{t-i}$ terms in the regression

$$y_t = \alpha + \sum_{i=1}^{4} \beta_i y_{t-i} + \sum_{i=1}^{4} \gamma_i oil_{t-i} + \varepsilon_t,$$

where $y_t$ is the percentage change in real GDP in quarter $t$ and $oil_t$ is the percentage change in the wholesale price index for crude oil.\footnote{Other early papers include Rasche and Tatoom (1977, 1981), Burbidge and Harrison (1984), and Hamilton (1985).} For the time period 1960-1984, we reject the null hypothesis\footnote{This specification is taken from Hamilton (2003). The data used to estimate this regression can be found in the repository for this paper.}
that the change in the price of oil does not Granger cause real GDP growth at any conventional significance level \((p = 0.007)\). The coefficients on the lagged oil price changes are negative and large, with a 10% increase in the price of oil reducing the forecast of GDP growth by about 0.4 percentage points in the fourth quarter after the shock hits the economy.\(^6\) Hamilton provided convincing evidence that the oil price changes in his sample could be treated as exogenous oil price fluctuations, which means the coefficients can be interpreted as the effect of an oil shock on the economy.

In contrast, the results for the 1985-2017 time period, also reported Table 1, offer less support for the claim that changes in the price of oil are an important source of output fluctuations. The estimated coefficients are still negative, but they are close to zero. A Wald test of the null hypothesis that the coefficients on the change in the price of oil are jointly equal to zero fails to reject \((p = 0.52)\). One possible explanation for this finding is that the price of oil no longer affects the economy. That does not seem plausible, because energy still accounts for a non-trivial share of marginal cost and consumption expenditures in many industries. A more likely explanation is that a simple linear VAR model fails to properly capture the relationship between output growth and oil prices.

### 3 Deviations From Linearity

Shortly after the publication of Hamilton (1983), evidence began to accumulate that a linear model might provide a poor approximation of the relationship between output and the price of oil. Mork (1989) found that only oil price increases had a statistically significant effect on GDP growth. This had little effect within Hamilton’s sample, because there were very few oil price decreases, but by the late 1980s the US had experienced large oil price decreases.\(^7\) Lee, Ni and Ratti (1995) and Ferderer (1996) found evidence that oil price volatility affected output. If oil price changes make it harder to predict the price of oil in the near future, there is an incentive for firms to delay investment and for consumers to delay major purchases, especially cars (see Bernanke (1983)). Oil price decreases can even be contractionary if they increase uncertainty about future oil prices, and as emphasized by Hamilton (1988), it takes time for workers to transition from the oil sector to other sectors.

Responding to Hooker (1996), Hamilton (1996) introduced the “net oil price increase” (NOPI) measure of oil price shocks. The idea is to construct a measure of oil shocks such that the price of oil only affects the economy during periods that it is high relative to recent experience, because those are the oil shocks that cause firms and consumers to change their behavior in a meaningful

---

\(^6\)These results are similar to those reported by Hamilton (2003) for the period 1949-1980.

\(^7\)One reason for this is that U.S. oil prices were regulated until the early 1980s (see e.g. Kilian (2014)).
way. Hamilton (1996) defined \( NOP I \) to be

\[
NOPI_t = \max (0, \ln(oil_t) - oil_{t}^{\text{max}})
\]

where \( oil_{t}^{\text{max}} \) is the natural log of the highest price of oil in quarters \( t - 1 \) through \( t - 4 \). Hamilton (2003) did a more rigorous investigation and concluded that it is best to compare the current price of oil against its highest price in the previous 12 quarters. Versions of the NOPI model have been estimated by Bernanke, et al (1997), Cuado and de Gracia (2003), Davis and Haltiwanger (2001), Balke, Brown and Yucel (2002), and Lee and Ni (2002), among many others.

In Table 2 are the estimated coefficients on the \( NOPI \) terms in the regression

\[
y_t = \alpha + \sum_{i=1}^{4} \beta_i y_{t-i} + \sum_{i=1}^{4} \gamma_i NOPI_{t-i} + \varepsilon_t.
\]

Although the coefficients estimated on the 1985-2017 subsample are smaller than those of the full 1960-2017 sample, the disappearance of the correlation between lagged oil price changes and real GDP growth does not carry through to the net oil price increase.

The hypothesis that oil price shocks have nonlinear effects on output has been challenged, most notably by Kilian and Vigfusson (2011a). Applying the simulation methodology proposed in Kilian and Vigfusson (2011b), they computed impulse response functions for real GDP growth for an oil shock that originated in the NOPI regime, and compared it with the impulse response function for the same shock originating in the non-NOPI regime. They tested and failed to reject the null hypothesis that the two impulse response functions were equal at all horizons up to one year, and concluded that the NOPI model is not supported by the data. Other authors, including Herrera, et al. (2011, 2015) and Herrera and Karaki (2015), applied the same test and also failed to reject the null hypothesis that the impulse response functions are the same across regimes.

Hamilton (2011) argued that there are several reasons to be skeptical of this conclusion. First, the failure to reject a null hypothesis is not evidence that the null hypothesis is true, and might instead be evidence that the test has low power. Second, Hamilton notes that Kilian and Vigfusson’s test does reject linearity for large (two standard deviation) oil shocks. Moreover, using the local projections method for computing impulse response functions introduced by Jord (2005), Hamilton rejects the null hypothesis of linearity for every model specification. Finally, working with just a prediction equation for GDP, which can be interpreted as one equation in a reduced form VAR model, Hamilton rejects the null hypothesis that all coefficients on the lagged NOPI terms are zero. It is difficult to reconcile these results with the claim that a linear VAR model provides the

---

8The impulse response functions in a nonlinear model will depend on the choice of the initial state of the economy and the size and sign of the shock. In a linear VAR model, the impulse response functions are constant.
best representation of the data. Hamilton (2016) points out that all of the studies that fail to find evidence of nonlinearity rely on the Kilian and Vigfusson (2011b) test. Given the disagreements, and given this topic’s importance, it is sure to be the subject of additional research in the future.

An alternative to the NOPI model, which retains the property that the price of oil only affects the economy when it deviates substantially from its behavior in the recent past, is the net oil price change (NOPC) model proposed by Kilian and Vigfusson (2013). Define the net oil price decrease as

$$NOPD_t = \min\left(0, \ln(oil_t) - oil_{t}^{\text{min}}\right)$$

where $oil_{t}^{\text{min}}$ is the natural log of the lowest price of oil in the previous 12 quarters. We then have

$$NOPC_t = NOPI_t + NOPD_t.$$ 

One of the advantages of the NOPC model over the NOPI model is that there are fewer censored observations of the oil price, which should result in more efficient parameter estimates, as well as less bias, if oil price decreases affect the economy. Similar to the NOPI model, the NOPC model allows for nonlinearity, but it rules out asymmetry. Kilian and Vigfusson considered a variety of alternative specifications, including those in which the NOPD and NOPI variables have different coefficients, but concluded that the NOPC model provides the best out-of-sample output forecasts out of all nonlinear models that they considered. Other out-of-sample forecast evaluations of nonlinear oil price models include Bachmeier, et al (2008) and Ravazzolo and Rothman (2011), and Kilian and Vigfusson (2017).

4 Endogeneity of Oil Prices

One of the important findings of Hamilton (1983) was that changes in the price of oil could be interpreted as supply shocks. In the aftermath of the oil shocks of the 1970s, which were attributed to the OPEC oil embargo and the Iranian revolution, this was a reasonable conclusion. It should be noted, however, that it has long been recognized that the price of energy responds to changes in the economy. In a speech to Congress on June 4, 1971, President Nixon said,\(^9\)

During the last decade, the prices of oil, coal, natural gas and electricity have increased at a much slower rate than consumer prices as a whole. Energy has been an attractive bargain in this country-and demand has responded accordingly. In the years ahead, the needs of a growing economy will further stimulate this demand.

\(^9\)http://www.presidency.ucsb.edu/ws/?pid=3038
One cannot provide a useful answer to the question, ‘What happens to output if the price of oil rises?’ without knowing why the price of oil has risen. Macroeconomic theory predicts lower output if the price of oil has risen because of a shock to the supply of oil. On the other hand, output will obviously be higher if the price of oil has risen because the economy (and therefore the demand for oil) is growing faster than expected. A third possibility is that the demand for oil is rising because of higher foreign output, in which case the response of domestic output depends on whether the expansionary effect of increased exports is sufficient to offset the contractionary effect of the higher oil price. One cannot interpret an estimated relationship between output and the price of oil without first addressing the endogeneity of oil prices.

An important step toward solving this identification problem was made by Kilian (2009). The key component in Kilian’s analysis was the construction of an index of global economic activity based on shipping rates. In the short run, there is a ceiling on the quantity of goods that can be shipped due to lags in the production of new shipping capacity, causing periods of unexpectedly strong world economic growth to be accompanied by increases in shipping rates. Kilian estimated a VAR model with global crude oil production, real oil prices, and his constructed index of global economic activity, and identified three structural shocks, interpreted as “oil supply”, “aggregate demand”, and “precautionary demand” shocks. The oil supply and aggregate demand shocks have a straightforward interpretation. The precautionary demand shock represents an increase in purchases due to concerns about the future availability of oil, such as an airline purchasing additional jet fuel after news about a possible disruption of oil supplies, even if current oil production has not yet been affected.

Kilian concluded that the price of oil has historically been driven almost entirely by the aggregate demand and precautionary demand shocks, with oil supply shocks playing only a minor role. This should not be interpreted as a statement that the supply of oil is unimportant to the determination of oil prices, because the precautionary demand shock captures the effect of news about the supply of oil that has not yet affected global oil production.

Recent work has shown that decomposing oil price movements into the parts corresponding to oil supply shocks and oil demand shocks depends critically on assumptions about the short-run elasticity of oil supply. Caldara, Cavallo, and Iacoviello (2016) propose an identification scheme that forces the elasticities implied by a VAR model to be consistent with the elasticities reported in published papers. They conclude that oil supply shocks explain 50% of the variation in the price of oil, while global economic activity shocks explain only 30%. Baumeister and Hamilton (2017) adopt a Bayesian approach to inference that is less restrictive than the traditional approach.

Barsky and Kilian (2001) was an earlier paper that questioned the interpretation of oil price movements as oil supply shocks, but Kilian (2009) has been the foundation of much of the subsequent literature. See also Lippi and Nobili (2012), Peersman and Van Robays (2012), and Aastveit (2014).
to VAR model identification.\textsuperscript{11} The reported posterior distributions imply a non-zero short-run oil supply elasticity that they report is much larger than the upper bound of Kilian and Murphy (2012), for instance. Their findings suggest that the assumption that oil production is almost completely unresponsive to market conditions in the short run is a mistake. Baumeister and Peersman (2013) address a related problem by estimating a VAR model with time-varying parameters and stochastic volatility. They show that the assumption of constant VAR coefficients can make it difficult to properly identify the effects of oil supply and oil demand shocks on the economy.

An additional complication arises if one treats all oil price movements that are responses to the economy as a single shock. By construction, the price of oil and U.S. real GDP growth will be positively correlated if the price of oil is changing as a response to U.S. output. That will not necessarily be true when the price of oil is responding to foreign output shocks. In the extreme case in which the foreign economy does not trade with the U.S., output in the U.S. will respond in the same way as it responds to an oil supply shock.\textsuperscript{12} Aastveit, et al. (2015) found that most oil price fluctuations since the early 1990s could be attributed to changes in demand in emerging and developing economies. Thus, even if one adopts the view that the price of oil is largely driven by demand shocks, higher oil prices may still be a drag on U.S. economic growth.

High frequency data has been used to aid the identification of contemporaneous responses. Kilian and Vega (2011) study news about U.S. macroeconomic data releases and conclude that energy prices can be treated as predetermined with respect to the U.S. economy. Bachmeier (2013) is unable to reject the hypothesis that world oil prices are predetermined with respect to U.S. gasoline prices. To the extent that gasoline price fluctuations reflect shocks to U.S. economic activity, this is additional evidence that energy prices respond to macroeconomic shocks with a lag.

5 Gasoline Prices and Consumption

One mechanism by which oil shocks are transmitted to the economy is through retail gasoline prices. Higher gasoline expenditures have to be offset by reduced consumption of other goods. This effect has been verified by Edelstein and Kilian (2009), Farrell and Greig (2015), Gelman, et al. (2016), and Baumeister and Kilian (2016). One of the important outstanding research questions is how much this effect has changed over time. Edelstein and Kilian (2009), Ramey (2016) and Baumeister, et al. (2017) have investigated this question, with Baumeister, et al. arguing that changes in the relative importance of oil supply and oil demand shocks will cause the estimated

\textsuperscript{11}The traditional approach imposes numerical values for some of the parameters and assumes no knowledge about the others, and can be represented as a special case of the approach used by Baumeister and Hamilton (2017).

\textsuperscript{12}Blanchard and Gali (2009) use a similar argument to justify their empirical methodology.
responses of consumption to fluctuate. Sorting through these issues is a difficult task, but one of great importance, as it is impossible to accurately predict changes in consumption without doing so.

6 Monetary Policy

VAR analysis, which most commonly takes the form of impulse response function analysis, does not provide any information about the mechanisms by which oil shocks are transmitted to the economy. In addition to the direct effect that oil shocks have on the economy through production and consumption, oil shocks will indirectly affect the economy through monetary policy if the Federal Reserve responds to them in an attempt to stabilize output and inflation. Bernanke, et al. (1997) simulated the behavior of the U.S. economy using an estimated VAR model combined with various choices of the monetary policy rule. They concluded that “. . . the monetary policy response is the dominant source of the real effects of an oil price shock.”

The conclusion drawn by Bernanke, et al. (1997) that monetary policy is responsible for much of the response of the economy to an oil shocks has not been universally accepted. One problem, recognized by the authors, is that their analysis ignores the Lucas (1976) critique. Sims (1997) questioned the choice of alternative monetary policy rule on the grounds that it is unsustainable. Hamilton and Herrera (2004) argue that implementing the alternative monetary policy rule would have required implausibly large changes in the federal funds rate. In addition, even if one assumes the Federal Reserve would have been capable of implementing such a policy, their conclusion is not robust to the use of longer VAR lag lengths. Kilian and Lewis (2011) provided additional evidence against the importance of monetary policy for the effects of oil shocks, most notably by demonstrating that the Federal Reserve has not responded to oil shocks at all since at least the mid-1980s. Other relevant papers that we will not discuss here include Bohi (1989), Barsky and Kilian (2002), Carlstrom and Fuerst (2005), Herrera and Pesavento (2009), and Bodenstein, Guerrieri, and Kilian (2012).

Due to the limitations of VAR models, we feel that DSGE models are better able to provide insights on the relative importance of the monetary policy rule. DSGE models are designed to address questions like this, and in fact, they have been used by many central banks for this purpose (Gal and Gertler (2007)). We anticipate that most future research on the interaction of oil shocks and monetary policy will be done using DSGE models.
7 Oil Shocks and Inflation

Macroeconomic models imply that an increase in the price of oil will cause inflation to rise. A surprising finding highlighted by Hooker (2002) is that core inflation shows little or no response to oil price shocks. Clark and Terry (2010) estimated a time-varying parameter VAR model and found that the decline in the response of core inflation to oil shocks began in 1975, and that this was not affected by either the high volatility of oil prices in the early 2000s or changes in the Federal Reserve’s monetary policy rule. de Gregorio, Landeretche, and Neilson (2007) and Chen (2009) looked at inflation in many different countries and found a similar decline.

Attempting to understand the reason for the decline, Blanchard and Gal (2009) found support for three potential explanations. First, wages have become more flexible through time, which allows the higher cost of production resulting from an oil shock to be partially offset by lower wages, which puts less pressure on inflation. Second, the credibility of monetary policy has improved, causing all inflationary shocks to have less effect on inflation. Third, energy is a smaller part of the economy today than it was in the 1970s. Bachmeier and Cha (2011) used disaggregate inflation data to sort through the relative importance of these explanations. They found that most of the decline in the response of inflation to oil shocks took place in sectors that saw large declines in energy intensity, and by itself, the change in energy intensity can predict most of the change in the response of aggregate inflation to an oil shock. Additiona, they found little correlation between the labor intensity of a sector and the change in response to oil shocks. See Blinder and Rudd (2012) and Castro, Jerez and Barge-Gil (2016) for additional analyses.

8 DSGE Models

Dynamic stochastic general equilibrium (DSGE) models provide an internally consistent modeling framework for thinking about energy prices and the economy. Since the early works of Hamilton (1988) and Kim and Loungani (1992), a number of papers have been published that make use of DSGE models with energy. These have primarily considered oil, as opposed to other forms of energy, and have explored the importance of oil and oil prices for issues related to business cycles, monetary policy and many other topics.

In this chapter, we introduce a very simple DSGE model that incorporates oil and provide a review of the DSGE literature. One of our main goals in introducing the model is to provide a working example that goes through the model’s equations and discusses several issues related to calibration. As an aide to the interested reader, an online appendix provides additional details regarding several variants of the model and further discussion on issues related to incorporating oil into DSGE models. The associated Matlab code is also posted online.
Another goal is to use the model to investigate the theoretical relationship between oil prices and economic activity. To do this, we solve the model numerically and look at how oil prices and GDP respond to different structural shocks in the model. We highlight the importance of distinguishing between supply and demand shocks in the oil market as not every type of shock generates the same correlation between oil prices and economic activity. In particular, while oil supply shocks generate a negative correlation, other shocks need not do so.

Not surprisingly, a large literature exists that makes use of DSGE models to think about various issues related to oil and the economy. The literature review at the end of this section provides a number of references for those interested in learning more about specific topics. The review focuses primarily on works that discuss how oil can affect the economy (and vice-versa), and works that explore monetary policy issues that arise because of oil and oil prices. We hope this review will be a useful starting point for those interested in learning more about the existing research.

8.1 Model

DSGE models are structural in nature require explicit assumptions about the structure of the economy.\(^\text{13}\) When incorporating oil into a DSGE model this means that several questions must be answered in advance by the modeler. These include: Are oil prices exogenous or endogenous? Does the economy produce oil or not? If so, how much and how is that production modeled? What sectors of the economy use oil? How is that use modeled?

In our model, we make the following assumptions. First, since we are interested in discussing how different shocks affect oil prices and economic activity, we need endogenous oil prices. However, we do not need to go beyond the simple assumption that the supply of oil is exogenous. Second, we consider an economy that imports all of its oil from abroad but we do not explicitly model the rest of the world except with regards to oil production. Finally, for simplicity we assume oil is used as an input into the production of a final good but abstract from household use of oil. These assumptions make the model very similar to the one used in Kim and Loungani (1992), except that oil prices are endogenous in our setup.

We work with a decentralized model with a representative agent and a representative firm. The representative agent consumes a final good and earns income by providing labor to the private sector and from dividends it receives from the firm. The representative firm operates under perfect competition and produces the final good using labor and imported oil. Each period the economy in question trades some of its output of the final good for oil. The model assumes that trade balances each period.

\(^{13}\)It is beyond the scope of this chapter to provide a detailed introduction to DSGE models. See McCandless (2008) for a nice introduction to both Real Business Cycle models and New Keynesian models.
The representative agent chooses consumption and labor to maximize the present discounted value of utility,

\[ E_0 \sum_{t=0}^{\infty} \beta^t [\log(c_t) - \chi n_t^{1+\eta} / (1 + \eta)] , \]  

(1)

where $\beta$ is the discount factor, $c_t$ is consumption, $n_t$ is hours worked, $\eta$ is the inverse Frisch-elasticity of labor and $\chi$ is the weight on the dis-utility from working. Utility is maximized subject to a budget constraint,

\[ c_t = w_t n_t + d_t , \]  

(2)

where $w_t$ is the real wage and $d_t$ are dividends from the firm. The household takes prices and wages as given when making its decisions.

Denoting $\lambda_t$ as the multiplier on the budget constraint, the first-order conditions are given by

\[ \frac{1}{c_t} = \lambda_t , \]  

(3)

\[ w_t \lambda_t = \chi n_t^\eta , \]  

(4)

which can be combined into a single equation, $w_t = \chi n_t^\eta c_t$.

The representative firm maximizes profit by choosing the amount of labor and oil to be used in the production of the final good, $y_t$. The technology available to the firm is a CES production function of the form

\[ y_t = \left[ (1 - \alpha_o) (n_t z_t^n)^{\frac{\sigma - 1}{\sigma}} + \alpha_o (o_t z_o^o)^{\frac{\sigma - 1}{\sigma}} \right]^{\frac{\sigma}{\sigma - 1}} , \]  

(5)

where $o_t$ is oil used by the firm and $z_t^n$ is a labor-augmenting productivity shock. The term $z_o^o$ is, in this case, a constant scaling factor but one can easily make it stochastic to represent exogenous shocks that affect the efficiency with which the private sector uses oil as an input.

Introducing oil into the production function adds two parameters that are not present in the basic RBC model. The first is $\alpha_o$, which controls the cost-share of oil in gross output, $y_t$. The second parameter is $\sigma$, which is the elasticity of substitution between oil and labor (or value-added). The exact nature of these parameters can vary across models. In Kim and Loungani (1992), for example, the elasticity parameter controls the degree of substitutability between capital and energy.

The first-order conditions for the firm are given by

\[ w_t = (1 - \alpha_o) \left( \frac{y_t}{n_t} \right)^{\frac{1}{2}} z_t^n^{\frac{\sigma - 1}{\sigma}} , \]  

(6)

\[ p_t^o = \alpha_o \left( \frac{y_t}{o_t} \right)^{\frac{1}{2}} z_o^o^{\frac{\sigma - 1}{\sigma}} . \]  

(7)
For the oil market, we assume there is a stochastic endowment of oil whose ownership lies outside the domestic economy. The log supply of oil follows an autoregressive process,

\[ \ln o^s_t = (1 - \rho_s) \ln o^s_t + \rho_s \ln o^s_{t-1} + \sigma_s \epsilon_{s,t}. \]  

(8)

The market clearing condition for the oil market is given by

\[ o_t = o^s_t. \]  

(9)

One can derive a resource constraint for the economy using the household’s budget constraint and the firm’s first order conditions. The resource constraint for the economy is

\[ c_t = y_t - p^o_t o_t. \]  

(10)

It is useful to note that in this model there is a difference between gross output and GDP/value-added and that there are several ways one can measure GDP. By the expenditure approach, real GDP is simply equal to \( c_t \). Another way is to measure value-added from the final goods sector, which mathematically is equal to \( y_t - p^o_t o_t \) and which is equivalent to \( c_t \). Gross Domestic Income could also be calculated as \( w_t n_t \).

Finally, we need to specify a law of motion for productivity. We assume the log of labor-augmenting productivity follows an autoregressive process,

\[ \ln z^n_t = (1 - \rho_n) \ln z^n_t + \rho_n \ln z^n_{t-1} + \sigma_n \epsilon_{n,t}. \]  

(11)

### 8.2 Calibrating the steady state

Typically, a DSGE model is linearized and solved using numerical methods. This requires calibrating or estimating the model’s parameters and choosing steady state values for the variables. Our calibration approach here is illustrative and intended to provide a short discussion on some of the issues that arise because the model incorporates oil.

The model has nine parameters that need to be calibrated: \( \beta, \alpha, \eta, \chi, \sigma, z^a, \rho_s, \rho_n, \sigma_s \) and \( \sigma_n \). Starting values also need to be chosen for \( w, y, c, p^o, z^n, o^s \) and \( o \). We drop the time subscript to denote a steady state value.

The parameters \( \beta, \eta \) and \( \chi \) are not unique to models with oil so we do not discuss their calibration in detail. We calibrate the model to be consistent with a quarterly frequency. We set the discount factor \( \beta \) to 0.99, labor-supply elasticity \( \eta \) to 1 and determine the value of \( \chi \) by using the household’s first order condition for labor. For simplicity we set all persistence parameters for the...
shocks equal to 0.90 and all standard deviations to 0.001.\textsuperscript{14}

The parameter $\sigma$ is directly connected with the price-elasticity of demand for oil. Numerous estimates exist for this price-elasticity but a generally accepted finding is that short-run price elasticities for oil are low, i.e. well below unity. As a result, this parameter (or a related parameter) is also typically set well below 1. For illustrative purposes, we consider a value of 0.25.

One approach to calibrate $\alpha_o$ is to use data on the cost-share of oil or a related quantity, such as the GDP-share of oil. For the U.S., there is annual data available to help provide some guidance on what this number should be set to. Data on nominal spending on petroleum products is available from the U.S. Energy Information Administration (EIA) from 1970 to 2015.\textsuperscript{15} This covers spending by both firms and households. Another set of data from the Bureau of Economic Analysis (BEA) provides annual nominal spending by households on motor gasoline, heating oil and other fuels.\textsuperscript{16} This can be subtracted off from the EIA data to produce an estimate of nominal spending by firms on petroleum products. Nominal GDP data comes from the BEA.

Figure 3 plots the time series for the ratio of nominal oil expenditures to nominal GDP for firms and households. One notable feature is that both shares vary over time. This variation is connected with the price of oil and has to do with the fact that the demand for oil is relatively inelastic. As a result, a large swing in oil prices can dramatically affect nominal expenditures. Another feature is that both shares have remained below the high values seen in the mid-1970s and early 1980s, even during recent period where oil prices were relatively high. This has to do with the fact that the economy has become less oil-intensive.

It is important to point out that the series in the chart are GDP-shares while in the model $\alpha_o$ determines a cost-share in terms of gross output. It can be shown that if $g$ is the GDP-share, then $\alpha_o = g/(1 + g)$. For this exercise, we calculated the average GDP-share for firm spending over the Great Moderation period (1986-2015), which turns out to be 0.02. The cost-share is then equal to 0.0196.

Next we turn to the steady state values of the variables. There is some leeway in how to normalize the variables. A particularly convenient normalization for this model is to set $y$, $n$ and $z^n$ equal to 1. This ensures that $\alpha_o$ is equal to cost-share of oil and also allows the modeler to solve for the rest of the steady state by hand. The firm’s first order condition for labor gives $w = 1 - \alpha_o$ while the first order condition for oil gives $p^o_o = \alpha_o$. This implies that we can also normalize units for oil use, and we do so by setting $p^o = 1$. The value of $o$ is then determined by our calibration of $\alpha_o$. The market clearing conditions then imply trivially that $c = y - p^o o$ and $o^s = o$. Using the

\textsuperscript{14}An alternative approach is to jointly calibrate the shock parameters to match moments in the data, possible in conjunction with calibrating some other parameters. One could also estimate all of the parameters using maximum likelihood or Bayesian methods.

\textsuperscript{15}See Table ET1 of the U.S. Energy Information Administration’s 2015 State Energy Data report.

\textsuperscript{16}See specifically “Motor vehicle fuels, lubricants and fluids” and “Fuel oil and other fuels.”
steady-state production function, one can then show that $z^o = 1/o$.

### 8.3 Impulse response functions

We level linearize the model around the initial steady state and solve it using Dynare. Matlab code can be found online. Our main goal is to show how GDP and the price of oil respond to the two shocks in the model. We consider a negative oil supply shock and a positive labor-augmenting productivity shock. The latter is an aggregate supply shock, but from the perspective of the oil market it acts as a demand shock. We standardize the size of the shocks so that in each case they boost the price of oil by 10 percent.

Figure 4 plots the percent-deviations of the two variables from their steady states. The top row is the response of the price of oil while the bottom row is the response of GDP. The first column is for an oil supply shock while the second is the productivity shock. A negative oil supply shock reduces the supply of oil and drives up its relative price. As oil is an input into production, this raises costs for the firm, lowers the marginal product of labor and leads to a decline in non-oil GDP. On the other hand, a positive technology shock boosts the marginal product of labor and also raises the demand for oil. In this case, the price oil also rises but so does GDP.

A direct implication of the IRFs is that in the model economy the correlation between oil prices and economic activity will depend a lot upon the nature of the shocks. If oil supply shocks are large relative to productivity shocks then a negative correlation could certainly occur, and vice-versa. In small samples of time series the correlation could also depend upon the particular sequence of shocks. For example, if in a small window of time there were many large negative oil supply shocks, it would look like oil prices were negatively correlated with activity even if over longer periods of time the opposite correlation holds.

Obviously, these results are from a simple model with just two shocks. Other shocks could be introduced, each of which could potentially generate its own correlation between GDP and oil prices. Likewise, various extensions to the model could allow for a more richer analysis. For example, explicitly modeling the rest of the world would allow one to make statements about how different foreign shocks affect domestic GDP and oil prices. The literature review that follows provides many examples of papers with more complicated models that have extended the basic framework in numerous directions.

### 8.4 Literature review

**Oil prices and economic activity**

A large part of the DSGE literature has considered the potential importance of energy and energy prices for economic activity. The first work focused exclusively on this issue was Kim and
Loungani (1992), which was aptly titled “The role of energy in real business cycle models.” This work extended the RBC model of Hansen (1985) to include energy as an input to the production function. One of the major questions in Kim and Loungani (1992) was to what extent exogenous energy price shocks could generate volatility in output, thereby reducing the reliance of the RBC model on technology shocks. The main finding was that while energy price shocks could increase output volatility, price shocks alone could not be the main driver of fluctuations in output. Dhawan and Jeske (2008a) later extended Kim and Loungani (1992) by adding a consumer durable good and differentiating between firm and household demand for energy but reached a similar conclusion. Indeed, the results in Dhawan and Jeske (2008b) suggest that differentiating between household and firm energy use, while holding fixed the total amount of energy use, will actually reduce the ability of energy price shocks to generate volatility. A recent work, Balke and Brown (2018), estimates a DSGE model of the U.S. using data from 1991 to 2015 and finds a small elasticity of real GDP with respect to oil price shocks driven by foreign oil supply.

Rotemberg and Woodford (1996) present empirical evidence that oil price shocks generated large, persistent drops in U.S. value-added during the period of 1948 to 1980. They show that a model of imperfect competition can match this empirical finding, while a model of perfect competition, such as the one in Kim and Loungani (1992), has trouble doing so. Finn (2000) shows that a model of perfect competition extended to include capital utilization, where the utilization rate is tied to energy usage, can match the empirical findings in Rotemberg and Woodford (1996). Aguiar-Conraria and Wen (2007) show that a model with increasing returns to scale in production can explain the impact the oil price shock of 1973-1974 on output and investment.

Oil prices and the Great Moderation

A related line of research has investigated the quantitative importance of oil prices in explaining the Great Moderation. Leduc and Sill (2007) found that much of the decline in U.S. output volatility was due to a change in the behavior of TFP and oil supply shocks, rather than a change in monetary policy. Dhawan et al. (2010) showed that a negative statistical connection existed between energy prices and U.S. TFP until 1982. Through the lens of a DSGE model, they find that disappearance of this negative connection after 1982 can explain a significant fraction of the moderation in U.S. output. Nakov and Pescatori (2010) find that oil related factors play an important role in reducing output volatility, although they are not the most important factor. On the other hand, Bjornland et al. (Forthcoming), using a Markov Switching Rational Expectations New-Keynesian model, find that oil price volatility does not play a major role in explaining the Great Moderation.

Changes in the effects of oil shocks

Another line of research has used DSGE models to try and explain why the oil price shocks of the 1970s had larger impacts on the economy relative to the effects in the 2000s. Blanchard
and Riggi (2013), building on the work of Blanchard and Galí (2009), show that a lower degree of real wage rigidity, better monetary policy and smaller oil cost and consumption-expenditure shares are important factors that have reduced the ability of oil prices to impact the economy. Katayama (2013) shows that some of the weaker effects of the post-1970 period can be explained by deregulation of the U.S. transportation sector in the early 1980s, improved energy efficiency and less persistent oil prices. In the model of Gavin et al. (2015), it is interactions between the tax code and inflation that led to the larger effects of the oil price increases in the 1970s. More specifically, they assume that during the 1970s oil prices boosted the Fed’s inflation target, which increased the inflationary effects of an oil price shock and increased taxes on nominal capital gains. This created an additional, indirect negative impact on the economy as households reduced investment in the capital stock due to the higher taxes.

One finding from the recent empirical literature is that the oil price increases in the 2000s were driven primarily by global demand, and not oil supply shocks. Given this finding, it is less surprising that high oil prices were not associated with a slowdown in global activity: oil prices were high because the global economy was booming in the first place. A more subtle issue, though, is how that might have impacted the U.S. economy. In Blanchard and Riggi (2013), it is assumed that a shock to oil prices due to foreign demand affects the U.S. economy in a similar way to exogenous oil supply shocks. On the other hand, in the three-country DSGE model in Lippi and Nobili (2012), the impact on the U.S. economy from an oil price increase due to the rest of the world can depend upon the exact nature of the shock. In some cases it is negative, in others the impact is ambiguous despite the fact that oil prices are higher.

**Monetary policy and oil prices**

Another branch of the literature has used DSGE models to consider monetary policy responses to oil prices. Motivated by the discussions in Bernanke et al. (1997) and Hamilton and Herrera (2004), Leduc and Sill (2004) considered how different specifications of monetary policy rules affect the responses of output and inflation to oil price shocks. They find that a pre-1979 specification of a monetary policy rule exacerbates the impacts of an oil shock on inflation and output, relative to a post-1979 rule. Later, Bodenstein et al. (2008) looked at the optimal monetary policy response to an oil supply shock in a DSGE model with an exogenous supply of oil and nominal price and wage rigidities. They find that the optimal policy calls for a rise in core inflation to help mitigate the impacts of sticky nominal wages. Numerous papers have considered extensions to the two works just cited. In Nakov and Pescatori (2010), optimal monetary policy is considered in a model with a dominant oil producer. Kormilitsina (2011) looks at optimal policy in a medium-scale estimated DSGE model of the U.S. economy. Bodenstein et al. (2012) use a two-country DSGE model to discuss how policy responses can vary depending upon the underlying structural shock that has

---

17See, for example, Kilian (2009) and Lippi and Nobili (2012).
affected oil prices. Natal (2012) discuss the implications of a distorted steady state for optimal policy. Bodenstein et al. (2013) consider the interaction between oil supply shocks and the zero lower bound constraint. Plante (2014a) considers optimal policy in a model where oil supply and (aggregate) productivity shocks affect the price of oil.

**Other topics**

The literature review so far has focused on research looking at the economic impacts of oil prices or monetary policy issues related to oil. But DSGE models have also been used to explore a number of other topics, particularly in international macroeconomics but also in areas related to energy consumption and energy policy. Here, we provide a quick overview of some important works. For brevity’s sake, we do not discuss the results of these papers in any detail. Backus and Crucini (2000) looked at how oil prices impact the terms of trade for a handful of OECD countries. Bodenstein et al. (2011) use a two-country DSGE model to consider how changes in oil prices affect trade balances, real exchange rates and other macroeconomic variables. Lippi and Nobili (2012) use the model of Backus and Crucini (2000) to help motivate a VAR model of the oil market that is identified using sign restrictions. The role of fiscal policy in a small oil-exporting country is considered in Pieschacon (2012). Nakov and Nuno (2013) introduce a three-country DSGE model where Saudi Arabia is modeled as a dominant oil producer. Using the same model, Manescu and Nuno (2015) consider the impact of the shale oil boom on oil markets. Bergholt et al. (In press) consider the importance of oil prices for business cycles in a small oil-exporting country. Arezki et al. (2017) use discoveries of giant oil fields as an example of news shocks in a small-open economy setting. Several papers have looked at issues related to energy policy and energy use. Atkeson and Kehoe (1999) explore the ability of putty-putty and putty-clay models to match the low short-run and higher long-run price elasticities of demand for energy seen in the data. The long-term macroeconomic impacts of consumer subsidies on fossil fuels are investigated in Plante (2014b) using a small-open economy model. That work is extended in Balke et al. (2015), which uses a two-country DSGE model to consider the global impacts those types of subsidies have on oil prices and the global economy. Atalla et al. (2017) show how prices and policies affect the energy mixes of several OECD countries through the lens of a DSGE model.
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Figure 1:
Figure 2:
Figure 3: The ratio of nominal expenditures on petroleum products to nominal GDP. The dashed line is for household spending, the solid line for spending by firms.
Figure 4: Impulse response functions to an oil supply shock (left-hand column) and a productivity shock (right-hand column). All figures show percent-deviations from steady-state values.
Table 1: Estimated Coefficients on the Change in the Price of Oil

<table>
<thead>
<tr>
<th></th>
<th>( \hat{\gamma}_1 )</th>
<th>( \hat{\gamma}_2 )</th>
<th>( \hat{\gamma}_3 )</th>
<th>( \hat{\gamma}_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-84</td>
<td>-0.025</td>
<td>-0.004</td>
<td>-0.039</td>
<td>-0.039</td>
</tr>
<tr>
<td>( t - stat )</td>
<td>(-1.20)</td>
<td>(-0.17)</td>
<td>(-1.77)</td>
<td>(-1.82)</td>
</tr>
<tr>
<td>1985-2017</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.004</td>
<td>-0.001</td>
</tr>
<tr>
<td>( t - stat )</td>
<td>(-0.57)</td>
<td>(-0.84)</td>
<td>(-0.12)</td>
<td>(-0.68)</td>
</tr>
</tbody>
</table>
Table 2: Estimated Coefficients on the Net Oil Price Increase

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\gamma}_1$</th>
<th>$\hat{\gamma}_2$</th>
<th>$\hat{\gamma}_3$</th>
<th>$\hat{\gamma}_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-2017</td>
<td>-0.018</td>
<td>-0.010</td>
<td>-0.022</td>
<td>-0.027</td>
</tr>
<tr>
<td>$t - stat$</td>
<td>(-1.76)</td>
<td>(-0.98)</td>
<td>(-2.08)</td>
<td>(-2.51)</td>
</tr>
<tr>
<td>1985-2017</td>
<td>-0.010</td>
<td>-0.009</td>
<td>-0.012</td>
<td>-0.020</td>
</tr>
<tr>
<td>$t - stat$</td>
<td>(-1.11)</td>
<td>(-0.93)</td>
<td>(-1.26)</td>
<td>(-2.16)</td>
</tr>
</tbody>
</table>