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Abstract

Hexagonal boron nitride (hBN) has recently been envisioned for electronic, optoelectronic, and nanophotonic applications due to its strong anisotropy and unique properties. To realize these applications, the ability to synthesize single crystals with large size and low defect density is required. Furthermore, a detailed mechanistic understanding of hBN growth process is helpful for understanding and optimizing the synthesis technique for high quality crystals.

In this dissertation, the production of large-scale, high-quality hBN single crystals via precipitation from metal solvents, including Ni-Cr and Fe-Cr, was demonstrated. The use of Fe-Cr mixture provides a lower cost alternative to the more common Ni-Cr solvent for growing comparable crystals. The clear and colorless crystals have a maximum domain size of around 2 mm and a thickness of around 200 μm. Detailed characterizations demonstrated that the crystals produced are pure hBN phase, with low defect and residual impurity concentrations. The temperature-dependent optical response of excitons showed that the exciton-phonon interaction in bulk hBN is in the strong-coupling regime.

A new growth method for monoisotopic hBN single crystals, i.e. $^\text{10}$B$^\text{14}$N and $^\text{11}$B$^\text{14}$N, was developed, by which hBN single crystals were grown using a Ni-Cr solvent and pure boron and nitrogen sources at atmospheric pressure. The chemical bonding analysis revealed that the B-N bond in $^\text{11}$BN is slightly stronger than that in $^\text{10}$BN. The polariton lifetime in our monoisotopic hBN samples increases threefold over the naturally abundant hBN, and the isotopic substitution changes the electron density distribution and the energy bandgap of hBN. The ability to produce crystals in this manner opens the door to isotopically engineering the properties and performance of hBN devices.
Atomistic-scale insights into the growth of hBN were obtained from multiscale modeling combining density functional theory (DFT) and reactive molecular dynamics (rMD). The energetics and kinetics of BN species on Ni(111) and Ni(211) surfaces were calculated by DFT. These DFT calculations data were subsequently used to generate a classical description of the Ni-B and Ni-N pair interactions within the formulation of the reactive force field, i.e., ReaxFF. MD simulations under the newly developed potential helped reveal the elementary nucleation and growth process of an hBN monolayer - nucleation initiates from the growth of linear BN chains, which further evolve into branched and then hexagonal lattices.

In the end, molecular dynamics simulations demonstrated that the thermodynamic preference of hBN geometries varying from triangle to hexagonal can be tuned by B to N molar ratios, and gas phase N$_2$ partial pressure, which is also supported by quantum mechanics calculations. The modeling confirms that the nitrogen species indeed plays an important role in dictating sizes and edge terminations of hBN sheets.
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A new growth method for monoisotopic hBN single crystals, i.e. h\textsuperscript{10}BN and h\textsuperscript{11}BN, was developed, by which hBN single crystals were grown using a Ni-Cr solvent and pure boron and nitrogen sources at atmospheric pressure. The chemical bonding analysis revealed that the B-N bond in h\textsuperscript{11}BN is slightly stronger than that in h\textsuperscript{10}BN. The polariton lifetime in our monoisotopic hBN samples increases threefold over the naturally abundant hBN, and the isotopic substitution changes the electron density distribution and the energy bandgap of hBN. The ability to produce crystals in this manner opens the door to isotopically engineering the properties and performance of hBN devices.
Atomistic-scale insights into the growth of hBN were obtained from multiscale modeling combining density functional theory (DFT) and reactive molecular dynamics (rMD). The energetics and kinetics of BN species on Ni(111) and Ni(211) surfaces were calculated by DFT. These DFT calculations data were subsequently used to generate a classical description of the Ni-B and Ni-N pair interactions within the formulation of the reactive force field, i.e., ReaxFF. MD simulations under the newly developed potential helped reveal the elementary nucleation and growth process of an hBN monolayer - nucleation initiates from the growth of linear BN chains, which further evolve into branched and then hexagonal lattices.

In the end, molecular dynamics simulations demonstrated that the thermodynamic preference of hBN geometries varying from triangle to hexagonal can be tuned by B to N molar ratios and gas phase N₂ partial pressure, which is also supported by quantum mechanics calculations. The modeling confirms that the nitrogen species indeed plays an important role in dictating sizes and edge terminations of hBN sheets.
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Chapter 1 - Introduction

This chapter will first introduce the basics of hexagonal boron nitride (hBN) and its physical and chemical properties. Then, the traditional and new applications of hBN will be described. After that, a literature review of hBN synthesis methods will be introduced. In the end, theoretical methods that are used to investigate hBN growth mechanism will be discussed.

1.1 Hexagonal Boron Nitride

Hexagonal boron nitride (hBN), which has a similar structure with graphite, is a wide band gap (~ 5.97 eV) III-V semiconductor with distinguished physical properties and remarkable chemical and thermal stabilities.\(^1\) It consists of stacked layers with sp\(^2\) hybridized boron and nitrogen in a two-dimensional (2D) honeycomb plane, as shown in Figure 1.1. The in-plane boron and nitrogen atoms are bound together with strong covalent bonds, while the layers interact with each other via weak van der Waals force.

![Crystal structures of hexagonal boron nitride](image)

**Figure 1.1.** Crystal structures of hexagonal boron nitride
hBN is electrically insulating with an ultra-smooth surface, which makes it a promising dielectric substrate to tune the carrier mobility of other 2D materials, such as graphene and BP, by reducing scattering. The strong covalent sp\(^2\) bonds in hBN make it have high temperature stability (the melting point is around 2600 °C), chemical inertness (corrosion resistance against acids), and chemical stability (stable in air up to 1000 °C). In contrast to its electrical insulation, hBN has a high thermal conductivity, which is comparable to that of stainless steel. The other properties include high elastic modulus, low friction coefficient, and strong cathodoluminescence (CL) emission in the deep ultraviolet range. Recently, hBN was demonstrated to be a natural hyperbolic metamaterial, which has several unique nanophotonic properties including strong optical confinement and low-loss of phonon-polariton.

The most common hBN has the natural distribution of boron isotopes, which is 19.9% \(^{10}\)B and 80.1% \(^{11}\)B. However, the hBN properties can be impacted by the boron isotopes concentrations in the crystal. Since \(^{10}\)B has a capture cross-section of 3840 b for thermal neutrons (with 0.025 eV energy), hBN with pure \(^{10}\)B enrichment (\(^{10}\)BN) is very efficient as a neutron detector. Both experimental and theoretical studies have shown that the thermal conductivity of hBN can be significantly enhanced in isotopically pure materials, as the phonon-isotope scattering in the crystal is much weaker than that in naturally abundant hBN. Most recently, Giles et al. demonstrated that the polariton lifetime in isotopically enriched hBN has a threefold improvement over the naturally abundant hBN, and Vuong et al. found that the boron isotope concentration slightly changes the energy bandgap in hBN.

1.2 Hexagonal Boron Nitride Applications

For more than fifty years, hexagonal boron nitride (hBN) has been employed in
applications exploiting its high thermal conductivity, chemical stability, refractory nature, high electrical resistivity, and lubricity. For these applications, powders, polycrystalline ceramics, and pyrolytic forms are sufficient. Grain, domain, and particle sizes can be small, and no control of the hBN’s crystallographic orientation is required.

Over the past ten years, new applications have been envisioned, which utilize the optical hyperbolicity, nuclear, atomically flat surfaces, flexoelectricity, and electronic properties of hBN, in a wide variety of forms: bulk crystals, atomically thin layers (nanosheets), and nanotubes. Examples include hBN deep ultraviolet light emitters (i.e., light emitting diodes and laser diodes), neutron detectors, nanophotonics, and single photon emitters, as will be listed below.

1.2.1 Deep Ultraviolet (DUV) Light Emitter

Deep ultraviolet (DUV) light emitters have been widely applied in areas of water sterilization, medical equipment, fluorescence probe in protein and photocatalysis. However, conventional DUV systems suffer from high cost, large size and weight, and low efficiency. These drawbacks motivate the rapid development of high-efficiency DUV light emitters with longer operating lives, such as III-nitride semiconductors. For example, DUV LEDs fabricated by AlGaN material demonstrate stable light emission at 278 nm with a high efficiency. hBN is another promising material that has attracted much interest for DUV emitter fabrication due to its wide bandgap (~5.97 eV) as well as the ultraviolet luminescence property. High-purity hBN shows intense excitonic luminescence bands from 215 to 227 nm, which are sufficient to cause strong UV emission. For example, Watanabe et al. designed a DUV emitter based on hBN, which
demonstrated stable operation with an output power of 0.2 mW at 225 nm. This device can even be driven by dry batteries.

### 1.2.2 Neutron Detector

Neutron detectors with high detection efficiency are needed in a wide range of applications, such as nuclear materials sensing, neutron therapy, oil exploration, and medical imaging. Currently, neutron detectors are mainly fabricated using $^3$He gas. However, due to the global shortage of $^3$He and transportation difficulty, a replacement technology for neutron detection is highly desired. $^{10}$B has a capture cross-section of about 3840 b for thermal neutrons, which enables conversions of thermal neutrons that undergo two different decay channels as described below:

I. $^{10}_5$B + n → $^7_3$Li + α → $^7_3$Li + α + γ(0.48 MeV) + 2.31 MeV (94%)

II. $^{10}_5$B + n → $^7_3$Li + α + 2.79 MeV (6%)

where the first one is the most common pathway with an occurring chance of 94%. However, an $^{10}$B layer coated device shows a very low detection efficiency (< 5%) for thermal neutrons due to the conflict of the layer thickness and the escape rate of products (α and Li). The advantages of h$^{10}$BN (isotopic enriched with $^{10}$B) as a solid-state neutron detector have recently been demonstrated; such devices can have an extremely high detection efficiency (~88.6%) of thermal neutron. The single crystalline structure of hBN contains very few charge traps and allows the rapid escape of electrons produced by the reaction, which leads to a high charge collection efficiency.
1.2.3 Substrate for 2D Materials

Since the first exfoliation of graphene by Novoselov et al in 2004, research on two-dimensional (2D) materials has exploded due to their unique properties and low dimensional structures distinct from their bulk forms. 2D materials have been widely applied in novel electronic and optical devices, in which the substrates play an important role in devices performance. Traditional substrates, including SiO$_2$, SiC, and Al$_2$O$_3$, limit the device function due to their charged surface states, surface roughness, and impurities. For example, graphene devices on SiO$_2$ exhibited properties that are far inferior to the theoretical prediction. In contrast, hBN is a superior substrate for 2D materials due to its smooth surfaces, large bandgap, high electric insulation, high thermal conductivity, and surface optical modes. The lattice constant mismatch between hBN and graphene is only 1.8%, which makes hBN a suitable candidate as a graphene substrate. Dean et al demonstrated high mobility in graphene devices on hBN, which are almost an order of magnitude better than the devices on SiO$_2$. These devices also demonstrate reduced disorder and chemical reactivity. In addition, Lee et al. have fabricated flexible and transparent MoS$_2$ field-effect transistors (FETs) on a hBN substrate, with a field-effect mobility of up to 45 cm$^2$/Vs and operating gate voltage below 10V.

1.2.4 2D Heterostructures

Interest in hBN-based heterostructures has exploding due to the remarkable properties of its devices. For example, Woessner et al. have demonstrated that encapsulation of graphene between two hBN films allows one to reduce the plasmon scattering from impurities and defects, which increases their inverse damping ratio by a factor of 4 and possesses ultralow-loss of plasmons compared with bare graphene. Moreover, such heterostructures are possible to have a regime
where the plasmon polaritons in graphene and the phonon polaritons in hBN can strongly couple and form plasmon-phonon polaritons.\textsuperscript{64,65} Successful synthesis of those heterostructures is crucial for devices performance. Among the most explored methods for hBN heterostructure growth, chemical vapor deposition (CVD) was mostly commonly used, as it can directly grow vertically stacked and in-plane heterostructures with controlled domain sizes.

1.2.5 Nanophotonic Devices

Electric dipoles, such as excitons, phonons, and plasmons, can be excited in many materials when illuminated,\textsuperscript{66-68} and strongly couple with photons to form hybrid quasiparticles called polaritons. Polaritons, which can be sustained as electromagnetic modes with frequency ranges from hundreds of gigahertz to several terahertz, play an important role in high-resolution imaging and infrared sensing applications. However, in reality, the propagation of polaritons in many materials decays quickly, which limits the devices performance. hBN has been reported as a natural hyperbolic metamaterial\textsuperscript{8}, which possesses low-loss and strong confinement of phonon-polariton. Dai et al.\textsuperscript{69} have investigated phonon-polariton (PhP) at hBN surface by using a scanning near-field optical microscopy (SNOM). This study demonstrated that the phonon-polariton resonance can be tuned by the number of hBN layers. In addition, Li et al.\textsuperscript{70} have fabricated infrared hyperbolic metasurfaces from monoisotopic hBN, which allows for new flatland infrared and optoelectronic applications, such as infrared chemical sensing and flatland hyperlensing and exotic optical coupling.
1.3 Hexagonal Boron Nitride Synthesis

The earliest preparation of hexagonal boron nitride by Balmain can be traced back to the mid-19th century. Since then, a variety of methods have been developed to synthesize hBN powders, bulk crystals, nanosheets, and nanotubes for different applications. Among them, chemical vapor deposition for nanosheets synthesis and metal flux method for bulk crystal preparation are mostly utilized. Here, both methods will be reviewed in detail.

1.3.1 Chemical Vapor Deposition

Chemical vapor deposition (CVD) of hBN on transition metal substrates, such as Ni, Cu, Pd, and Pt, has been employed to synthesize nanosheets with monolayers or multilayers. hBN nanosheet growth on Rh(111), Ru(111), and Ir(111) has been observed by a real-time microscopy. The formation process is proposed as follows: the precursors introduced into the system first adsorb onto the substrate surface and then decompose to form mobile species. The diffusion and coalescence of those species lead to the formation of small hBN islands which serve as the nuclei for larger domain development and eventually combine together to form large-scale and compact hBN nanosheets.

The experimental conditions, such as precursor stoichiometry, substrate roughness, and reaction temperature, can significantly affect the synthesized hBN quality, size and thickness. Stehle et al. demonstrated that hBN crystal shapes formed on Cu substrates change from triangular to truncated triangular and further to hexagonal by decreasing the nitrogen to boron (N:B) ratio. They also suggested that the highest temperatures are most suitable for high quality hBN growth, as the activation energy for both nucleation (~ 5 eV) and growth (~ 3.5 eV) on copper
substrate is very large. The substrates are usually pretreated at high temperature to recrystallize the metal to produce larger grain sizes, which in turn helps to make the hBN have a larger size too.

Other than the common substrates with single metals, alloy substrates were also explored. For example, Stehle et al.\textsuperscript{89} have successfully synthesized single crystal hBN with sizes up to 7500 \(\mu m^2\) on rational designed Cu-Ni alloy foils, which is about two orders of magnitude larger than those formed on single Cu or Ni substrates. Cabeva et al.\textsuperscript{90} have demonstrated that the nucleation densities for monolayer hBN formation can be controlled to a very low range by tuning Si concentration in Fe substrate.

Although the CVD method is a promising technique to prepare atomically thin hBN nanomeshes, the presence of high-density grain boundaries and other defects degrades the properties of hBN obtained from CVD.\textsuperscript{71,76,91} Alternatively, the best quality hBN single crystals can be precipitated from molten metal solutions.

1.3.2 Metal Flux Method

The metal flux method has been widely used for hBN bulk crystal synthesis, in which hBN powder is the commonly used source material which is dissolved into a liquid metal, followed by the precipitation of single crystals on the metal surface by slow cooling. A suitable metal solution must have a sufficient solubility for boron and nitrogen. Also, it should be thermodynamically stable at the reaction temperature.

Taniguchi\textsuperscript{92} and Zhigadlo\textsuperscript{93} have produced hBN crystals from metal solutions under high pressures (>30 kbar). However, crystals of similar quality can also be produced at atmospheric pressure. For example, Kubota et al.\textsuperscript{39} first demonstrated atmospheric hBN crystal growth from a Ni-Mo solvent. They reported a Raman peak width of 9.0 cm\(^{-1}\) at 1367 cm\(^{-1}\), which is much
narrower than what is typically reported for hBN produced by chemical vapor deposition, i.e., > 15 cm$^{-1}$\textsuperscript{94,95}. The maximum cathodoluminescence energy of these materials was 5.76 eV, indicating a high crystal quality.

Near atmospheric growth is advantageous, since the crystal growth apparatus is simpler and thus easier to implement a lower cost. A later study by Kubota et al.\textsuperscript{96} demonstrated that a 50 wt% mixture of Ni and Cr is an even better solvent for the atmospheric pressure solution growth of hBN single crystals. This alloy succeeds because Ni is a good solvent for boron with a maximum solubility of 18.5 at\%,\textsuperscript{97} and Cr can dissolve more nitrogen when compared to molybdenum.\textsuperscript{98} Edgar’s group has employed a Ni-Cr flux to produce hBN crystals that were (0001) orientated, a couple of millimeters across and up to 200 microns thick.\textsuperscript{99,100} These crystals had excellent high energy deep ultraviolet photoluminescence spectra with an S-series excitonic emission at ~5.8 eV at room temperature.\textsuperscript{101} They were also sufficiently thick (200 microns) to demonstrate interference-less absorption at infrared frequencies.\textsuperscript{102} Liu et al.\textsuperscript{103} have demonstrated that hBN Fe-Cr flux can provide a lower cost alternative to the Ni-Cr solvent for growing large-scale hBN of comparable quality.

1.4 Defects in Hexagonal Boron Nitride

Various defects, such as vacancies, edges, and grain boundaries, have been observed in the basal planes of hBN crystals. Those imperfections are mainly introduced during the synthesis process or by environmental contaminations. Gibb et al.\textsuperscript{104} observed grain boundaries (GBs) in hBN sheets via ultra-high-resolution transmission electron microscopy at elevated temperature, where 5|7 defects are located along the grain boundary. Those 5|7 defects can migrate one unit cell in 4s, which was caused by the defect-defect repulsion with different orientations. Gibb et al.\textsuperscript{104}
performed systematic scanning tunneling microscopy/spectroscopy (STM/STS) studies on the grain boundaries composed of 5\|7 and 4\|8 pairs in hBN grown on Cu(111) surface. They found that the two types of GBs exhibit significantly different electronic properties, where the bandgap of 5\|7 GBs is much lower than that of 4\|8 GBs. This result has been verified by theoretical calculations.

In addition to the defects in the basal planes, the defects along the c-axis in hBN, such as dislocations, were also explored by using transmission electron microscopy (TEM) and x-ray diffraction studies to identify defects.\textsuperscript{10,11} Stacking disorder, the imperfect alignment of basal planes, is common, and a consequence of the weak van der Waals bonding between layers. Delamination voids and misaligned stacked planes (causing rhombohedral stacking disorder) can form in hBN as it is cooled during the growth process due to external strain from the differences in thermal expansion at an hBN-metal interface. Twinning also occurs, as hBN has a limited number of slip systems. Many of the defects in hBN are similar to those common in graphite, since the structures of both are comparable, formed by a hexagonal lattice of atoms strongly bonded together in sp\textsuperscript{2} configuration, with weak interlayer van der Waals bonds.\textsuperscript{12}

1.5 Theoretical Studies on Hexagonal Boron Nitride

Current hBN crystals growth techniques are still imperfect, the small sizes and high-density defects limit the applications of these materials.\textsuperscript{71,76,91} For this reason, a detailed mechanistic understanding of hBN growth process is desirable to improve the synthesis technique for high quality crystals. There are number of outstanding issues unresolved regarding hBN single crystal growth: how the termination and shape of hBN islands are governed by the chemical environment; how the defect structures are induced during growth; and how the hBN nucleation and growth are
influenced by the crystal facets and the electronic character of the metal catalyst.

1.5.1 Density Functional Theory

Density functional theory (DFT) calculations have matured into a powerful tool to accurately describe the physical and chemical properties relevant to various aspects associated with hBN characterization and synthesis. For instance, Grad et al.\textsuperscript{105} and Díaz et al.\textsuperscript{106} have determined and discussed the periodic hBN monolayer adsorption on transition metal substrates. For instance, on Ni(111), N prefers top sites, while B prefers either fcc or hcp sites. DFT calculations were employed to identify the favorable edge termination and the shape of hBN islands.\textsuperscript{107} Furthermore, the decomposition chemistry of hBN precursors (e.g., BH\textsubscript{2}NH\textsubscript{2}) and the relationship with the compositions of substrates (e.g., Ni, Ni-Cu alloy) were modeled.\textsuperscript{71} Most recently, using first-principles-based analysis, Zhang et al.\textsuperscript{108} explored the shapes of hBN islands at varying boron chemical potentials on Cu(111) and Ni(111) with detailed growth kinetics of hBN edge structures.

1.5.2 Reactive Molecular Dynamic Simulation

Modeling of materials synthesis, including hBN, via the quantum mechanical approach rapidly becomes complex, thus rendering explicit DFT calculations inefficient or even impossible for thorough understanding of the structure evolution leading to the hBN lattice formation. As such, it is highly desirable to develop the capability by extending the modeling power of quantum mechanics to address the above critical questions regarding hBN growth. Molecular dynamics (MD) simulations, applying classical force field, can be utilized to handle large scale system and adding temperature effect.\textsuperscript{109,110} However, most classical force fields, like MM\textsubscript{3}\textsuperscript{111}, Dreiding\textsuperscript{112},
 Amber\textsuperscript{113}, are incapable of simulating chemical reactions. For this reason, reactive molecular dynamics (rMD) simulation is an attractive alternative since it can provide a dynamic perspective of the crystal growth, especially for larger molecular systems with more than hundreds or thousands of atoms. In particular, it can model bond formation and breaking under a ReaxFF\textsuperscript{114} reactive force field, which can be developed from quantum mechanical method.

1.6 Thesis Overview

The content in this chapter serves as background information of the thesis. The work mainly focused on synthesis and characterization of hBN single crystals by using both experimental and simulation methods. Chapter 2 introduces the experimental and theoretical methods utilized in this thesis. Chapter 3 and Chapter 4 describe hBN single crystal growth from Ni-Cr and Fe-Cr. In Chapter 5, monoisotopic hBN growth along with its unique properties and applications is discussed. Chapter 6 focuses on the synthesis of graphite single crystals from a Fe-Cr flux. Chapter 7 investigates the growth mechanism of monolayer hBN from first-principles-based rMD simulations. Chapter 8 presents the atomistic insights of hBN morphologies from rMD simulations.
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Chapter 2 - Methodology

This chapter presents the experimental setup for hBN crystal growth, which is followed by a detailed description of the crystal growth procedure. The crystal transfer technique from metal surface to substrate is discussed. Then, the characterization techniques that are used to analyze crystal quality and properties are introduced. At the end, relevant molecular modeling methods for hBN growth mechanism studies are described.

2.1 Experimental Setup

As a part of the project, I have designed and built a furnace system for hBN single crystal growth, as shown in Figure 2.1. It consists of three main parts: CM furnace, gas supply, and pressure control systems.

![Figure 2.1. Schematic experimental setup for hBN crystal growth from metal flux method.](image)

The CM furnace, as shown in Figure 2.2a, is a single-zone horizontal tube furnace, which can reach a maximum temperature of 1600 °C. Type B thermocouples, which are made of platinum-30% rhodium and platinum-6% rhodium, are used in the furnace to measure the temperature. A power controller, consisting of a multiple segment programmable microprocessor
and a step-down transformer, controls the furnace temperature. The microprocessor receives the signal from thermocouples and then regulates the current to the transformer, thereby controlling the power to heat the furnace. Kanthal Super 1700 molydisilicide heating elements are installed in the furnace chamber, offering fast heat up and slow cooling rates. The furnace is equipped with a 1.5” OD alumina tube with a length of 36”. As can be seen from Figure 2.2b, a second CM furnace was put on a tiltable table, which is capable of performing a tilting experiment to separate hBN crystals from metal flux at high temperature. The table can be tilted at up to 30° in either direction.

**Figure 2.2.** Photographs of (a) CM furnace in a horizontal fume hood, (b) CM furnace on a tiltable table.

The gas supply system in Figure 2.1 is comprised of gas cylinders, i.e. H₂ and N₂, and mass flow controllers (MFC). The gas cylinders with ultra-purity grade were supplied by Matheson Tri-gas Inc. N₂ gas not only stabilizes the reaction pressure but also provides the N source for hBN crystal growth. H₂ gas was used to eliminate oxygen and carbon impurities in the source materials. The mass flow controllers regulate the amount of gas streams supplied to the tube during the experiment.
The pressure control system consists of a vacuum pump, a butterfly valve (BV), and a manual valve (MV). After loading the sample into the tube, the inside air was exhausted by the vacuum pump before the H₂ and N₂ gases were fed in. During the experiment, the butterfly controller was used to stabilize the reaction pressure. The manual valve was kept open during the experiment to release the exhaust from the tube.

2.2 Crystal Growth Method

Although chemical vapor deposition offers a promising method to produce large-scale hBN films, the crystal perfection and crystallographic orientation of currently CVD-grown hBN have remained problematic\textsuperscript{1-3}. Alternatively, hBN crystals grown by the metal flux method exhibit a narrower Raman peak width\textsuperscript{4,5} and higher cathodoluminescence energy\textsuperscript{6,7}. Hence, we used the metal flux method for high-quality hBN crystal growth in this work. A mixture of nickel and chromium (Ni-Cr) or iron and chromium (Fe-Cr) was used as the solvent because of their high solubility for boron and nitrogen, respectively. In pure hot nitrogen, chromium reacts to form Cr₂N while nickel and iron remain unreacted.

2.2.1 Naturally Abundant hBN Crystal Growth

In this work, hBN crystals with the natural distribution of isotopes (19.9 at% \textsuperscript{10}B and 80.1 at% \textsuperscript{11}B) were produced using a hot-pressed boron nitride ceramic boat, which served as both the container for the metal flux and as the B and N sources. Again, the schematic of the experimental set-up for the crystal growth is illustrate in Figure 2.3a. The flux was a mixture of 50 wt% Ni and 50 wt% Cr powders. After loading the crucible, the furnace was evacuated, then filled with N₂ gas and forming gas (5% hydrogen in balance argon) to around 850 Torr. The N₂ and forming gases
continuously flowed through the system during crystal growth process with flow rates of 125 sccm and 25 sccm, respectively. The furnace was rapidly heated up to a dwell temperature of 1550 °C at a rate of 200 °C /h. After a dwell time of 24 hours at that temperature, the hBN crystals were precipitated on the metal surface by cooling at a rate of 0.5 °C /h to 1525 °C, and then the system was quickly quenched to room temperature. A scheme for the crystal growth process is illustrated in Figure 2.3b. In our experiments, forming gas helps to minimize oxygen and carbon impurities, which were considered as the main contaminants in hBN crystals.\(^8,9\)

**Figure 2.3.** Schematic illustration showing (a) the experimental set-up for naturally abundant hBN growth, (b) the procedure of hBN growth.
2.2.2 Monoisotopic hBN Crystal Growth

Since hot-pressed boron nitride ceramics are only available with the natural distribution of boron isotopes, the procedure for growing isotopically pure hBN crystals was different: elemental boron was the source material. Therefore, the boron nitride boat was replaced with an alumina crucible. The experimental set-up is shown in Figure 2.4a. High purity B-10 (99.22 at%) or B-11 (99.41 at%) powders were mixed with Ni and Cr powders to give overall concentrations of 4 wt% B, 48 wt% Ni and 48 wt% Cr. In this case, all nitrogen in the hBN originated from the flowing N₂ gas. Other than these changes, the procedure was the same as previously described. The scheme for monoisotopic hBN crystal growth is illustrated in Figure 2.4b.

![Scheme for monoisotopic hBN crystal growth](image)

**Figure 2.4.** Schematic illustration showing (a) the experimental set-up for monoisotopic hBN growth, (b) the procedure of hBN growth.
2.2.3 Tilting Experiment

For practical applications, hBN crystals need to be separated from the solidified metal ingot. However, the current crystal transfer technique that mechanically removes hBN crystals from the metal surface could lead to cracking. To better separate the crystals from the metal flux and obtain larger free-standing crystals, tilting experiments were performed. Initially, the furnace was tilted 20° to one side after loading the source material described in Section 1.2.1. After a dwell time of 24 hours at 1550 °C, the furnace was cooled down to a tilting temperature (1525 °C) at a rate of 0.5 °C/h, and then quickly tilted to another direction with a 30° incline. It was then held at the tilting temperature for 5 hours before the quenching. The initial and final states of the tilting experiments set-up are illustrated by Figure 2.5.

![Figure 2.5](image.png)

**Figure 2.5.** Schematic illustration of the initial and final states of the tilting experiments for hBN crystal separation from the metal flux.

2.3 Crystal Exfoliation Technique

The hBN crystals grown in the horizontal CM furnace exist over the solidified metal surface. For characterization and application purposes, we need to obtain free-standing hBN
crystals by exfoliating them from the metal surface. Mechanical exfoliation method is feasible due to the layered structure of hBN and the weak van der Waals bond between the layers. This method has been widely used to cleave and deposit layers of graphite/graphene onto a substrate.\textsuperscript{10,11}

Here we used single-slide thermal release tapes to adhere and peel the crystals from the metal surface, as shown in Figure 2.6a, and then heated the tape at 150 °C for 10 seconds to release the adhesive and transfer the crystals onto a substrate. Figure 2.6b shows the free-standing hBN flakes exfoliated from the solidified metal surface.

![Figure 2.6](image)

**Figure 2.6.** Optical photographs of (a) mechanical exfoliation of hBN crystals from the metal surface by using a thermal release tape, (b) free-standing hBN flakes on a glass substrate.

### 2.4 Characterization Techniques

Several characterization techniques were performed to analyze the crystal qualities and properties, including optical microscopy, electron microscopy, Raman spectroscopy, x-ray diffraction, atomic force microscopy, photoluminescence spectroscopy, and x-ray photoelectron spectroscopy.
**Optical Microscopy.** The size, thickness and morphology of the crystals grown in this project was evaluated by this technique. Optical micrographs were taken with a Nikon Eclipse LV100 scope with magnification range from 50x to 1000x. This system is equipped with a high intensity 50W halogen light source incorporating a fly-eye lens design. The focus stroke is 30 mm, facilitating observation of tall samples. An image capture system, enabled the production and analysis of optical micrographs. A DS-Fi3 microscope camera along with a 5.9-megapixel CMOS sensor is equipped to enable fast 15 fps acquisition of high definition images of up to 2280 x 2048 pixels.

**Scanning Electron Microscopy.** The microstructure features of the crystal surface were analyzed by high-resolution electron microscopy. The scanning electron microscopy (SEM) images were taken by a FEI Versa3D Dual Beam SEM system. This system can be operated from 1-30 kV (1 nm resolution at 30 kV) at different vacuum modes, including high vacuum (HiVac), low vacuum (LoVac), and environmental (ESEM). Each mode corresponds different detectors. An energy dispersive x-ray spectroscopy (EDS) detector is also equipped in the system, allowing for the elemental analysis and chemical characterization of the sample.

**Focused Ion Beam.** An FEI Nova 600 dual-beam focused ion beam (FIB) microscope was used to prepare the cross-sections in the [0001] direction (perpendicular to the basal plane) for TEM imaging. A high-resolution ion (5 nm) column is equipped, which allows Ga milling at 5-30 kV. The beam spot size is range from 7 to 15 nm. This system is also equipped with a OmniProbe™ 200 in-situ sample lift-out system, allowing the preparation of TEM samples without support films.

**Transmission electron microscopy.** The crystal cross-sections prepared by FIB was investigated by a Hitachi UHV-H9000 high-resolution electron microscope. This instrument can
be operated from 100-300 kV at mid-10^{-11} torr and resolve at about 0.18 nm for bulk spacings and 0.25 nm for atomic structure of surfaces. This system was also equipped with a Gatan Parallel EELS and CCD Camera, both interfaced to computers.

**Raman Spectroscopy.** Raman spectroscopy was used to investigate the phonon energies and the presence of structural defects in the crystal lattice. Raman spectra were taken at room temperature using a Horiba Labram HR Raman microscope system. This spectrometer is equipped with an ultralow frequency filter that allows access to the ultralow frequency down to ~5 cm\(^{-1}\). A linearly polarized 532 nm laser source was used, which could be focused to a spot diameter of ~2 \(\mu\text{m}\) by a 50× long-working-distance objective lens. Laser power was kept below 0.8 mW to avoid heating the samples. Instrument resolution was ~0.5 cm\(^{-1}\) by using an 1800 groove/mm grating.

**X-ray Diffraction.** X-ray powder diffraction (XRD) is a technique to characterize the 3D ordering and presence of stacking faults, plane sipping and polycrystallinity within samples. XRD was carried out using a Rigaku Miniflex II desktop X-ray diffractometer with monochromatic Cu K\(\alpha\) radiation (\(\lambda = 0.154\) nm). This system is equipped with an automated 6 position sample changer with sample spinning capability. The scanning range of 2\(\theta\) for this system is from 5 to 150° with a scanning rate from 0.01°/min to 100°/min. Phases were identified by comparing obtained patterns with a JCPDS database.

**Atomic Force Microscopy.** The surface topography of the samples was investigated by a Bruker Innova atomic force microscopy (AFM) system. This instrument includes stacked piezo XY and Z scanners with resolution as high as < 0.02 and < 0.01 nm, respectively. The 3 primary AFM modes are included in this system, i.e., Contact Mode, Tapping Mode and Non-Contact Mode. A sample size up to 45 mm\(^*\)45 mm\(^*\)18 mm can be measurement by this instrument.
**Photoluminescence Spectroscopy.** Photoluminescence (PL) spectroscopy was performed to probe the electronic structure and photoexcitation processes in hBN. The room temperature PL measurement system includes a frequency-quadruped Ti-sapphire laser with wavelength of 195 nm, 76 MHz repetition rate, 100 fs pulse width, and average optical power of ~ 1 mW. The emitted light was collected with a 1.3-meter long monochromator onto a microchannel plate photomultiplier tube.

**X-ray Photoelectron Spectroscopy.** X-ray photoelectron spectroscopy (XPS) is a technique that measures the elemental composition, chemical state and electronic state of the elements in a material. XPS spectra were measured on Kratos Axis UltraDLD system at a base pressure of $10^{-9}$ Torr using monochromatic Al Kα line. Survey XPS scans were run at 160 eV pass energy and high-resolution scans at 20 eV pass energy. XPS spectra was calibrated with the C 1s peak from the sample and set to BE = 284.6 eV. All samples were in electronic equilibrium with the spectrometer via a metallic clip on the sample, and characterized at normal take-off angle. XPS peak fits were done with CasaXPS Software 2.2.8 using mixed Gaussian/Lorentzian distributions to minimize chi squared value.

### 2.5 Density Functional Theory (DFT)

Over the last decades, DFT has become a very powerful method for studying many-body systems due to its high accuracy at an efficient computational cost. DFT is capable of producing electronic structures of atoms, molecules, surfaces, and crystals. Therefore, it is a suitable method to characterize molecular structures and chemical bonding in relation to hBN growth. In this section, the DFT method based on Kohn-Sham formalism, utilized in this work, will be discussed in detail.
2.5.1 The Kohn-Sham Theory

The properties of a many body system can be obtained by solving the Schrödinger equation (Equation. (1)):

\[ H\Psi(r_1, r_2, \ldots, R_1, R_2, \ldots) = E\Psi(r_1, r_2, \ldots, R_1, R_2, \ldots) \]  

(1)

where \( H \) is the Hamiltonian, \( E \) is the total energy of the system, and \( \Psi(r_1, r_2, \ldots, R_1, R_2, \ldots) \) is the many-body wavefunction, depending on the electron position \( r_n \), and the nuclei \( R_n \). However, the analytical solution is only available for a handful of simple systems (e.g., H atoms, He\(^+\)).

In 1965, Kohn and Sham\(^{12}\) used a fictitious non-interacting system that generates the same density to treat the real \( N \)-particle interacting system. The formulation for these non-interacting particles within the Kohn-Sham framework can be expressed by Equation (2), where the effective potential \( v_{\text{eff}}(r) \) is a function of electron density \( n(r) \). The kinetic energy of a single particle is represented by the Laplacian \( -\frac{\hbar^2}{2m} \nabla^2 \) :

\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + v_{\text{eff}}(r) \right] \Psi_i(r) = \varepsilon_i \Psi_i(r)
\]

(2)

The electron density, \( n(r) \), can be written as,

\[
n(r) = \sum_i^N |\varphi_i(r)|^2
\]

(3)
\[ v_{\text{eff}}(\mathbf{r}) = v_{\text{ext}}(\mathbf{r}) + \int \frac{n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d\mathbf{r}' + V_{xc}(\mathbf{r}) \]  

(4)

The exchange-correlation potential, \( V_{xc}(\mathbf{r}) \), to account for electron correlation and exchange effects of interacting N-electron systems, is given by Equation (5). Details about the functionals are the function derivative discussed in the next section.

\[ V_{xc}(\mathbf{r}) = \frac{\delta E_{xc}[n(\mathbf{r})]}{\delta n(\mathbf{r})} \]  

(5)

### 2.5.2 Exchange-Correlation Functionals

The total energy expression in Equation (2) can be obtained only when the exact form of the exchange-correlation potential, \( V_{xc}(\mathbf{r}) \), in Equation (5) is known. However, the exact expression for this functional is unknown. Therefore, approximations for this term need to be implemented with respect to the energy of exact ground state.

The Local Density Approximation (LDA)\(^{12}\) was first proposed, by which the electron density is treated locally as a uniform electron gas. However, for some systems, where the electron density varies quickly, the LDA becomes insufficient. For example, the transition oxides can be predicted to show either semiconductors or metals characters according to LDA, while in fact they are mostly insulators. To overcome these limitations, generalized gradient approximation (GGA) functionals\(^{13,14}\) were developed, which considers both the local density and gradient of the electron density. The exchange-correlation functional can be then written as:
\[ E_{xc}[n(r)] = \int f(n(r), |\nabla n(r)|) \, dr \]  

(6)

in which \( f(n(r), |\nabla n(r)|) \) is a suitably chosen function of its two variables. Perdew-Wang (PW91)\(^{16}\), Perdew-Burke-Ernzerhof (PBE)\(^{17,18}\), revised PBE (RPBE)\(^{18}\), re-parameterized PBE functional for solids and surfaces (PBEsol)\(^{19}\) and Becke-Lee-Yang-Parr (BLYP)\(^{20}\) functionals are commonly used in standard DFT calculations.

### 2.5.3 Pseudopotential

Due to the screening of the nucleus charge from the core electrons, the valance electrons are much weakly bound than the core electrons. Since atomic properties are mainly determined by valence electrons, they are directly responsible for the physicochemical properties of materials. Pseudopotentials, which vary smoothly in the core region, provides a way to replace the strong Coulomb potential in the core region with a weaker potential, as shown in Figure 2.7\(^{21}\). The valence electrons under the pseudopotential approximation experience the same potential outside the core region as in the all-electron treatment.
Figure 2.7. Schematic representation of the pseudopotential concept. The pseudopotential $V^{PS}$ and pseudo-wavefunction $\psi^{PS}$ (red line) match the all electron potential $V^{ae}$ and wavefunction $\psi^{ae}$ (blue line) beyond the cutoff radius, $r_C$.

2.5.4 Transition State Searches in DFT

Identifying the minimum energy path (MEP) for a rearrangement of a group of atoms from one stable configuration to another is very important in condensed mater physics and theoretical chemistry. The potential energy maximum along the MEP is the transition state (saddle point) which gives the reaction energy barrier, a quantity for estimating the reaction kinetics. Many different methods\textsuperscript{22} have been proposed to find MEP and saddle point, such as the nudged elastic band (NEB)\textsuperscript{23} and dimer\textsuperscript{24} methods we used in this project.

2.5.4.1 Nudged Elastic Band Method

Nudged elastic band (NEB) method is an algorithm to determine the MEP from an initial state to a final state. The intermediate images can be constructed by making a linear interpolation
from the initial to the final state. The MEP is then found by connecting those images by springs and then relaxing to find the minimum energy. The path of springs acts like an elastic band, in which the images feel the forces from both the spring and potential so that each image tries to minimize its potential energy. However, when the energy barrier is narrow compared with the MEP length, few images land in the neighborhood of the saddle point and the energy barrier can be inaccurate.

The addition of the Climbing Image (CI) to the NEB method allows for locating the saddle point more accurately. In the CI-NEB\textsuperscript{25} method, the highest energy image is forced to the saddle point by replacing the spring forces with an inverted force that acts tangent to the path of the point. By this way, the image is forced towards the maximum point along the MEP, while still minimizing its potential energy.

\textbf{2.5.4.2 Dimer Method}

When the final state of a transition is unknown, the search for the saddle point in the MEP is challenging by using NEB method. The dimer method is developed to find saddle points only requiring first derivatives of the energy and no diagonalization.\textsuperscript{24} The force acting on the center of a dimer (two replicas of the system) is modified by inverting the direction component of the dimer. This effective force will take the dimer to a saddle point after an optimization scheme is applied, such as conjugate gradients.

\textbf{2.6 Reactive Molecular Dynamics (rMD) Simulations}

Due to the high computational cost, DFT systems are usually limited to hundreds of atoms. For this reason, molecular dynamics (MD) simulations, which are capable of simulating large-
scale systems (thousands of atoms), such as protein folding\textsuperscript{26,27}, nanomaterials formation\textsuperscript{28,29}, and catalysts\textsuperscript{30,31} are more frequently used. In this work, reactive MD simulations, while are able to describe chemical bond breaking and formation, will be used to simulate large-scale hBN growth process.

### 2.6.1 Molecular Dynamics Mechanics

Molecular dynamics is a numerical method that is developed to describe atomic or molecular motion in a N-particle system, by integrating Newton’s equation of motion, as shown in Equation (7).

\[
F_i(t) = m_i \frac{d^2 r_i(t)}{dt^2}, \quad i = 1, 2, ..., N \tag{7}
\]

where \( m_i \) is the particle mass, \( F_i(t) \) and \( r_i(t) \) are the force and position vectors of particle \( i \) at time step \( t \). By using the velocity-Verlet algorithm\textsuperscript{32}, Equation (7) can be numerically integrated to obtain the particle position and velocity at the next time step \( t + \Delta t \), as expressed in Equations (8) and (9).

\[
r_i(t + \Delta t) = r_i(t) + v_i(t)\Delta t + \frac{F_i(t)}{2m_i} \Delta t^2 \tag{8}
\]
\[
v_i(t + \Delta t) = v_i(t) + \frac{F_i(t + \Delta t) + F_i(t)}{2m_i} \Delta t \tag{9}
\]
The force vector $\mathbf{F}_i(t)$ can be obtained from the potential energy force field. Therefore, accurate predication of particle movement strongly depends on the accuracy of force field used.

A number of empirical force fields have been developed to describe different systems, including AMBER (assisted model building and energy refinement)$^{33}$, GROMOS (Groningen molecular simulation system)$^{34}$, UFF(Universal force field)$^{35}$, and Tipos$^{36}$.

### 2.6.2 ReaxFF Force Field and Development

The conventional force fields mentioned above may provide accurate predictions for biological molecules, hydrocarbons, and charges. However, they fail to describe chemical reactivities, i.e., bond breaking and formation. ReaxFF reactive force field$^{37}$ is a general bond-order-based potential that can smoothly describe the changes of bond connectivity during chemical reactions. The total system energy in the ReaxFF can be described by Equation (10):

$$
E_{\text{system}} = E_{\text{bond}} + E_{\text{tip}} + E_{\overline{\text{over}}} + E_{\text{under}} + E_{\text{val}} + E_{\text{pen}} + E_{\text{coa}} + E_{\text{tors}} \\
+ E_{\text{conj}} + E_{H-bond} + E_{\text{vdWaals}} + E_{\text{Coulomb}}
$$

(10)

a detailed description of each term in Equation (10) can be found elsewhere.$^{37}$

In order to obtain an appropriate ReaxFF force field to describe a certain system, its parameters need to be optimized against a mainly quantum mechanics (QM) derived database, called a training set, which includes atomic charges, bond dissociation energies, angle strain, heats of formation, vibrational frequencies, and transition-state energies. The parameters in the ReaxFF potential are optimized through a single-parameter search procedure$^{38}$ performed by minimizing the total error:
\[ \text{Error} = \sum_{i=1}^{n} \left[ \frac{X_{i,\text{QM}} - X_{i,\text{ReaxFF}}}{\sigma_i} \right]^2 \]  

(11)

where \( n \) is the number of data points in the training set, \( \sigma_i \) is the weight assigned to each data, \( X_{i,\text{QM}} \) and \( X_{i,\text{ReaxFF}} \) are the QM and ReaxFF calculated values, respectively. In the optimization process, ReaxFF parameters are tuned in a way that decreases the total error.

ReaxFF is an empirical pair-wise potential, in which the energy contributions from chemical bonding, valence angle, and torsion angles are formulated as functionals of the bond order, which is expressed as a function of atomic-pair distance. Thus, the total system energy in ReaxFF, as shown in Equation (10), can be partitioned into the expression below:

\[ E_{\text{system}} = E_{\text{valence}} + E_{\text{Coulomb}} + E_{\text{vdW}} \]  

(12)

where \( E_{\text{valence}} \), \( E_{\text{Coulomb}} \) and \( E_{\text{vdW}} \) represent the valence, Coulombic, and van der Waals contributions to the system energy, respectively. \( E_{\text{valence}} \) itself is the sum of all the bond order dependent term in the ReaxFF formulation. This term will disappear as the corresponding chemical bond is broken (i.e., bond order approaches zero).

In order to elucidate the mechanism of hBN growth on Ni, we have developed a ReaxFF force field based on a quantum mechanical training set for Ni-B and Ni-N pair potentials. The parameters in ReaxFF are optimized through Equation (11). The bond, angle, and torsion parameters for B-B, N-N, B-N pairs and bulk Ni systems were adopted from previous work\(^{39}\). The complete set of ReaxFF force field is included in Appendix A.
2.7 Computational Methods

In our project, all periodic DFT calculations were performed with spin polarization using Vienna *Ab initio* Simulation Package (VASP)\textsuperscript{40}. The generalized gradient approximation (GGA) Perdew–Burke–Ernzerhof (PBE)\textsuperscript{17} functional was employed to account for the electron exchange–correlation potential. The electron-ion interaction was described using the projector-augmented wave (PAW) method\textsuperscript{41}. All the rMD simulations were performed by LAMMPS.\textsuperscript{42}

2.7.1 Simulation Models Generation in DFT

The simulation models used in our DFT calculations are either bulk or surface crystals. The bulk models were directly obtained from the database in Materials Studio, a software for materials design. Both body-centered cubic (BCC) and face-centered cubic (FCC) crystals were used. The surface models were generated through the cleavage of an optimized bulk crystal, in which a thick vacuum space was implemented to avoid interference between periodic images along the perpendicular direction. In our DFT calculations, single-crystal (100) and (111) facets were modeled to represent terrace surfaces, while the (211) facet was used to mimic a stepped surface. In addition to the surface adsorption sites, including top, bridge, fcc, bcc and 4-fold sites, we also considered the sublayer adsorption sites, i.e., octahedral and tetrahedral sites.

2.7.2 Simulation Models Generation in rMD

A rectangular shaped nickel slab with the close-packed (111) facet was used to represent the Ni substrate, where elemental B and N were deposited initially for hBN nucleation and growth. The Ni slab consists of 5 atomic layers, with lateral dimensions of $12 \times 12$ Ni atoms, for a total of 720 Ni atoms. Periodic boundary conditions were imposed on all dimensions. The bottom (5th) layer was fixed so that the Ni atoms remained in their bulk lattice structures during the simulation.
to represent the interior bulk region, while the top 4 layers were relaxed along the vertical direction to represent the surface and sublayer regions. A 90 Å vacuum space was implemented to avoid interference between periodic images along the perpendicular direction.
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Chapter 3 - hBN Growth from Ni-Cr Flux

Part of Chapter 3 is reproduced with permission from:

3.1 Introduction

High-quality hBN crystals can be grown with Ni solvent, but, due to its small nitrogen solubility, the growth rates are limited at atmospheric pressure. Kowanda et al. claimed that nitrogen solubility in Ni solvent can be enhanced by the addition of Mo. Afterwards, Kubota et al. first demonstrated atmospheric hBN crystal growth from a Ni-Mo solvent. According to Kowanda et al., the effect of Cr on nitrogen solubility in the Ni flux is much stronger than that of Mo. The Ni-Cr phase diagram has a eutectic point at 1345 °C with 49 wt% Ni and 51 wt% Cr. Consequently, the synthesis of hBN crystals from Ni-Cr solvent was demonstrated at atmospheric pressure by Kubota et al. They reported a Raman peak width of 9.0 cm⁻¹ at 1367 cm⁻¹, which is much narrower than what is typically reported for hBN produced by chemical vapor deposition, i.e., > 15 cm⁻¹. The maximum cathodoluminescence energy of their crystals was 5.77 eV.

The electronic and optical properties in semiconductors are highly dependent on its lattice vibrations, i.e., phonons. The temperature dependence of the excitonic optical response in semiconductors comprises the modification of the bandgap energy and the broadening of the excitonic resonance due to the exciton-phonon collisions. Toyozawa pointed out that there are strong and weak coupling regimes for the exciton-phonon interactions. For the strong coupling regime, the excitonic emission line has a Gaussian profile and the linewidth increases as the square
root of the temperature ($\sqrt{T}$). In the weak coupling regime, the excitonic emission line has a Lorentzian profile, and the linewidth increases linearly with temperature.

In this chapter, the nitridation procedures of those source materials in hBN growth will be first discussed to understand how chromium increases the nitrogen solubility in nickel solvent. Then the tilting experiment will be described, with its aim of separating large-scale free-standing hBN crystals from the metal flux without using mechanical exfoliation methods. After that, several characterizations performed on hBN crystals will be presented to qualify the crystal quality and properties. The exciton-phonon interaction in hBN will be studied by performing photoluminescence spectroscopy at different temperatures. Lastly, hBN growth from several other metal fluxes will be presented.

### 3.2 Experimental Methods

The experiments discussed in this chapter were performed using a combination of the horizontal and tilting CM furnaces. The experimental process for hBN crystal growth from Ni-Cr metal flux was described in Chapter 2. Characterization of these samples was performed using optical microscopy, Raman, x-ray photoelectron spectroscopy (XPS), x-ray diffraction (XRD), and photoluminescence spectroscopy (PL).

For the nitridation experiments discussed in this chapter, pure nickel, chromium, boron, and Ni-Cr-B powders were used as the source materials loaded into separate alumina boats. The alloy weight was equal to the total of nickel, chromium, and boron powders in the other boats. An empty boat was used as reference. Before the loading of the source materials, all the alumina boats were heated at 1500 °C under forming gas for ten hours to remove volatile impurities. The five alumina boats were placed into a multiple-zone furnace (Mellen Furnace), to make sure the
temperatures for all the boats were equal. The furnace was evacuated and then filled with N\textsubscript{2} and forming gas (5\% hydrogen in balance argon) gas to a constant pressure of 850 Torr. During the reaction process, the N\textsubscript{2} and forming gases continuously flowed through the system at rates of 125 sccm and 25 sccm, respectively. After a dwell time of 4 hours at the reaction temperatures, the system was quickly quenched to room temperature.

### 3.3 Results and Discussion

#### 3.3.1 Nitridation Analysis

The addition of Cr to Ni significantly improves the hBN crystal quality grown from metal flux method because of a higher nitrogen solubility in Ni-Cr-B alloy than that in Ni-B. In order to investigate the mechanism in detail, we performed a group of nitridation experiments in different temperatures, i.e., 1400 °C, 1450 °C and 1500 °C.
The optical photograph in Figure 3.1 illustrates the nitridation products at 1500 °C. The nickel and alloy powders were melted to ingots at the reaction temperature, while the boron and chromium powders remained in the solid phase as their melting points are higher than 1500 °C. The boats holding chromium and alloy were various shades of pink, much more than the other three. This has been caused by the slight oxidation of chromium during the reaction, where the oxygen may come from the impurities in the nickel and chromium source materials.
Figure 3.2. Mass change percentages of nickel, chromium, boron and alloy after the nitridation reactions at temperatures of 1400 °C, 1450 °C and 1500 °C.

Figure 3.2 shows the mass change percentages of the source materials after the nitridation reactions at different reaction temperatures. The mass change of nickel was nearly zero at all the three reaction temperatures, which indicates that nickel doesn’t react with nitrogen. The boron mass change displayed an uptrend from 8% at 1400 °C to 11.5% at 1500 °C, which means the transformation from boron and nitrogen gas to boron nitride was greater at higher temperature. The mass change percentages for chromium were higher than 12% at all three temperatures, which means that chromium had dissolved the most nitrogen gas. However, its mass change percentage decreased slightly with increasing temperature. To understand this, x-ray diffraction was taken on the chromium samples as described in the next paragraph. The mass change of alloy also experienced a slight decrease with the increasing of reaction temperature, which is mainly caused by the lower chromium mass change at higher temperature.
Figure 3.3. XRD spectra from chromium nitridation products at temperatures of (a) 1400 °C and (b) 1500 °C. The characterization peaks of CrN and Cr$_2$N are labeled.

Two possible Cr-nitrides, i.e., CrN and Cr$_2$N, can form at temperature higher than 600 °C:\textsuperscript{14}

\[
Cr_{(s)} + \frac{1}{2}N_2 \rightarrow CrN_{(s)} \tag{13}
\]

\[
Cr_{(s)} + \frac{1}{4}N_2 \rightarrow \frac{1}{2}Cr_2N_{(s)} \tag{14}
\]
we therefore analyzed the chromium nitridation products at 1400 °C and 1500 °C by XRD, scanning from 35° and 60.0°, as shown in Figure 3.3. In the XRD patterns, three Cr$_2$N peaks were observed at 40.1°, 42.5° and 56.0°, respectively, while two CrN peaks were located at 36.3° and 43.7°. Compared to the 1400 °C spectrum, the CrN peak at 43.7° has a much lower intensity at 1500 °C, while the peak at 36.3° slightly increased, which means the chromium nitridation reaction produces less CrN at 1500 °C than that at 1400 °C. To further confirm this conclusion, we calculated the CrN/ Cr$_2$N ratio of intensity; it was lower at 1500 °C (0.32) than at 1400 °C (0.38). This suggests that the production of CrN is preferred at lower temperature, but Cr$_2$N is more favored at higher temperature. The higher Cr$_2$N production leads to a lower mass change by using the same amount of chromium source, which explained the decrease trend of chromium mass change in Figure 3.2.

### 3.3.2 hBN Separation at High Temperature

In order to separate large-scale, free-standing hBN from the metal surface, tilting experiments were performed. The experimental details were described in Chapter 2. Figure 3.4a shows the separated Ni-Cr metal and hBN layer, which are located on opposite sides. The metal flux was originally at the right side. As the furnace was tilted, it broke through the precipitated hBN layer, and flowed to the left side. Figure 3.4b shows a free-standing hBN flake obtained from the separate hBN layer with a size of over 4 mm$^2$. Although the tilting experiment is a promising method to obtain large-scale free-standing hBN crystals, the success rate of the separation was low as it is dependent on many factors, such as the metal mass, the groove shape of the BN boat, hBN
layer thickness formed on the metal surface, and the furnace tilting operation. Future work should include a more detailed investigation of those factors on crystal separation.

Figure 3.4. Optical micrographs of (a) separated Ni-Cr metal and hBN layer in the BN hot-pressed boat, (b) free-standing hBN flake obtained from the separated hBN layer.
3.3.3 Characterizations

Figure 3.5. XPS spectra of (a) N 1s and (b) B 1s from hBN crystals grown from a Ni-Cr metal flux.

X-ray photoelectron spectroscopy (XPS) was carried out to investigate the chemical bonding in hBN. Figure 3.5 shows the XPS spectra of the N 1s and B 1s peaks from hBN crystals grown from Ni-Cr metal flux. The binding energies for N 1s and B 1s in hBN are 398.1 eV and 190.5 eV, respectively, which are in good agreement with previously reported literature values. The B/N ratio from our XPS spectrum was calculated to be 1.19, which is also very close to the values reported before.
Figure 3.6 displays the Raman spectra from the hBN crystals grown with the Ni-Cr flux. The low-frequency spectrum in Figure 3.6a, which is attributed to the rigid shearing oscillation between adjacent layers, shows that the hBN crystals have an intense peak at 52.5 cm\(^{-1}\), which is consistent with previously reported references.\textsuperscript{20,21} The full width at half-maximum (FWHM) is 1.2 cm\(^{-1}\), which indicates our hBN crystals are of high quality. The high-frequency spectrum in Figure 3.6b, which corresponds to the intralayer E\(_{2g}\) vibrational mode between in-plane boron and
nitrogen, show that hBN crystal grown from Ni-Cr has an intense peak at 1366.1 cm$^{-1}$ with an FWHM of 7.8 cm$^{-1}$, which is among the smallest values reported in the literature.$^{22,23}$

![XRD spectrum of hBN crystals grown from a Ni-Cr metal flux.](image)

**Figure 3.7.** XRD spectrum of hBN crystals grown from a Ni-Cr metal flux.

The hBN crystals grown form Ni-Cr metal flux were also characterized by XRD, scanning from 10° and 100.0°, as shown in Figure 3.7. The hBN (0002) peak at around 26.4° can be identified. The estimated interlayer distance according to Bragg’s law, as shown in Equation (15), is 0.33 nm, which is consistent with the literature values.$^{24-27}$ Additionally, the (0004) and (0006) peaks were observed at 54.7° and 87.5°, respectively. The absence of defect peaks and narrowing hBN peaks showing in the XRD spectrum indicate the hBN crystals grown from Ni-Cr metal flux are well-ordered and of high-quality.

\[ \lambda = 2d \sin(\theta) \]  

(15)
where $\lambda = 0.154 \text{ nm}$, and $\theta = 26.4^\circ / 2 = 13.2^\circ$.

![Image of a graph showing photoluminescence spectrum]

**Figure 3.8.** Room temperature photoluminescence (PL) spectrum of hBN crystals grown from a Ni-Cr metal flux.

The quality of the hBN crystals was accessed by Photoluminescence (PL) spectroscopy. Figure 3.8 shows the room temperature band-edge PL emission spectra of hBN crystals grown from a Ni-Cr solvent. The intense ultraviolet luminescence peaks were at 5.761 eV and 5.54 eV, which is characteristic of a high-purity, high-quality hBN crystal.\textsuperscript{27} The energy bands indicating defects and impurities, located around 4.3 eV and 2.9 eV, were relatively weak in intensity, confirming a low residual impurity concentration in those crystals.
3.3.4 Strong-coupling regime of the Exciton-phonon Interaction in hBN

The PL spectra from hBN over temperatures ranging from 8K to 300K were collected (Figure 3.9). At 8K, the PL spectrum is composed of several emission peaks, reflecting the various paths for recombination assisted by phonon emission in hBN. Specifically, there are four main peaks located at 5.765, 5.79, 5.86, and 5.89 eV corresponding to the recombination assisted by the emission of LO, TO, LA, and TA phonon, respectively. On the low-energy side of $X_{LO}$ and $X_{TO}$ peaks, there are sidebands, which extend over tens of meV and arise from overtones of the interlayer shear modes in hBN.\textsuperscript{28} These lattice vibrations are exclusive in layered compound since they correspond to the shear rigid motion between adjacent layers, with a characteristic energy of about 6-7 meV in bulk hBN.\textsuperscript{29} The green solid line is a theoretical calculation of the emission lines in the framework of model developed in Ref.\textsuperscript{28}, which presents a Gaussian profile. The superior fit of the PL pattern by the Gaussian function demonstrates the strong-couple regime of the exciton-phonon interaction in hBN.

The temperature-dependent study of the PL spectrum in hBN is shown in Figure 3.9. With the temperature increase, the phonon replicas broaden, leading first to a reduced visibility of the doublet fine-structure of the LO and TO phonon replicas at 20 K. Above 20 K, the doublets disappeared, indicating that the full width at half maximum (FWHM) of the emission peaks becomes larger than the doublet splitting with an order of 6-7 meV. At 100 K, we noted that the LO and TO phonon replicas, which are separated by roughly 30 meV, are no longer spectrally resolved, and that the merged emission band of those replicas is almost symmetric. From 100 K up to room temperature, the modifications of the PL spectrum are less dramatic. The above phenomenology suggests that the thermally induced broadening is rapidly growing in a first stage,
followed by smoother variations up to room temperature. The nonlinear trend confirms strong-coupling regime of the exciton-phonon interaction in hBN.

Figure 3.9. PL spectrum in hBN as a function of temperature, from 8 to 300 K: experimental data (symbols); theoretical fit (solid lines). The full width at half maximum (FWHM) $\Delta$ is the only varying parameter as a function of temperature.
3.3.5 hBN Growth from Other Metal Fluxes

To investigate the effect of metal fluxes on the hBN crystal quality, various kind of solvents, including Fe, Mg-Ni-Cr, Ti-Ni-Cr and Si-Ni-Cr, were tested under the same experimental conditions. Crystals prepared from a Ni-Cr flux serve as the reference. The optical micrographs of hBN crystals grown from those solvents are shown in Figure 3.10.

Using Fe as a solvent is advantageous, as it has a much lower price compared to Ni (one seventh to one tenth of the price). As shown in Figure 3.10a, crystals prepared with Fe were clear and colorless, but have much smaller sizes than the crystals grown from Ni-Cr metal flux. With the addition of Mg into Ni-Cr flux, the synthesized hBN crystals (Figure 3.10b) became smaller, but still clear and colorless. In order to dope Si into hBN crystals, Ni and Cr mixed with high-purity Si power were used as a solvent. However, a SiN layer covering on the metal surface was formed by the reaction between Si and BN at high temperature, which blocked the hBN crystal precipitation onto the surface, and eventually formed nonuniform crystals with small sizes, as shown in Figure 3.10c. When using Ti-Ni-Cr, TiN crystals (golden color) were formed on the metal surface, as illustrated in Figure 3.10d, which were produced by the reaction of Ti and N₂ at temperatures higher than 1200 °C. In addition, hBN crystals grown from Ti-Ni-Cr were generally smaller than 50 μm.
Figure 3.10. Optical micrograph of hBN crystals grown from (a) Fe, (b) Mg-Ni-Cr, (c) Si-Ni-Cr, and (d) Ti-Ni-Cr metal flux.

The hBN crystals grown from the above metal solvents were characterized by photoluminescence (PL) spectroscopy at 10 K. The PL spectra in Figure 3.11 illustrate that the crystals grown from those solvents have remarkably similar patterns except for the Si-doped sample in which the emission peaks had a small left shift compared with others. Moreover, the addition of Si elements disappeared the maximum peak at 5.799 eV, and suppressed the peak intensity at 5.77 eV. This indicates that Si elements have doped into hBN, and slightly changed its band structure. Therefore, further investigation on the electric properties of Si-doped hBN is
needed. The overall results illustrate that the crystals grown from Ni-Cr, Fe, Ti-Ni-Cr and Mg-Ni-Cr metal solvents have similar quality, and Si elements can be doped into hBN.

**Figure 3.11.** PL spectra of hBN crystals grown from Ni-Cr, Fe, Ti-Ni-Cr, Si-Ni-Cr, and Mg-Ni-Cr solvents.
3.4 Conclusions

This study has shown that large-scale, high-quality bulk hBN single crystals can be successfully formed from Ni-Cr solvent at atmospheric pressure. Nickel does not react with nitrogen during the crystal grown, while chromium is preferred to be nitrided to Cr$_2$N at higher temperature. Large-scale free-standing hBN crystals can be separated at high temperature by using a tiltable furnace at high temperature while the metal flux is still liquid. The XPS spectrum illustrates that the B 1s and N 1s binding energies in our hBN samples are in good agreement with the literature values. The XRD pattern indicates the hBN crystals are well-ordered and high quality. The Raman spectrum of both shear mode and intralayer mode also shows the high-quality of the crystals. The band-edge PL emission spectra imply that the hBN crystals grown from Ni-Cr have a high quality and low defect and impurity density. The temperature dependent PL spectra show that the exciton-phonon interaction in hBN is in the strong-coupling regime. Moreover, the hBN crystals grown from Fe, Ti-Ni-Cr and Mg-Ni-Cr metal solvents have similar quality but smaller sizes compared with the crystals from Ni-Cr, and Si elements can be doped into hBN.
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Chapter 4 - hBN Growth from Fe-Cr Flux

Chapter 4 is reproduced in part with permission from:

4.1 Introduction

The best quality hBN single crystals have been precipitated from molten metal solutions. Taniguchi *et al.*¹ and Zhigadlo *et al.*² both produced hBN crystals from solutions at high pressures (>30 kbar). However, crystals of similar quality can also be produced at atmospheric pressure. For example, Kubota *et al.*³ first demonstrated atmospheric hBN crystal growth from a Ni-Mo solvent. They reported a Raman peak width of 9.0 cm⁻¹ at 1367 cm⁻¹, which is much narrower than what is typically reported for hBN produced by chemical vapor deposition, i.e., >15 cm⁻¹.⁴,⁵ The maximum cathodoluminescence energy of Kubota *et al.*’s crystals was 5.76 eV.

Near atmospheric growth is advantageous, since the crystal growth apparatus is simpler and thus easier to implement at lower cost. A later study by Kubota *et al.*⁶ demonstrated that a 50 wt% mixture of nickel and chromium is an even better solvent for the atmospheric pressure solution growth of hBN single crystals. This alloy succeeds because nickel is a good solvent for boron with a maximum solubility of 18.5 at%,⁷ and chromium can dissolve more nitrogen when compared to molybdenum.⁸

We have previously employed the Ni-Cr flux to produce hBN crystals that were (0001) orientated, a couple of millimeters across, and up to 200 microns thick.⁹ These crystals had
excellent high energy deep ultraviolet photoluminescence spectra with an S-series excitonic emission at 5.897 eV at low temperature.\textsuperscript{10} They were also sufficiently thick (200 microns) to demonstrate interference-less absorption at infrared frequencies.\textsuperscript{11}

In the present note, we tested whether an iron-chromium solvent can also produce hBN crystals of comparable quality as the Ni-Cr solvent at atmospheric pressure. Like nickel, liquid iron has high comparable boron solubility, 17 at\%.\textsuperscript{12} The main advantage of iron is that it is less expensive than nickel, by a factor of 5 to 10.

Prior studies related to steel manufacturing suggest hBN crystal formation from an iron-based alloy should be possible\textsuperscript{30,31}. The joint solubility of boron and nitrogen in iron has been the subject of a number of studies. Fountain and Chipman\textsuperscript{13} studied these elements in solid iron between 950 °C and 1150 °C to understand their impact on the hardenability of steel. They reported that the presence of boron enhances nitrogen solubility in solid iron, and the solubility of both elements increases with temperature. For iron with and without boron, the solubility of nitrogen in the solid increased with its partial pressure. Morita \textit{et al}\textsuperscript{14} examined the impact of boron on the rate constants for nitrogen incorporation into liquid iron between 1873 K and 2023 K. They reported the rate constant for nitrogen decreased with the boron concentration. In contrast, the nitrogen incorporation rate constant increased with the chromium concentration.

In this study, the process of producing hBN crystals from a Fe-Cr flux was developed. The crystal sizes, shapes, and morphologies were determined by optical microscopy. Then the Raman and photoluminescence spectra were taken to assess the quality of the hBN crystals. Comparisons were made of these crystals to previous studies.
4.2 Growth Method

hBN crystals with the natural distribution of isotopes (20% B\textsuperscript{10} and 80% B\textsuperscript{11}) were synthesized by precipitation from solution in a high temperature single-zone tube furnace. A 50 wt% Fe and 50 wt% Cr mixed powder was loaded into a hot-pressed boron nitride crucible, which was both the source for the boron nitride and the container for the solution. The crucible with the source materials was then transferred into the furnace. The reaction tube was evacuated, and then filled with N\textsubscript{2} and forming gas (5% hydrogen in balance argon) to a constant pressure of 850 Torr. In this experiment, the forming gas was used to minimize oxygen and carbon impurities that are recognized as the main contaminants in hBN crystals. During the reaction, the N\textsubscript{2} and forming gases continuously flowed through the system at rates of 125 sccm and 25 sccm, respectively. The liquid solution was formed by heating the furnace up to 1550 °C and holding for a dwell period of 24 hours. The hBN crystals were then precipitated by cooling at a rate of 1 °C/h to 1500 °C. After growth, the system was quickly quenched to room temperature.
4.3 Results and Discussion

Figure 4.1. Optical micrograph of (a) hBN crystals on Fe-Cr ingot top surface (b) edge-on view of hBN crystal thickness and (c) hBN flake transferred from ingot onto the substrate.

Figure 4.1a is an optical image of hBN crystals on the solidified Fe-Cr solvent, showing that the grown hBN crystals are clear and colorless. There are two main crystal shapes on the metal surface: hexagonal and triangular. The largest domain is more than 2-mm across. The edge-on view of hBN crystal, as shown in Figure 4.1b, illustrates that the crystal thickness is around 200-
μm. Both crystal size and thickness are comparable with our previous prepared hBN crystals from Ni-Cr solvent, in which Ni and Cr also have weight ratio of 1:1. Figure 4.1c shows an optical micrograph of hBN flake transferred from the metal surface onto a glass substrate, which has a dimension of about 1-mm across.

![Raman spectra of shear mode and intralayer mode from hBN crystals grown with Fe-Cr (top) and Ni-Cr (bottom) flux.](image)

**Figure 4.2.** Raman spectra of shear mode (a) and intralayer mode (b) from hBN crystals grown with Fe-Cr (top) and Ni-Cr (bottom) flux.

A comparison of the Raman spectrum for the hBN crystals grown with the Fe-Cr (top) and Ni-Cr (bottom) flux is shown in Figure 4.2. The low-frequency spectrum in Figure 4.2a, which is attributed to the rigid shearing oscillation between adjacent layers, shows that hBN crystals from both solvents have an intense peak at the same position 52.5 cm⁻¹, which is consistent with
previously reports.\textsuperscript{15,16} The full width at half-maximum (FWHM) values for the two peaks are 1.2 cm\textsuperscript{-1} and 1.1 cm\textsuperscript{-1}, respectively, which indicates our hBN crystals are of high quality. The high-frequency spectra in Figure 4.2b, which corresponds to the intralayer \textit{E}\textsubscript{2g} vibrational mode between in-plane boron and nitrogen, show that hBN crystal grown from Fe-Cr has an intense peak at 1366.1 cm\textsuperscript{-1} with an FWHM of 7.8 cm\textsuperscript{-1}, which is among the smallest values reported in the literature.\textsuperscript{17,18} This is also comparable to our previously prepared high-quality hBN from Ni-Cr flux, which has a consistent peak position and FWHM value, as shown in Figure 4.2b.

\textbf{Figure 4.3.} Room temperature PL spectrum comparing hBN crystals growth from \textit{(bottom)} Fe-Cr and \textit{(top)} Ni-Cr flux.
Figure 4.3 shows the room temperature band-edge PL emission spectra of hBN crystals grown with Fe-Cr and Ni-Cr solvents. The intense ultraviolet luminescence peaks of the Fe-Cr prepared crystal were at 5.772 eV and 5.636 eV, which is characteristic of a high-purity, high-quality hBN crystal. The slightly higher energy compared to the hBN crystals from Ni-Cr solvent at respective 5.761 eV and 5.54 eV indicates a better crystal quality. Intensity for energy bands responsible for defects and impurities, located around 4.3 eV and 2.9 eV, were relatively weak in intensity, confirming a low residual impurity concentration in those crystals. Further investigations will be conducted to quantify the impurity concentration.

4.4 Conclusion

Large-scale, high-quality bulk hBN single crystals were successfully formed from a new Fe-Cr solvent at atmospheric pressure. The hBN crystals produced this way are clear and colorless, and have a maximum domain size of around 2-mm with a thickness of around 200-μm, which is comparable with the crystals grown from Ni-Cr solvent. The Raman spectrum of both shear mode and intralayer mode shows the high-quality of the crystals. The band-edge PL emission spectra also indicate that the crystals from Fe-Cr have a high quality and low defect and impurity density. Consequently, we have established an alternative growth route for large scale of high quality hBN crystal under atmospheric pressure with much lower cost.
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Chapter 5 - Monoisotopic hBN Growth
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5.1 Introduction

Hexagonal boron nitride (hBN) is a polar dielectric material that is particularly well suited for nanophotonic components.\(^1-7\) As a two-dimensional van der Waals crystal, hBN exhibits an extremely large crystalline anisotropy. This anisotropy results from the strong, in-plane, covalently bonded boron and nitrogen atoms and weak, out-of-plane, van der Waals bonding. This gives rise to two spectrally distinct bands where phonon polaritons (PhPs) can be supported, designated as the lower (LR, ~760-820 cm\(^{-1}\)) and upper (UR, ~1365-1610 cm\(^{-1}\)) Reststrahlen bands.\(^1,6\) Further, this strong anisotropy results in a large birefringence, where within the Reststrahlen bands, the
dielectric permittivities along orthogonal crystal axes are not only different, but opposite in sign. Such materials are referred to as hyperbolic.\(^8\) In the case of hBN, the in-plane permittivity is isotropic and is defined with a single value, \(\varepsilon_t\), which is negative (positive) in the UR (LR), while the out-of-plane component \(\varepsilon_z\) is positive (negative). Previous results have shown that the long optic phonon lifetimes enabled quality factors in hBN nanostructures that are well in excess of the best reported values in PP-based systems.\(^1,7\)

The hBN utilized in most of current research has the natural distribution of boron isotopes, which is 19.9 at\% \(^{10}\)B and 80.1 at\% \(^{11}\)B. It was realized early that isotopically substituted molecules may react at different rates, a phenomenon known as the kinetic isotope effect,\(^9,10\) showing that the electronic properties also depend on isotope composition.\(^11\) The \(^{10}\)B and \(^{11}\)B isotopes are strong and weak thermal neutron absorbers, respectively, hence h\(^{10}\)BN has the potential of many applications in nuclear energy industries\(^12\) and cancer treatment by boron neutron capture therapy\(^13\). The room temperature thermal conductivity in hBN is predicted to increase 40\% with isotopically pure materials, as the phonon-isotope scattering in the crystal is much weaker than that in naturally abundant hBN.\(^14\)\(^-\)\(^16\) Recently, isotope engineering has appeared as an important resource for preserving the quantum information, or encoding a qubit on a nuclear spin.\(^17\)\(^-\)\(^19\) Therefore, it is of interest to investigate the novel properties and applications in monoisotopic hBN.

Although monoisotopic hBN single crystals are advantageous in many applications, its synthesis method, to the best of our knowledge, has not been reported. Our group has previously demonstrated the atmospheric growth of large-scale and high-quality hBN single crystals with natural abundance (h\(^{^{\text{Na}}}\)BN) from both Ni-Cr and Fe-Cr solvents using a hot-pressed hBN source\(^20,21\). hBN crystals from both solvents had intense ultraviolet luminescence peaks at 5.77 eV
at room temperature. A narrow Raman peak width of 7.8 cm$^{-1}$ at 1366 cm$^{-1}$, which is among the smallest values reported in the literature, indicates a great crystallographic orientation in the crystals. However, the isotopically pure hBN cannot be synthesized through same method, as the hot-pressed BN source contains boron with the natural isotope distribution. Alternatively, we used monoisotopic boron sources, i.e., $^{10}$B and $^{11}$B powders, as the precursor.

Here, we report on the atmospheric growth of large-scale high-quality monoisotopic hBN single crystals from a Ni-Cr flux, isotopically pure boron, and nitrogen. The crystal sizes, shapes and morphologies were determined by optical microscopy. Raman and X-ray photoelectron spectroscopy (XPS) were performed to evaluate the phonon energy and surface composition of the hBN crystals. Photoluminescence (PL) and X-ray diffraction were used to characterize the bandgap energy and electron density distribution in monoisotopic hBN. The phonon lifetime in monoisotopic hBN was determined using scattering-type scanning near-field optical microscopy (s-SNOM), which was systematically compared to the naturally abundant hBN. Further, infrared (IR) hyperbolic metasurfaces were fabricated using these monoisotopic hBN crystals.

### 5.2 Experimental Methods

The monoisotopic hexagonal boron nitride crystals were grown from high-purity elemental $^{10}$B (99.22 at%) and $^{11}$B (99.41 at%) powders by using the metal flux method. A Ni-Cr-B powder mixture at respective 48wt%, 48 wt%, and 4 wt% was loaded into an alumina crucible and placed in a single-zone furnace. The furnace was evacuated and then filled with N$_2$ and H$_2$ gas to a constant pressure of 850 Torr. During the reaction process, the N$_2$ and H$_2$ gases continuously flowed through the system at rates of 125 sccm and 5 sccm, respectively. All the nitrogen in the hBN crystal originated from the flowing N$_2$ gas. H$_2$ gas was used to minimizes oxygen and carbon
impurities in the h-BN crystal. After a dwell time of 24 hours at 1550 °C, the hBN crystals were precipitated on the metal surface by cooling at a rate of 0.5 °C/h to 1525 °C, and then the system was quickly quenched to room temperature.

Raman spectra were taken at room temperature using a Horiba Labram HR Raman microscope system. Our spectrometer is equipped with an ultralow frequency filter that allows access to the ultralow frequency down to ~5 cm\(^{-1}\). A linearly polarized 532 nm laser light was used and focused to a spot diameter of ~2 μm by a 50× long-working-distance objective lens. Laser power was kept below 0.8 mW to avoid heating the samples. Instrument resolution was ~0.5 cm\(^{-1}\) by using an 1800 groove/mm grating.

XPS Spectra were measured on Kratos Axis Ultra\(^{DLD}\) system at a base pressure of 10\(^{-9}\) Torr, using monochromatic Al K\(α\) line. Survey XPS scans were run at 160 eV pass energy and high-resolution scans at 20 eV pass energy. XPS spectra was calibrated with the C 1s peak from the sample and set to BE = 284.6 eV. All samples were in electronic equilibrium with the spectrometer via a metallic clip on the sample, and characterized at normal take-off angle. XPS peak fits were done with CasaXPS Software 2.2.8 using mixed Gaussian/Lorentzian distributions to minimize chi squared value.

The temperature-dependent PL measurements were performed at temperatures from 10 K to room temperature. We perform two-photon excitation spectroscopy, and the excitation beam is provided by the second harmonic of a Ti:Sa oscillator, tuned at 408 nm in resonance with the sharp peak in the two-photon excitation spectrum. The spot diameter is of the order of 100 μm, with a power of 50 mW. An achromatic optical system couples the emitted signal to our detection system, composed of a f=500 mm Czerny-Turner monochromator, equipped with a 1800 grooves/mm grating blazed at 250 nm, and with a back-illuminated charge-coupled device
(CCD) camera (Andor Newton 920), with a quantum efficiency of 50 % at 210 nm. The integration time is of 15 s. We use a band-pass filter around 200 nm with a low transmission at 400 nm, in front of the spectrometer for complete laser stray light rejection.

XRD were carried out at 125, 175, 225 and 275 K, in general to a resolution of 0.7-0.8 Å, but the data collections at 125K were extended to 0.4 Å resolution. The data quality was better for h\textsuperscript{11}BN than h\textsuperscript{10}BN; visually this was clear from the better Bragg spot sizes for h\textsuperscript{11}BN than for h\textsuperscript{10}BN. During the handling of the crystals h\textsuperscript{11}BN crystals seemed to be mechanically more robust than h\textsuperscript{10}BN crystals. Molybdenum radiation was used (\(=0.71073\) Å) and the scattered intensity was collected using a CCD Sapphire-3 detector (2048x2048 pixels, 16 pixels/mm).

The s-SNOM measurements were performed by focusing the tunable infrared radiation from a Daylight Solutions MirCAT quantum cascade laser system onto the metallized atomic force microscope (AFM) tip of the NeaSpec s-SNOM instrument. Incident light scatters off of the tip, as well as the edge of the hBN flake, providing the necessary change in momentum to\textsuperscript{12,23} launch propagating HPhPs provided the light source is within the Reststrahlen band of the hBN. Due to lack of monochromatic laser sources in the LR, our measurements were limited to the UR. The peak-to-peak distance of the interference fringes observed within the s-SNOM spatial plots is equal to \(\lambda_{HPhP}\) and \(\lambda_{HPhP}/2\) for the edge- and tip-launched modes, respectively. Plotted in Fig. 3a-c are the s-SNOM plots collected at 1510, 1480 and 1480 cm\(^{-1}\) for the \(\sim120\) nm thick \textsuperscript{10}B enriched, naturally abundant, and \textsuperscript{11}B enriched flakes, for which \(Re(\varepsilon) = -6.2, -6.25\) and -6.3, respectively. The strong dispersion in this regime requires that we image at (or close to) identical permittivity values, which due to the spectral shift in the optical phonons with changing isotopic mass occur at different frequencies for each of the different samples studied. Furthermore, since the dispersion
of the HPhP modes of hBN is strongly thickness dependent, the s-SNOM results presented were all collected from 118-120 nm thick flakes on a 280-nm thick SiO$_2$-on-Si substrate.

We fabricated infrared hyperbolic metasurfaces by structuring a grating into the isotopically enriched hBN flakes. To that end, we first performed mechanical exfoliation using blue Nitto tape (Nitto Denko Co., SPV 224P). The flakes attached to the tape were subsequently re-exfoliated onto polydimethylsiloxane stamp and using an optical microscope desired flakes were identified in the stamp. Then they were transferred onto a SiO$_2$/Si substrate (250 nm oxide layer) using the dry transfer technique. For patterning the grating into the flake, we used a high-resolution electron beam lithography system. High density gratings (gap width about 25 nm, with a periodicity of about 100 nm and for areas of approximately 5 μm x 5 μm) were written onto the hBN flakes using a thin PMMA layer (~50 nm). The PMMA resist was developed in MIBK:IPA 1:3 and the uncovered hBN areas were chemically etched in a RIE OXFORD PLASMALAB 80 PLUS reactive ion etcher in a SF$_6$/Ar 1:1 plasma mixture at 20 sccm flow, 100 mTorr pressure and 100 W power for 20s. The PMMA mask was removed by immersing the sample in acetone overnight, rinsing it in IPA and drying it with a N$_2$ gun.

5.3 Results and Discussion

As noted in previous studies of hBN crystal growth,$^{22,23}$ a mixture of nickel and chromium was used as the solvent because of their high solubility for boron and nitrogen, respectively. In pure hot nitrogen, chromium reacts to form Cr$_2$N while nickel remains unreacted. The use of pure boron sources makes this process different from the natural hBN crystal growth using a hot-pressed hBN source. Specifically, as the solvent and sources are heated, boron reacts with the nitrogen to form boron nitride and then dissolves into the solvent.
Figure 5.1. (a) Photographs of monoisotopic hBN, i.e., $h^{10}$BN and $h^{11}$BN, crystals on top of Ni-Cr metal surface. (Inset) The free-standing hBN flakes exfoliated from the metal surfaces. (b) Optical micrographs of free-standing hBN flakes on a glass substrate.

Figure 5.1a illustrates the optical images of monoisotopic hBN, i.e., $h^{10}$BN and $h^{11}$BN, crystals grown onto the Ni-Cr metal surface, showing that the crystals are clear and colorless. To obtain free-standing hBN crystals, we used thermal release tape to adhere and peel the crystals from the metal surface, and then heated the tape at 150°C for 10 seconds to release the adhesive and transfer the crystals onto a substrate. The inset figures show the free-standing hBN flakes,
around 7-mm across, exfoliated from the metal surface. Figure 5.1b shows the zoom-in optical micrographs of those hBN flakes on a glass substrate. The largest single crystal domain size is about 1-mm across. The size of the monoisotopic hBN crystals we synthesized here is comparable with our previously prepared hBN crystals with natural B abundance (h<sup>Na</sup>BN)<sup>20,21</sup>.

5.3.1 Phonon Energy

![Figure 5.2](image)

**Figure 5.2.** Raman spectra of (a) shear mode and (b) intralayer mode from h<sup>10</sup>BN, h<sup>11</sup>BN and h<sup>Na</sup>BN crystals grown with Ni-Cr metal flux.

The frequency of lattice vibrations decreases with the atomic mass; this universal behavior is inherited from the frequency (√<em>k</em>/<em>m</em>) of the harmonic oscillator. Therefore, when varying the isotope, the frequency of phonons varies, which can be reflected by Raman scattering. Figure 5.2 displays the Raman spectra from h<sup>10</sup>BN, h<sup>Na</sup>BN, and h<sup>11</sup>BN crystals in both shear and intralayer modes. The low-frequency spectrum in Figure 5.2a, which is attributed to the rigid shearing oscillation between adjacent layers, shows that the peaks in h<sup>10</sup>BN, h<sup>Na</sup>BN, and h<sup>11</sup>BN are at 53.4
cm\(^{-1}\), 52.5 cm\(^{-1}\), and 52.0 cm\(^{-1}\), respectively. The phonon energy decreases with mass of the boron isotope, which is consistent with our initial prediction. As \(^{\text{Na}}\)B includes 80.1\% of \(^{11}\)B, the \(^{11}\)BN and \(^{\text{Na}}\)BN peaks are close to each other. The full width at half-maximum (FWHM) value for the all three peaks was the same, i.e. 1.3 cm\(^{-1}\).

The high-frequency spectrum in Figure 5.2b, which corresponds to the intralayer E\(_{2g}\) vibrational mode between in-plane boron and nitrogen, also shows an intermediate peak value of 1366.1 cm\(^{-1}\) for \(^{\text{Na}}\)BN, in which the peaks for \(^{10}\)BN and \(^{11}\)BN are positioned at 1393.3 cm\(^{-1}\) and 1357.4 cm\(^{-1}\) respectively. Same as the shear mode, the phonon energy in intralayer mode decreases with mass of the boron isotope. In \(^{10}\)BN and \(^{11}\)BN, the FWHM is respective 3.1 cm\(^{-1}\) and 3.3 cm\(^{-1}\), which is much narrower than that in \(^{\text{Na}}\)BN (7.8 cm\(^{-1}\)). The broadening of the Raman line in \(^{\text{Na}}\)BN originates from static isotopic mass disorder that breaks the translational invariance and induce elastic scattering of phonons.\(^{24}\)

The small values of FWHM in both shear and intralayer modes indicate the monoisotopic hBN crystals grown from Ni-Cr metal flux are high-quality. In addition, an estimate of the E\(_{2g}\) phonon lifetime can be determined from the Raman linewidth. As we discussed above, the E\(_{2g}\) linewidth narrows from 7.8 cm\(^{-1}\) in naturally abundant hBN to 3.1 (or 3.3) cm\(^{-1}\) in isotopically pure hBN, which demonstrate an approximate three-fold increase in phonon lifetime within the monoisotopic samples.
5.3.2 Binding Energy

Figure 5.3. X-ray photoelectron spectroscopy (XPS) spectra of (a) N 1s and B 1s from h\textsuperscript{10}BN, h\textsuperscript{11}BN and h\textsuperscript{Na}BN crystals grown with Ni-Cr metal flux. (b) N 1s and B 1s peak positions versus \textsuperscript{11}B concentration in hBN.
As the mass difference of boron isotopes can have an influence on the electron density distribution\textsuperscript{25} and chemical kinetics,\textsuperscript{26} one could anticipate an isotopic effect on the chemical bonding in hBN. X-ray photoelectron spectroscopy (XPS) was carried out to investigate this effect. Figure 5.3a shows the XPS spectra of respective the N 1s and B 1s peaks from $h^{10}$BN, $h^{11}$BN and $h^{Na}$BN crystals. The binding energies for N 1s and B 1s in $h^{Na}$BN (blue curve) are 398.1 eV and 190.5 eV, respectively, which are in good agreement with previously reported literature values\textsuperscript{27-29}. Note that the peak positions for both the N 1s and B 1s in $h^{11}$BN are slightly higher than that in $h^{10}$BN, and the $h^{Na}$BN peaks are located between them. Plotting the N 1s and B 1s peak positions versus $^{11}$B concentration (Figure 5.3b) shows that both the N 1s and B 1s binding energies linearly increase with the $^{11}$B concentration, which suggests that the B-N bond in $h^{11}$BN is slightly stronger than that in $h^{10}$BN. This trend is similar with a previous study on the carbon doping in MgB$_2$ that showed the $^{11}$B-Mg bond is stronger than the $^{10}$B-Mg bond due to the isotope effect, which leads to the smaller amount of C substituting for $^{11}$B in the lattice.\textsuperscript{30}
5.3.3 Electronic Bandgap

![Normalized PL intensity vs energy](image)

**Figure 5.4.** Photoluminescence (PL) spectrum for $h^{10}$BN, $h^{11}$BN and $h^{Na}$BN crystals at 8 K.

Besides the phonon energy and chemical binding energy, the isotope mass also impacts the electronic properties because of the electron-phonon interaction\(^2\). This phenomenon was investigated by photoluminescence (PL) spectroscopy. As seen in Figure 5.4, the intrinsic optical response lies in the deep ultraviolet around 6 eV (200 nm), displaying the PL spectra in $h^{10}$BN, $h^{11}$BN and $h^{Na}$BN at 8 K. The PL spectrum is globally blue-shifted in $h^{11}$BN compared to $h^{Na}$BN, while it is red-shifted in $h^{10}$BN, which demonstrate that the isotopic substitution changes the
bandgap energy in hBN. Each of the PL spectrum is composed of four main emission peaks, reflecting the various paths for recombination assisted by phonon emission.\textsuperscript{31} The four peaks at around 5.76, 5.79, 5.86 and 5.89 eV correspond to recombination assisted by the emission of different phonons, i.e., LO, TO, LA and TA phonons. As discussed in Chapter 3, the higher the temperature, the fewer the PL peaks in this energy range due to the strong exciton-phonon interaction.

\subsection*{5.3.4 Interlayer Breathing Mode}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.5.png}
\caption{Phonon-assisted broadening \(\Delta\) of the PL spectra in h\textsuperscript{10}BN, h\textsuperscript{11}BN and h\textsuperscript{Na}BN: experimental data (symbols), fits of the thermally induced broadening (solid lines). Error bars indicate the standard deviations of \(\Delta\) for least-squares fitting of the emission spectrum.}
\end{figure}
The phonon with interlayer breathing mode ($B_{1g}$) corresponds to the anti-phase rigid motion of adjacent layers along the c-axis. The $B_{1g}$ interlayer breathing mode is neither Raman nor infrared active by symmetry, so that the direct investigation of this silent mode is impossible by optical spectroscopy. However, this phonon contributes to the thermally assisted broadening of the emission spectrum in hBN, as we demonstrated the exciton-phonon interaction in Chapter 3. At above 60 K, absorption of such phonons is in fact the dominant broadening process so that the study of the temperature-dependent linewidth in PL spectra provides an accurate measurement of the exciton-phonon interaction for this specific type of phonon. Figure 5.5 shows the PL peak linewidth $\Delta$ as a function of temperature for $h^{10}$BN, $h^{11}$BN and $h^{15}$BN. Like the interlayer shear mode and intralayer mode, there is a striking dependence of the thermal broadening on the isotopic composition, with the highest and lowest phonon-assisted broadening for $h^{11}$BN and $h^{10}$BN, respectively.

The solid lines from the experimental data in Figure 5.5 are fits of the thermally induced broadening according to Equation (16):

$$\Delta = \sqrt{\Delta_A^2 + \Delta_O^2}$$  \hspace{1cm} (16)

where $\Delta_A$ and $\Delta_O$ are the broadenings due to the low-energy acoustic phonons and the $B_{1g}$ interlayer breathing mode, respectively. Thus, we infer that isotope engineering in hBN impacts the lattice vibrations controlled by the weak van der Waals coupling between adjacent layers.
5.3.5 Electron Density Distribution

**Figure 5.6.** Electron density distribution in (a–c) h\(^{10}\)BN and (d–f) h\(^{11}\)BN using the maximum entropy method against X-ray data collected at 125 K to 0.4 Å resolution. a, d: 2D contour plots in a plane parallel to the c-axis. b, e: Side view of 3D contour plots with an iso-contour level at 1 eÅ\(^{-3}\). c, f: 2D contour plots in a plane perpendicular to the c-axis. The iso-contour levels range from 1 to 30 eÅ\(^{-3}\) in steps of 0.5 eÅ\(^{-3}\).

The isotope effect on the interlayer electronic distribution was also investigated, which was revealed by x-ray diffraction experiments. Electron density maps were determined using the
maximum energy method (MEM)\textsuperscript{33} against XRD data collected at 125 K to 0.4 Å resolution, as shown in Figure 5.6. The 3D iso-surface and 2D contour plots show that the electron density around N protruding towards B, in accordance with the experimental\textsuperscript{34} and theoretical\textsuperscript{35,36} mapping of electron density in natural hBN. The expanded and gridded maps in Figure 5.7 show that the out-of-plane electron is more spread out (inwards the van der Waals gap) around both nuclei in h\textsuperscript{10}BN than in h\textsuperscript{11}BN. This reveals the isotopic modification of the electronic density in-between layers coupled by the van der Waals interaction.

\textbf{Figure 5.7.} Expanded view of Figure 5.6a and d. The orientation is identical, but the vertical section is between \( z = 0.585 \) and \( 0.915 \) in crystallographic units of the c-lattice parameter (c \( \sim 6.6 \) Å). Squares in the white grids have a unit size of 0.242 Å.
5.3.6 Ultralow-loss Polaritons

**Figure 5.8.** Spatial plots of the scattering-type scanning near-field optical microscope (s-SNOM) measurements collected from ~120 nm thick hBN flakes of (a) $^{10}$B 98.8%, (b) naturally abundant and (c) $^{11}$B 98.7%. The scale bar represents 5 µm. The polaritons were stimulated with a 1510, 1480 and 1480 cm$^{-1}$ incident laser source, respectively, corresponding to Re(e)$\sim$-6.25 for each. (d) Linescans extracted from a-c demonstrate the significantly longer propagation lengths in the enriched in comparison to the naturally abundant flake.

As the optical losses of PhPs are intimately tied to the optical phonon scattering rates, an increase in the phonon lifetime within the enriched samples, as discussed above, should also result in significant increases in the propagation lengths of the hyperbolic phonon polaritons (HPhPs) they support. Such increases can be clearly identified in the spatial plots of the PhP propagation within ~120 nm thick flakes of the highest isotopically enriched hBN with respect to the similar thickness naturally abundant material (Figure 5.8a-c). These spatial plots were acquired using s-
SNOM techniques described in methods and elsewhere.\textsuperscript{6,37,38} HPhP propagation is visualized in these experiments by the interference between the SNOM-tip-launched, hBN-flake-edge-launched and hBN-flake-edge-reflected HPhPs, resulting in the oscillatory patterns seen in the spatial plots. To accommodate for the spectral shifts in the dielectric functions between each of the hBN materials, the s-SNOM plots presented were collected at frequencies where the magnitude of the real part of the permittivity was approximately the same \([Re(\varepsilon) \approx −6.25]\). From the qualitative comparisons provided in the corresponding line-scans (Figure 5.8d) two clear conclusions can be drawn: (1) a striking increase in the propagation lengths is observed in the highly enriched samples and (2) additional higher-frequency oscillations are clearly present in the interference pattern seen in these enriched samples as well.
5.3.7 Infrared Hyperbolic Metasurface

Figure 5.9. (a) Schematic of dipole launching of phonon polaritons on a 20-nm-thick hBN hyperbolic metasurface (ribbon width w=70 nm; gap width g=30 nm). (b) Schematic of the near-field polariton interferometry experiment. (c) Near-field images (amplitude signal s) recorded at four different frequencies. a.u., arbitrary units. (d) s-NSOM amplitude profiles along the solid (vertical) and dashed (horizontal) white lines in (c).
Owing to the layered vdW-crystal structure (resulting in two Restrahlen bands in the mid-infrared spectral range, where in- and out-of-plane permittivities have opposite sign), the h-BN phonon polaritons exhibit an out-of-plane hyperbolic dispersion,\(^1\)\(^-\)\(^3\)\(^,\)\(^6\) while in-plane propagation is isotropic. However, the polariton propagation changes dramatically when we structure the h-BN. Figure 5.9a shows a h-BN grating consisting of individual stripes (width \(w = 70\) nm) separated by small air gaps (width \(g = 30\) nm), yielding the effective in-plane permittivities

\[ \varepsilon_x = \varepsilon_{\text{air}} \varepsilon_{\text{BN}} (w + g) / (\varepsilon_{\text{air}} w + \varepsilon_{\text{BN}} g) \quad \text{and} \quad \varepsilon_y = (\varepsilon_{\text{air}} g + \varepsilon_{\text{BN}} w) / (w + g), \]

where \(\varepsilon_{\text{air}}\) and \(\varepsilon_{\text{BN}}\) are permittivities of air and h-BN, respectively. Their strong anisotropy can yield polaritons with in-plane hyperbolic dispersion (Figure 5.9b), which subsequently propagate with concave wavefronts.

For an experimental demonstration of our proposed hyperbolic metasurface (HMS), we etched a \(5 \mu\text{m} \times 5 \mu\text{m}\) size grating into a 20-nm-thick exfoliated flake of isotopically enriched h-BN (schematics in Figure 5.9c). Figure 5.9c shows the polariton interferometry images of our sample measured at four different frequencies. On both the grating (HMS) and the surrounding (unpatterned) h-BN flake we clearly observe polariton fringes. Importantly, we see fringes only parallel to the horizontal HMS boundary, which could be explained by a close-to-zero reflection at the left and right grating boundaries, or more interestingly, by the absence of polariton propagation in \(x\)-direction (horizontal), the latter being consistent with hyperbolic polariton dispersion. The fringe spacing on the grating, \(d_{\text{MS}}\), is reduced nearly twofold compared to that of the unpatterned flake, \(d_{\text{h-BN}}\) (see line profiles in Figure 5.9d), indicating superior polaritonic field confinement on the grating.
5.4 Conclusions

This study demonstrates that large-scale, high-quality monoisotopic hBN single crystals can be successfully formed from a Ni-Cr metal solvent at atmospheric pressure. The hBN crystals produced this way are clear and colorless, and have a maximum single domain size of around 1-mm, which is comparable to crystals grown with hBN sources with the natural boron abundance. The Raman spectra of both shear mode and intralayer mode demonstrate the high-quality of the crystals. The XPS spectra reveal that the B-N bond in h\textsuperscript{11}BN is stronger than that in h\textsuperscript{10}BN. The PL characterization demonstrates that the isotopic substitution changes the electronic bandgap in hBN. The interlayer breathing mode is highly dependent on the thermal broadening on the isotopic composition. The electron density distribution shows that the electron density around N protrudes towards B in both h\textsuperscript{10}BN and h\textsuperscript{11}BN, and the out-of-plane electron is more spread out around both nuclei in h\textsuperscript{10}BN than in h\textsuperscript{11}BN. Moreover, through the isotopic enrichment of hBN, we have demonstrated that three-fold increases in the phonon lifetimes and phonon-polariton propagation lengths can be achieved over the already low-loss naturally abundant hBN crystals. In addition, the polariton propagation changes dramatically when we fabricate the h-BN to a grating (hyperbolic metasurface), which possesses superior confinement of polaritons.
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Chapter 6 - Graphite Growth from Fe-Cr

6.1 Introduction

The earliest application of graphite as a refractory material can be traced back to the late 19th century. Since then, graphite has been widely used for batteries, electrical conductors, lubricants, compaction additives and steelmaking. These applications usually have low fabrication requirements for graphite’s domain size, crystallographic orientation, and defects. However, over the last decade, graphene, which is an individual layer of graphite, has gained huge attention due to its unique properties. A variety of applications have been exploited for graphene, such as electronics, optoelectronics, photonics, catalyst supports and energy storage. For these applications, control of the thickness, domain size and defects is essential.

Several graphene preparation methods have been developed since it was successfully exfoliated from graphite in 2004. Among them, chemical vapor deposition (CVD) using catalytic metal substrates produces large-area films but only in limited quantities. Instead, the requirement of large amounts of graphene can be prepared by physical and chemical exfoliation of bulk graphite. Moreover, compared to exfoliated graphene, graphene prepared by the CVD method generally has lower electron mobility, higher impurity concentrations, and higher asymmetry between electron and hole conduction. Thus, the preparation of high-quality graphite bulk crystal in crucial.

The most common crystal growth technique for single crystal graphite is the metal flux method, in which Fe or Ni has been widely used as a flux. However, the crystal size are generally less than 100 μm. Our group has previously demonstrated that the addition of Cr into Ni or Fe metal flux could significantly improve the size and quality of hexagonal boron nitride (hBN)
As graphite has a similar structure with hBN, we tested whether an Fe-Cr alloy flux can also improve the graphite crystal size and quality.

In this study, the process of producing graphite crystals from a Fe-Cr flux was developed. The crystal sizes, shapes and morphologies were determined by optical microscopy. Then the Raman and X-ray diffraction spectra were taken to assess the quality of the graphite crystals. After that, X-ray photoelectron spectroscopy was utilized to evaluate the chemical bonding in the crystals. Lastly, the topography of the crystal surface and the layer thickness was investigated by atomic force microscopy.

6.2 Experimental Methods

Graphite crystals were synthesized by precipitation from a Fe-Cr solution in a high temperature, single-zone tube furnace. A mixture of 48 wt% Fe, 48 wt% Cr and 4 wt% graphite powders was loaded into an alumina crucible. The crucible with the source materials was then transferred into the furnace. The reaction tube was evacuated, and then filled with N₂ and CO gas to a constant pressure of 850 Torr. In this experiment, the CO gas was used to minimize oxygen impurity that are recognized as the main contaminants in graphite crystals. During the reaction, the N₂ and CO gases continuously flowed through the system at rates of 125 sccm and 25 sccm, respectively. The liquid solution was formed by heating the furnace up to 1550 °C and holding for a dwell period of 24 hours. The graphite crystals were then precipitated by cooling at a rate of 4 °C /h to 1400 °C. Then, the system was quickly quenched to room temperature.

Raman spectra were taken at room temperature using a Renishaw inVoa Raman microscope system. A linearly polarized 532 nm laser light was used. It was focused to a spot
diameter of ~2 μm by a 50× long-working-distance objective lens. Laser power was kept below 0.8 mW. Instrument resolution was ~0.5 cm⁻¹ by using the 1800 groove/mm grating.

X-ray photoelectron spectroscopy (XPS) Spectra were measured on Phi VersaProbe II system at a base pressure of 10⁻⁹ Torr, using monochromatic Al Kα line. Survey XPS scans were run at 160 eV pass energy and high-resolution scans at 20 eV pass energy. All samples were in electronic equilibrium with the spectrometer via a metallic clip on the sample, and characterized at normal take-off angle. XPS peak fits were done with CasaXPS Software 2.2.8 using mixed Gaussian/Lorentzian distributions to minimize chi squared value.

X-ray powder diffraction (XRD) was carried out using a Rigaku Miniflex II desktop X-ray diffractometer with monochromatic Cu Kα radiation (λ = 0.154 nm) with a step size of 0.1° and a scan speed of 2.0° per minute. Values of 2θ were in the range 20–90°. Phases were identified by comparing patterns obtained with a JCPDS database.

The surface topography of the samples was investigated by a Bruker Innova atomic force microscopy (AFM) system. This instrument includes stacked piezo XY and Z scanners with resolution as high as < 0.02 nm and < 0.01 nm, respectively. The 3 primary AFM modes are included in this system, i.e., Contact Mode, Tapping Mode and Non-Contact Mode. A sample size up to 45 mm*45 mm*18 mm can be measurement by this instrument.
6.3 Results and Discussion

![Figure 6.1](image)

**Figure 6.1.** (a) Photograph of precipitated graphite crystals on top of Fe-Cr metal surface. The insert figure highlights a graphite domain on the metal surface. (b)-(c) Optical micrographs of free-standing graphite flakes transferred from metal surface and single layer graphene exfoliated on silicon.

Figure 6.1a illustrates the optical image of graphite crystals grown onto the Fe-Cr metal surface, showing that the grown crystals are black and glossy. The insert figure highlights a graphite domain which is on the order of 5-mm across. To obtain free-standing graphite crystals, we used thermal release tape to adhere and peel the crystals from the metal surface. Then we heated
the tape at 150°C for 10 seconds to release the adhesive and transfer the crystals onto a glass substrate (Figure 6.1b). The largest single crystal domain size is about 1-mm across. We also performed mechanical exfoliation of our graphite crystals using Nitto tape to obtain layers of graphite, which were subsequently re-exfoliated until monolayers obtained. Figure 6.1c shows the exfoliated single layer graphene with a size around 20 μm cross.

![Raman spectra](image)

**Figure 6.2.** Raman spectra of graphite source powder and synthesized graphite crystals from Fe-Cr metal flux.

The most intense features in Raman spectra of graphite are the G peak at ~1580 cm\(^{-1}\), the D peak at ~1350 cm\(^{-1}\), and 2D peak at ~2700 cm\(^{-1}\). The G peak is a doubly degenerate phonon
mode ($E_{2g}$) at the Brillouin zone center that is Raman active for $sp^2$ carbon networks.\textsuperscript{25} The D peak is due to the breathing modes of rings and requires a defect for its activation.\textsuperscript{26} Thus this band cannot be seen in a highly crystalline graphite.\textsuperscript{27} The 2D peak is the second order of zone-boundary phonons.\textsuperscript{28} Figure 6.2 displays the Raman spectra of graphite source powder and synthesized graphite crystals. The D-peak, which shows an intense peak at 1349 cm$^{-1}$ in the raw graphite source, is not seen in the synthesized graphite crystal, which indicates the absence of defects in our synthesized graphite crystals. The G peak (at 1580 cm$^{-1}$) of the synthesized crystal has a FWHM of 13.8 cm$^{-1}$, which is among the smallest values reported by previous literatures,\textsuperscript{29-31} and only half of the width of the G peak in the raw graphite powder. This demonstrates the high quality of the graphite crystals. The 2D peak at 2719 cm$^{-1}$ also shows a good agreement with literature values.\textsuperscript{26,28} The asymmetry of this peak results from the band splitting into two components, i.e., 2D$_1$ and 2D$_2$, in bulk graphite.\textsuperscript{28}
Figure 6.3. X-ray Diffraction (XRD) spectra from the graphite source powder and graphite crystals grown with the Fe-Cr metal flux.

The raw graphite powder and synthesized graphite crystals from Fe-Cr metal flux were characterized by x-ray diffraction (XRD), scanning from 10° and 100.0°, as shown in Figure 6.3. The (002) and (004) peaks, which are the most intense features in the XRD pattern of graphite, were observed at 26.52° and 54.62°. The estimated interlayer distance according to Bragg’s law is
0.33 nm, in agreement with the literature values.\textsuperscript{32,33} The synthesized graphite crystals were significantly more ordered than their source material, indicated by the narrowing of the (002) peak from 0.68° for the raw graphite powder to 0.12° for the graphite crystal. In addition, the (100), (101), (110) and (112) peaks seen in the source powder were absent in the crystal, confirming that it had a single crystal orientation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{X-ray photoelectron spectroscopy (XPS) spectra of (a) C 1s from graphite crystals, and (b) graphite crystals.}
\end{figure}

X-ray photoelectron spectroscopy (XPS) was applied to characterize the elemental stoichiometry of the synthesized graphite crystals. As shown in Figure 6.4a, the binding energy of C 1s was at 284.8 eV, which indicates hexagonal phase consisting of C-C (sp\textsuperscript{2}) bonds exists in our graphite crystals.\textsuperscript{34} The additional oxygen peak showing in Figure 6.4b could result from the exposure of the sample to air in between the synthesis and XPS measurement. The appearance of small Si 2s and 2p peaks could be attributed to the underlying substrate.
Figure 6.5. (a) Atomic Force Microscopy (AFM) spectrum and (b) associated step profile of the graphite crystal surface.

To structurally characterize the sample, atomic force microscopy (AFM) measurements were performed. As shown in Figure 6.5, the graphite crystal surface was smooth and uniform, and without any obvious defects. The step height (Figure 6.5b) for profile 1 marked in Figure 6.5a is 0.4 nm.

6.4 Conclusions

This study demonstrates that large-scale, high-quality graphite single crystals can be successfully formed from Fe-Cr metal solvent at atmospheric pressure. The graphite crystals produced this way are black and glossy, and have a maximum domain size of around 5-mm. The Raman and XRD spectra demonstrate the high-quality of the synthesized crystals. The XPS
spectrum indicates the hexagonal phase consisting of C-C (sp²) bonds exists in our graphite crystals. AFM image shows that the graphite crystal surface is smooth, uniform, and defect-free.
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Chapter 7 - Atomistic Insights of hBN Thin Film Growth

Chapter 7 is reproduced in part with permission from:

7.1 Introduction

Chemical vapor deposition (CVD) is one of the most commonly employed method to grow thin films of 2-D materials, including hBN, on transition metal surfaces, such as Ni, Cu, Pd, and Pt. However, hBN obtained from CVD often contains high-density grain boundaries and other defects that degrade its properties and limit its applications. Fundamentally, a detailed mechanistic understanding of the crystal growth facilitated by substrate surface in a CVD environment is critical to improve the synthesis technique for high quality hBN materials. There are still unresolved issues regarding hBN single crystal growth on transition metal substrates: how the termination and shape of hBN islands are governed by the chemical environment; how the defect structures are induced during growth; and how the hBN nucleation and growth are influenced by the crystal facets and electronic character of the substrate.

It is one of the intents of this thesis to develop theoretical modeling methods and tools, centered on density functional theory (DFT), to investigate and understand the growth mechanism of hBN. The initial effort focuses on hBN thin film growth on crystalline metal substrate. Nickel, a common substrate metal, has been chosen as a model.

Computationally, DFT calculations have matured into a powerful tool to accurately
characterize the atomic structures and chemical bonding in relation to hBN synthesis. For instance, Grad et al.\textsuperscript{14} and Díaz et al.\textsuperscript{15} used periodic DFT modeling to examine hBN monolayer adsorption on different transition metal substrates. For instance, on Ni(111), the nitrogen species in hBN show preference on the Ni top sites, while B prefers either the fcc or the hcp sites. DFT calculations have also been employed to identify the favorable edge termination and the shape of hBN islands.\textsuperscript{16} Furthermore, the decomposition chemistry of hBN precursors (\textit{e.g.}, BH\textsubscript{2}, NH\textsubscript{2}) and the relationship with the compositions of substrates (\textit{e.g.}, Ni, Ni-Cu alloy) have been modeled.\textsuperscript{1} Most recently, using first-principles-based analysis, Zhang et al.\textsuperscript{17} explored the shapes of hBN islands at varying boron chemical potentials on Cu(111) and Ni(111) with detailed growth kinetics of hBN edge structures.

However, the computational cost inherent to the quantum mechanical approach often limits the modeling of materials synthesis on a system scale, and thus rendering explicit DFT calculations inefficient or even unfeasible for understanding the dynamic evolution leading to hBN lattice formation. Hence, it is highly desirable to develop the capability to extend the modeling power of quantum mechanics and to ultimately address the key outstanding issues outlined previously. Reactive molecular dynamics (rMD) simulation, based on classical formulations for chemical bond formation, is an appealing alternative since it can provide dynamic perspectives of crystal growth by simulating large molecular systems at much lower computational costs compared to quantum mechanical calculations. With the combination of periodic DFT calculations and rMD simulations, the efforts to develop a self-consistent modeling utility is presented and demonstrated.

A ReaxFF reactive force field\textsuperscript{18} will be developed and adopted for the Ni/B/N system to investigate the growth mechanism of atomically thin hBN on crystalline Ni substrates in this thesis. First, elementary events involved in the hBN growth, such as atomic B and N adsorptions,
diffusions, and B-N bond formation producing $B_xN_y$ ($x, y = 1-2$) were studied in the periodic DFT setting. The governing reaction energetics and kinetics were obtained on Ni(111) and Ni(211), to account for the chemistries taking place on both terraces and step-edges of the substrates. Parameterization of the ReaxFF for the B–Ni and N–Ni atomic pairs was then carried out. With the simulated hBN growth from elemental B and N deposited onto a single crystal Ni substrate model, the rMD simulation trajectories were then analyzed to derive the elementary growth mechanism at the atomistic level. Finally, key findings obtained from the rMD simulations were validated by additional DFT calculations.

7.2 Computation Methods and Simulation Details

7.2.1 Density Functional Theory (DFT) Calculations

All periodic DFT calculations were performed with spin polarization using the Vienna Ab initio Simulation Package (VASP) program.\textsuperscript{19} The pseudopotentials for B, N, and Ni elements were generated from the projector augmented wave (PAW)\textsuperscript{20} method with the plane-wave basis set energy cutoff to 400 eV. The generalized gradient approximation (GGA) Perdew–Burke–Ernzerhof (PBE)\textsuperscript{21} functional was employed to account for the electron exchange-correlation potential. The Brillouin zone integrations were carried out using a $4 \times 4 \times 1$ Monkhorst-Pack mesh.\textsuperscript{22} A Methfessel-Paxton smearing\textsuperscript{23} of 0.2 eV was used, with the total energies then extrapolated to 0 K. The geometry optimization stops when all the forces on the system become smaller than 0.02 eV/Å. The bulk Ni lattice constant and magnetic moment from the bulk optimization are 3.52 Å, and 0.62 $\mu_B$/Ni atom, respectively, in good agreement with experimental values of 3.52 Å and 0.61 $\mu_B$.\textsuperscript{24}
The Ni surface was modeled by considering the close-packed terrace sites and the stepped sites, where the single crystal Ni(111) and Ni(211) facets were used. The Ni(111) and Ni(211) surfaces were represented by a 4-layer \( p(3 \times 3) \) unit cell and a 12-layer Ni(211) slab with \( p(1 \times 3) \) unit cell respectively, for periodic DFT calculations. For respective (111) and (211) slabs, the bottom two layers and the bottom six layers were fixed at their optimized bulk lattice values. A 30 Å thick vacuum space was used for both unit cells to avoid interference between periodic images along the perpendicular direction to the surface. The climbing-image Nudged Elastic Band (CI-NEB)\(^{25}\) and the Dimer\(^{26}\) calculations were performed in order to identify the minimum energy pathways (MEPs) and the transition state (TS) structures of the elementary nucleation and growth steps. Each transition state was confirmed by the vibrational frequency analysis with a single imaginary frequency.

### 7.2.2 Reactive Molecular Dynamics (MD) Simulations

The rMD simulations of hBN growth on Ni surface were performed with LAMMPS.\(^{27}\) A rectangular shaped nickel slab with the close-packed (111) facet was used to represent the Ni substrate, where elemental B and N were deposited initially for hBN nucleation and growth. The Ni slab consists of 5 atomic layers with lateral dimensions of 12 × 12 Ni atoms for a total of 720 Ni atoms. Periodic boundary conditions were imposed on all dimensions. The bottom (5th) layer was fixed so that the Ni atoms remained in their bulk lattice structures during the simulation to represent the interior bulk region, while the top 4 layers were relaxed along the vertical direction to represent the surface and sublayer regions. There is a vacuum of 90 Å above and below the slab.
In the current simulation procedure, an equal number of B and N atoms (200 each), based on the stoichiometric ratio of hBN, were sequentially introduced in pairs from the gas phase with random x, y coordinates above the Ni surface at an interval of 0.25 ps. To minimize premature B–N bond formation, the distance between the initial B and N sources is set to be at least 1.90 Å, which is much larger than the typical BN bond length of 1.44 Å. All the B and N were deposited only on the relaxed side of the slab with controlled initial momenta. The simulations were run at different temperatures, i.e., 900 K, 1100 K, 1300 K and 1500 K, controlled by the Nose Hoover thermostat. Each MD simulation was run for at least 6 ns using a time step of 0.25 fs. The equation of motion was numerically solved using the velocity Verlet integration scheme.

7.3 Results and Discussion

7.3.1 Adsorptions of Building Block Species for hBN Formation on Ni

The adsorptions of elemental B and N occur upon the release from the decomposition of B and N-containing precursors (e.g., diborane and ammonia), and thus can be considered as the first step toward hBN lattice formation. In this section, the adsorption geometries and energetics of atomic B and N, and representative hBN building block units were considered using periodic DFT calculations.

The nickel substrates were modeled using the close-packed and stepped (111) and (211) facets respectively to approximate the respective flat terrace and step substrate surfaces. The optimized structures of adsorbed B<sub>x</sub>N<sub>y</sub> species (x = 0 - 2; y = 0 - 2) on their preferred sites on Ni(111) and Ni(211) are illustrated in Figure 7.1(a) and 1(b), respectively. The binding energies (BEs) were calculated according to Equation (17):
\[ BE = E_{B_xN_y^*} - E_{NI} - E_{B_xN_y} \]  

(17)

where \( E_{B_xN_y^*} \), \( E_{NI} \), and \( E_{B_xN_y} \) are the total energies of the adsorbed \( B_xN_y^* \) species, clean Ni surface, and the total energy of corresponding \( B_xN_y \) species in gas phase, respectively. These calculations, corresponding to each preferred adsorption site, are summarized in Table 7.1.

**Table 7.1.** DFT calculated binding energies of \( B_xN_y \) species (x = 0, 1, 2; y = 0, 1, 2) adsorption on Ni (111), Ni (211) surfaces and Ni sublayer.

<table>
<thead>
<tr>
<th>Species</th>
<th>Ni(111)</th>
<th>Ni(211)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Site</td>
<td>( E_{\text{ads}} )/eV</td>
</tr>
<tr>
<td>N</td>
<td>fcc</td>
<td>-5.29</td>
</tr>
<tr>
<td>B</td>
<td>hcp</td>
<td>-5.84</td>
</tr>
<tr>
<td>N (sublayer)</td>
<td>octahedral</td>
<td>-4.65</td>
</tr>
<tr>
<td>B (sublayer)</td>
<td>octahedral</td>
<td>-6.47</td>
</tr>
<tr>
<td>BN</td>
<td>hcp(B)-fcc(N)</td>
<td>-6.51</td>
</tr>
<tr>
<td>B(_2)N</td>
<td>hcp(B)-hcp(B)</td>
<td>-6.11</td>
</tr>
<tr>
<td>BN(_2)</td>
<td>fcc(N)-fcc(N)</td>
<td>-7.10</td>
</tr>
<tr>
<td>B(_2)N(_2)</td>
<td>hcp(B)-fcc(N)</td>
<td>-7.25</td>
</tr>
</tbody>
</table>
**Figure 7.1.** Top and side views of optimized B, N, BN, BNB, NBN, B$_2$N$_2$ adsorptions on (a) Ni(111); and (b) Ni(211). Adsorption sites are indicated on the respective clean (111) and (211) surface. The N, B, Ni, and edge Ni atoms are represented by the blue, pink, grey, and green spheres, respectively.
On Ni(111), B atoms prefer to bind at the 3-fold hcp site, while N atoms prefer the 3-fold fcc site. In the Ni sublayer, atomic B and N both prefer the octahedral site. However, the sublayer B atom is even more energetically stable, by 0.63 eV, compared to its surface adsorption. On the other hand, the sublayer N is less energetically favorable by 0.64 eV. The predicted atomic adsorption preference is in good agreement with a previous study by Zhang et al.\textsuperscript{17} The DFT calculated energetics suggest that, thermodynamically, elemental B would prefer the octahedral lattice spacing in the sublayer region.

Among other building block species, the BN dimer prefers to bind on adjacent hcp(B)-fcc(N) dual sites on Ni(111). BNB, NBN and B\textsubscript{2}N\textsubscript{2} all bind with the terminal B and/or N species, at their respective preferred 3-fold hcp/fcc sites (Table 7.1). Hence, as the molecular length of B\textsubscript{x}N\textsubscript{y} grows, the binding sites are separated further apart. As shown in Figure 7.1(a), B\textsubscript{2}N and BN\textsubscript{2} bind on the two next nearest 3-fold sites, while B\textsubscript{2}N\textsubscript{2} binds on the sites separated by two 3-fold sites. The middle sections of BNB, NBN, B\textsubscript{2}N\textsubscript{2} are not in direct contact with the surface, and buckled as illustrates in the Figure 7.1(a) site views.

On Ni(211), the B\textsubscript{x}N\textsubscript{y} species are generally more strongly bound than on the Ni(111) surface, as shown in Table 7.1, due to the low-coordinated Ni on the Ni(211) step edge. The B and N atoms prefer the 4-fold site near the edge, as shown in Figure 7.1(b). The BN dimer binds on Ni(211) with its N- and B-ends on the bridge sites of the edge and the lower terrace, respectively. The binding energy of BN is 1 eV stronger than that on the terrace. The linear BNB, NBN, and B\textsubscript{2}N\textsubscript{2} molecules all prefer to bind parallel to the edge to maximize the interactions with the low-coordinated edge atoms. The terminal B and N atoms bind at the 4-fold sites for B\textsubscript{2}N and BN\textsubscript{2}, as shown in Figure 7.1(b), respectively. For B\textsubscript{2}N\textsubscript{2}, the B-end binds at the 4-fold site, while its N-end binds at the 3-fold site of the lower terrace. The binding energies of sublayer B and N species are
comparable to those in the (111) sublayer, showing less influence from the low-coordination sites on the surface.

### 7.3.2 Surface Diffusions of B and N on Ni

The diffusions of hBN constituent B and N species are also critical to crystal nucleation and growth. Therefore, DFT calculations were performed to investigate different elemental B and N diffusion pathways to reveal their behaviors on surface, in the sublayer, and in the bulk region of Ni substrate. The proposed overall B and N diffusion schemes in this study are presented in Figure 7.2, where the B/N atom is moved as a probe from one 4-fold step edge site (labeled as A) to another 4-fold step edge site (labeled as B) on a model surface terminated with both terrace and step sites. The (211) step edge site was used as the starting and ending points because it is the most stable binding site for both B and N atoms (Table 7.1).

As illustrated in Figure 7.2, the solid yellow path represents the diffusion pathway on the surface, which consists of four elementary diffusion steps: (1) from one 4-fold site to the neighboring 4-fold site, (2) from the 4-fold site to the 3-fold hcp/fcc on the terrace, (3) from the 3-fold site to the neighboring 3-fold fcc/hcp site on the terrace, and (4) from the fcc/hcp site to the step 4-fold site. With a similar notation, the green dashed path represents B/N diffusion into the substrate sublayer. It consists of three steps: (5) from the 3-fold site to the octahedral site in the sublayer, (6) from one octahedral site to the next octahedral site in the sublayer, and (7) from the octahedral site in the sublayer emerging to the 4-fold step edge site. The bulk diffusion pathway is represented by red dashed path, consisting of two steps: (8) from the octahedral site in the sublayer to the octahedral site in the bulk, and (9) from one bulk octahedral site to the next octahedral site in the bulk.
Figure 7.2. A schematic illustration of atomic B and N diffusion pathways on surface, in the sublayer, and in the bulk region of a model Ni surface consisting of terrace and step sites. The solid yellow path, steps (1) – (4), represents for surface diffusions. The dashed green path, steps (5) – (7), represents the sublayer diffusion. The dashed red path, steps (8) – (9), represents the bulk diffusion. The grey spheres represent the Ni atoms. The orange sphere represents the diffusing atom.

The potential energy surfaces (PES) describing the atomic B and N diffusion energetics and kinetics are established in Figure 7.3(a) and (b), respectively, using the DFT-calculated energy barriers of the elementary steps (1-9) listed in Table 7.2. The overall energy barrier for B surface diffusion, referenced to the state at location A, occurring at step (4), is 1.99 eV. In comparison, the overall energy barrier of sublayer diffusion is 2.18 eV, occurring at the diffusion into sublayer,
i.e., step (5), is only 0.19 eV higher than the surface diffusion pathway and exergonic. Therefore, the sublayer diffusion pathway should be competitive to atomic B surface diffusion, and may be able to assist B migration. B diffusion in the bulk has the highest overall energy barrier of 2.42 eV (step (9)), and is the least competitive diffusion pathway.

The overall energy barrier for N diffusion on the surface is 1.38 eV, occurring at step (1), while the energy barriers for subsequent steps are rather modest. However, the overall barriers for sublayer and bulk diffusion pathways are 2.20 eV and 3.33 eV, corresponding to steps (5) and (9), respectively. Therefore, unlike B diffusion, the surface diffusion pathway is clearly much more competitive.
Table 7.2. DFT calculated energy barriers of atomic B and N diffusion corresponding to the elementary steps labeled in Figure 7.2.

<table>
<thead>
<tr>
<th>Diffusion Step</th>
<th>N</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 (step edge → step edge)</td>
<td>1.38</td>
<td>1.03</td>
</tr>
<tr>
<td>Step 2 (step edge → terrace)</td>
<td>0.56</td>
<td>1.05</td>
</tr>
<tr>
<td>Step 3 (terrace → terrace)</td>
<td>0.56</td>
<td>0.22</td>
</tr>
<tr>
<td>Step 4 (terrace edge → step edge)</td>
<td>0.44</td>
<td>0.94</td>
</tr>
<tr>
<td>Step 5 (terrace → subsurface)</td>
<td>1.42</td>
<td>1.13</td>
</tr>
<tr>
<td>Step 6 (subsurface → subsurface)</td>
<td>1.00</td>
<td>0.34</td>
</tr>
<tr>
<td>Step 7 (subsurface → step edge)</td>
<td>0.18</td>
<td>0.36</td>
</tr>
<tr>
<td>Step 8 (subsurface → bulk)</td>
<td>1.76</td>
<td>1.74</td>
</tr>
<tr>
<td>Step 9 (bulk → bulk)</td>
<td>1.76</td>
<td>1.74</td>
</tr>
</tbody>
</table>

Energy barriers ($E_a$) were calculated according to $E_a = E_{TS} - E_{IS}$, where the $E_{TS}$ and $E_{IS}$ represent the total energies of the transition state and the initial state, respectively.
Figure 7.3. PES depicting the (a) B diffusion, and (b) N diffusion pathways illustrated in Figure 7.2. The overall diffusion energy barrier, relative to the zero potential energy reference, for each path is labeled numerically.
7.3.3 Force Field Development

ReaxFF for B–N pair interactions have been developed and applied to modeling BH$_3$-NH$_3$ decomposition, and single-walled BN nanotubes formation by Han, Weismiller, van Duin, and coworkers.\(^{33-35}\) Furthermore, the ReaxFF force field for single crystal phase nickel also exists.\(^{36-38}\) This work focuses on the establishment of the N–Ni, B–Ni pair potentials that will extend the capability of simulating the elementary chemical events in relation to the hBN growth process on a Ni substrate.

Periodic DFT calculations, based on Ni(111) surface, were converted into a ReaxFF training set, consisting of the adsorption structures of the B$_x$N$_y$ building block species, binding energies, reaction energies of the above basic building block formations, atomic B/N diffusion barriers, and B–N bond formation energy barriers. The force field parameters were then optimized to reproduce the DFT data. The full ReaxFF training set and force field parameters are provided in Appendix A.
Figure 7.4. Comparisons between DFT (blue) and ReaxFF (red) for: (a) binding energies of atomic B and N adsorptions; (b) energy barriers of B/N diffusions and B–N bond formations; and (c) reaction energies.
In Figure 7.4(a), the binding energies of B_xN_y (x, y = 0, 1, 2, 3) on Ni(111), in the sublayer and bulk obtained from DFT calculations and ReaxFF predictions are shown. The training puts particular emphasis on the data located at the global energy minima, such as B at the sublayer octahedral site (B_sub), and N at the fcc site (N_fcc) on Ni(111). In Figure 7.4(b), the DFT-calculated elementary step energy barriers, describing diffusion and bond formation on Ni(111) surface and in Ni bulk for building block species are considered. The reaction energies correspond to the formation of building block species (ΔE_{B_xN_y}), are computed using Equation (18),

\[
\Delta E_{B_xN_y} = E_{B_xN_y}^* + E_A - E_B
\]  

(18)

where \(E_A\) and \(E_B\) refer to the total energies of reactants A and B at their most stable configurations on Ni(111), respectively. In this training, the reaction energetics of the hBN growth elementary steps was considered as well, as shown in Figure 7.4(c).

7.3.4 hBN Nucleation and Growth on Ni(111) Surface.

Figure 7.5 shows the evolution of the hBN growth process on a Ni(111) surface from the ReaxFF based rMD simulation performed at 1300 K, which is comparable to experimental CVD conditions, under which high quality hBN crystal formation has been reported.\textsuperscript{39-41}
Figure 7.5. Snapshot images (both top and side views) taken from the trajectories of rMD simulations at 1300 K at various timeframes: (a) t=25.0 ps, (b) 47.5 ps, (c) 64.25 ps, (d) 434.0 ps, (e) 1.793 ns, and (f) 6.25 ns. The blue and pink spheres represent N, B atoms, respectively. The atoms in the Ni substrate are represented in grey for clarity. The yellow spheres in (c) illustrate the first hexagonal ring formed in this particular MD run. Both the top and side views are shown, and the B and N atoms in the interior of the Ni substrate can also be seen. The inset figures (I - VI) highlight the process of the first hexagon formation and subsequent hBN nucleation.
Initially, the randomly deposited B and N atoms on the nickel substrate started to form BN dimers, trimers (e.g., BNB, NBN), and short chains (e.g., BNBN), which are illustrated in Figure 7.5(a), at the timeframe of 25 ps. With the increase of the deposited B and N atoms, long linear and branched BN chains up to 10 atoms (highlighted in the red dash circle in Figure 7.5(b)) have formed, and the central atoms (B or N) of each ‘Y’-shaped junction resemble an sp$^2$-type hybridization. In this simulation, the first hexagon ring appears at 64.25 ps (highlighted in yellow in the red dashed circle in Figure 7.5(c)), which serves as the initial nucleus, and then grows into a larger hBN island consisting of four connecting hexagons at 434.1 ps (highlighted in red dashed circle in Figure 7.5(d)).

A closer examination of the structural evolution in relation to initial hBN nucleation is shown by the isolated structures I – VI in the Figure 7.5 inset: a ramose ‘X-type’ BN species in II is first formed through the coalescence of two linear BN chains formed and illustrated in I. Following structure II, a hexagon is formed (III), as a result of the folding of the two branches. This hBN hexagon, with alternating B and N atoms, has multiple dangling branches, which indeed facilitate the formation of the next hexagon by simply bending the longer branch. Subsequently, the third and fourth hexagons coalesce through a similar process, i.e. folding of two branches, as illustrated in IV and V. Hence, multiple fused hexagons clusters, consisting of 2-4 rings, are formed and observed in Figure 7.5(d).

Simulations performed up to 1.793 ns, as depicted in Figure 7.5(e), showed that a continuous, atomically thin hBN network is established on the Ni surface. At 6.25 ns, the surface is covered by a continuous hBN sheet, dominated with BN hexagons (see Figure 7.5(f)).
Figure 7.6. The transformation of pentagon-heptagon (5|7) dislocation structure into joint hexagons at the respective 5.38 ns and the 5.382 ns timeframes during the rMD simulation at 1300 K. The local atoms involved are further highlighted with dashed circles, and the participating atoms in the rearrangements of the structures are labeled in the inset dashed box in the middle, where the B–B, and the N–N bond (in the 1-2 and 3-4 atom pairs) that are broken are marked with red crosses, and the B–N bonds (between the 1-3, and 2-4 atom pairs) formed are indicated with dashed double-headed arrows. The B and N atoms are represented by pink and blue spheres, while atoms in the Ni substrates are in grey.

The pentagon-heptagon (5|7) dislocation structure, consisting of adjacent 5-membered and 7-memebered rings, as shown in Figure 7.6, have also been noticed in the simulation, in this case at 5.38 ns at 1300K. This (5|7) dislocation, containing homoelemental B–B or N-N bonds, has been predicated theoretically as a main type of grain boundary in hBN crystals, and also experimentally observed by Gibb et. al., and Wang et. al. As displayed in the dashed box with the participating atoms numerically labeled, this (5|7) structure, consisting of a homoelemental B-
B bond (between the 1-2 atom pair) and an N-N bond (between the 3-4 atom pair), is located at the edge of a larger hBN fragment, highlighted by the dashed circles in Figure 7.6. It is possible that this (5|7) dislocation occurs at the hBN growth frontier. The analysis of the rMD trajectory revealed that the (5|7) dislocation structure is able to evolve into two joint hexagons after 2 ps. In the illustrated snapshot, a close examination of the transformation showed that the B–B bond distance is 2.208 Å, elongated from the typical B–B bond length of 1.924 Å. At 5.382 ns, atom 3 moves closer to atom 1 forming the energetically more favorable heteroelemental B–N bond, while also breaking the N-N bond (3-4 atom pair and 1-2 atom pair). At this time, another B–N bond is formed between atoms 2 and 4, resulting in two adjacent hexagonal geometries with alternating B-N bonds.
7.3.5 Diffusion and Distribution of Sublayer B and N Atoms

Figure 7.7. The distributions of (a) N and (b) B atoms in Ni sublayers as the function of the simulation time (in ns) at 1300K. The blue, orange, grey, and yellow colors represent the 2\textsuperscript{nd}, 3\textsuperscript{rd}, 4\textsuperscript{th}, and 5\textsuperscript{th} substrate layer, respectively.

The analyses of the atomic B and N distributions in the sublayers (2\textsuperscript{nd} – 5\textsuperscript{th} layers) of the Ni substrate have been performed and the elemental distributions, as a function of simulation time (in ns), are shown in Figure 7.7(a-b), respectively. At the beginning of the simulation (\textit{i.e.}, within the first 50 ps), equal numbers of B and N atoms are deposited, and the second layer B and N atoms experience a sharp increase (shown in blue in Figure 7.7(a-b)), as a result of the momenta of impinging atoms. After the deposition, the second layer N atoms quickly diffuse onto the surface. The number of second layer N fluctuates around one in the entire sub-surface after 1 ns, and remains so for the rest the simulation (Figure 7.7(a)). This is supported by our DFT calculations that show atomic N at the sublayer octahedral site is metastable by 0.64 eV, and would rather the 3-fold fcc site on the Ni(111) surface. In contrast, the total number of B atoms in the second layer continues to rise even after the deposition until 0.5 ns (Figure 7.7(b)), further
contributed by B diffusion from surface to the sublayer. Then, the number of B atoms fluctuates and stabilizes at around 8 for the rest of the simulation. The behavior of sublayer B species can also be explained by the DFT calculations, where the B atom prefers the sublayer octahedral site, and is 0.63 eV more stable than the surface hcp site. The B and N atoms in the third-to-fifth layers are much more scarce, reflecting less penetration during the deposition and also the much higher energy barriers of bulk diffusion. The number of N atoms in these sublayers remains almost unchanged, while the number of B atoms slightly decreases throughout the course of the simulation at 1300K. The higher B concentration in the substrate sublayer region obtained from rMD can also be supported by a number of experimental measurements performed by Kowanda and Kubota et al., which have shown that B has a much higher solubility in Ni than N.45,46

7.3.6 hBN Growth at Different Temperatures

Simulations were also performed at 900 K, 1100 K, and 1500 K while the number of deposited B and N, and other simulation setup remained the same. The snapshot images, taken from the final timeframe of each simulation (i.e. 6.25 ns) as shown in Figure 7.8, illustrate the variations of the growth states at different temperatures. At 900 K (Figure 7.8(a)), most B and N species exist in small hBN islands consisting of fused hexagons, along with a number of pentagons, heptagons, and octagons. In addition, open structures with branches are also abundant. At 1100 K, hBN domains with larger size, such as the upper right corner of Figure 7.8(b), have formed. At 1300K and 1500 K (Figure 7.8(c-d)), structures with continuous hBN lattice, throughout the substrate surfaces, are well established.
Figure 7.8. Snapshots taken from the trajectories of the rMD simulations at 6.25 ns depicting hBN formations (200 boron and 200 nitrogen) on Ni substrates at temperatures of (a) 900 K, (b) 1100 K, (c) 1300 K, and (d) 1500 K, respectively. The B and N atoms are represented by pink and blue spheres, while atoms in the Ni substrates are in grey.
Furthermore, the numbers of hexagons throughout the simulation (up to 6.25 ns) were collected for each temperature and compared in Figure 7.9. As expected, the numbers in each case increase monotonically with both the simulation temperature and time. At 900 K, the number of hexagons reached 20 at 2 ns \( (i.e., 10 \text{ hexagons/ns based on a simple linear approximation}) \), and then nearly plateaued. At 1100 K, the number of hexagons continues to increase up to 40 (grey) and stabilizes at approximately 3 ns \( (i.e., 13.3 \text{ hexagons/ns}) \). Overall, the number of hexagons has nearly doubled compared to that at 900K within the same timeframe. At 1300 K and 1500 K, there are approximately 100 (Figure 7.9, orange) and 110 (Figure 7.9, purple) hexagons, where the theoretical maximum based on the stoichiometric B and N deposited in the simulation (200 each) is 200. In addition, the two distinct growth regimes, \( i.e., (1) \) a rapid initial growth before respective 1.8 ns \( (i.e., 41 \text{ hexagons/ns}) \) and 1.5 ns \( (i.e., 53 \text{ hexagons/ns}) \); and \( (2) \) slow growth afterwards, at an approximate rate of 5.8 hexagons/ns and 6.3 hexagons/ns, become more distinct compared to the profiles obtained at 900K and 1100K.
Figure 7.9. Number of hexagons as function of the simulation time (in ns) for temperatures of 900 K (yellow), 1100 K (grey), 1300 K (orange), and 1500 K (purple), respectively

7.3.7 Confirmation of Nucleation and Growth Mechanism with DFT

To further validate the simulated nucleation and formation of hexagonal BN structure on Ni substrate, periodic DFT calculations are performed to confirm the linear-branch-ring mode from the reaction energetic perspective. These molecular models constructed for the DFT calculations are inspired by the motifs from previous rMD simulations, and will prove to be an effective strategy to obtain insights by integrating with first-principles calculations in future studies.

For quantitative analysis, a stoichiometric B-N pair was used to represent the growth unit (i.e., with an increment of BN per step). The adsorption energies (AE) are calculated according to Equation (19):
\[ AE = \left( E_{B_xN_y} + E_{Ni} - x * E_{BN} \right) / x \]  

(19)

where \( E_{B_xN_y} \) and \( E_{Ni} \) are the respective total energies of the adsorbed \((BN)_x\) species and the clean Ni surface. \( E_{BN} \) is the total energy of the BN dimer in gas phase, and \( x \) denotes the stoichiometry.

**Figure 7.10.** Optimized geometries and corresponding adsorption energies (AEs, shown underneath each configuration), (a) linear, (b) ring, and (c) branched configurations from BN to B\(_5\)N\(_5\), on Ni(111). The B, N, and Ni atoms are represented in pink, blue, and grey sphere, respectively.

The nucleation process of hBN is considered to start from the most stable BN dimer on the Ni(111) surface, as shown on the leftmost side of Figure 7.10. A B\(_2\)N\(_2\) molecular chain is formed with the addition of a second B-N pair. In the following steps, three types of geometries – linear, ring, and branched configurations (Figure 7.10 (a-c)) – were considered; only the structures with
the lowest AE in each type are shown in the figure. The linear \((\text{BN})_x (x = 3-5)\) structures bind with their terminal \(B\) and \(N\) ends, with the atoms in the middle section buckled and detached from the substrate. The \(B\) and \(N\) terminals prefer the hcp and fcc sites, respectively, consistent with the trend noted from DFT calculations performed on the building block species. Meanwhile, the corresponding AEs become more energetically favorable as the chain length grows.

For the smallest isolated ring, \((\text{BN})_3\), the constituent \(N\) and \(B\) atoms bind close to the bridge sites. As the size and number of rings grow, \(N\) atom binds at either bridge or the near-top site, and some B atoms bind at the 3-fold site, as illustrated in \((\text{BN})_4\) and \((\text{BN})_5\) in Figure 7.10(b). Also, the structure becomes more energetically stable as the ring grows. For \((\text{BN})_5\), the joint hexagonal structure is energetically favored than the single ten-membered ring, and is approximately 0.3 eV more stable than \((\text{BN})_3\) per B-N pair. Nevertheless, the calculated AEs suggest that the overall ring configurations are approximately 0.3 - 0.5 eV metastable than their linear counterparts.

For the branched structures, the additional B-N pairs were added to the middle \(B_2N_2\) or \((\text{BN})_3\). As shown in Figure 7.10(c), the branched configurations also tend to bind with their terminal \(B\) and \(N\) atom species at their preferred 3-fold sites. Like the linear structure, there is no direct contact between the atoms in the middle section of the structure with the Ni substrate. The AE also decreases as \((\text{BN})_x\) grows. For \(x = 3 - 5\), the branched configurations are not as energetically favorable as the linear configurations with the same number of BN unit, but slightly more favorable than the ring configurations.

The above analysis indicates that, for BN unit numbers, the linear structures dominate the initial nucleation stage of hBN growth, consistent with the structures observed from the rMD simulations. Similarly, such behavior has been predicted for early-stage graphene formation from
its elemental constituent carbon species by Li et al.,\textsuperscript{47} who claim that the branches formed from the linear carbon chains.

**Figure 7.11.** The energy profile showing the variations of adsorption energies (AEs) as a function of the number of BN pairs in the BN units considered. The B and N atoms are in pink and blue, respectively.

Given the energetic preference to linear BN chains at the initial nucleation stage, two possible ways are proposed to form hexagonal rings: (1) the formation of a branch type structure through the combination of linear chains, which then folds; and (2) the bending of a single linear chain. As shown in Figure 7.11, the AEs of branch type BN species ($x = 3 - 5$) are closer to the linear chains comparing with the ring type, thus it is likely that the next step following the formation of linear chains is to form branched structures. This is consistent with the observed hBN
nucleation process noted in rMD simulations. Once the branched BN species are formed, the formation of the first hexagon (x= 6) becomes energetically favored. As x becomes sufficiently large, i.e., x = 9, the AE of the structure with joint hexagonal rings is becoming more and more favorable. The lower AE limit (i.e., -8.81 eV/ B-N pair), in Figure 7.11, corresponds to the periodic hBN on Ni(111) surface, and reveals that the overall energetics will eventually drive the process to form the hBN monolayer. Compared to graphene growth, the heteratomic structure of hBN has definitely introduced additional chemical complexity in the nucleation and growth mechanism. In this study, the trend predicted by deterministic rMD simulations has shown rather satisfactory agreement with detailed DFT analysis, and provided clear evidence that the linear-branch-ring pathway can indeed be used to describe hBN formation from elemental B and N.

7.4 Conclusions

In order to elucidate the mechanism of hBN growth on Ni, DFT calculations were first performed to obtain the energetics and kinetics of BN species on Ni(111) and Ni(211) surfaces. We showed that B atoms prefer the sublayer octahedral site, while N atoms prefer the 3-fold fcc surface sites. In addition, the adsorbed BₓNᵧ (x = 0 - 2; y = 0 - 2) species bind more strongly to the low-coordinated Ni in the Ni(211) step edge. DFT calculations have also indicated that surface diffusions are still kinetically favored for both B and N atoms. However, sublayer diffusion can also be competitive for B atoms.

These DFT calculations data were subsequently used to construct a quantum mechanical training set for Ni-B and Ni-N pair potentials. Furthermore, rMD simulations of B/ N deposition on Ni(111) were performed at temperatures ranging from 900 K to 1500 K. Detailed examination of rMD trajectories showed that linear and branched BN species are formed first on the Ni surface.
Subsequently, the first BN hexagon is formed as the branches fold, acting as the nucleus for further hBN growth. The restructuring of (5|7) dislocation can take place at 1300K through N-N and B-B bond breaking, accompanied by B-N bond formations. The atomic B and N distribution analysis is consistent with DFT calculations, indicating that B is more abundant in the interior of Ni substrate than N. By comparing the number of hexagons at different temperatures, our simulations have demonstrated the formation of continuous, atomically thin hBN on Ni substrate can be favored higher temperature (e.g., 1300K, and 1500K) within the simulation timeframe considered in this study. Additional DFT calculations have been performed to validate the nucleation process observed during the rMD simulation, with outcome supporting the mechanism derived from the newly developed ReaxFF potential.
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Chapter 8 - Theory and Prediction of Preferred Shapes and Edges of hBN on Metal Substrates

8.1 Introduction

Hexagonal boron nitride (hBN) exhibits many exceptional physical, optical, electrical, thermal, and chemical properties fit for unique applications. Two-dimensional hBN structurally resembles graphene: its properties are often compared with graphene as well. Both hBN and graphene have strong covalent sp² bonding and high elastic moduli, 0.33 TPa and 1TPa, for monolayer hBN and graphene respectively. With increasing thickness, the strength of few-layer hBN rises above that of graphene thanks to stronger hBN interlayer forces. The thermal conductivity of hBN monolayers ranges from 360 to 2000 W/mK, which is comparable to that of graphene (2500 –5000 W/mK). Moreover, hBN has higher thermal stability; it is stable in air up to 1000 °C while graphene is etched at 600 °C.

With its wide energy band gap (6.5 eV) and an exciton binding energy of 149 meV, hBN is a good candidate for optical devices operating in the ultraviolet spectral region, and for exciton-based quantum information processing. In addition, the photoluminescence intensity of hBN is 100 times higher than AlN. hBN is an excellent electrical insulator and is thus used as a gate dielectric in electronic devices. The boron-10 isotope has an exceptionally large thermal neutron capture cross-section (3840 b) (at a neutron energy of 0.025 eV), suggesting that hBN is suitable for solid-state neutron detectors. While the hBN basal-plane is chemical inert, edges and defective sites are catalytically active for selective hydrocarbon oxidative dehydrogenation and CO oxidation reactions, with extremely promising potential for other catalytic applications.

Many, if not all, hBN applications require specific layer thickness, surface areas, structural
integrity, edge orientation, quality, and purity. In fact, controlling the shape and edge properties is important for many monolayer 2D materials such as MoS$_2$, GaSe, and others. Achieving these specifications requires the ability to effectively tailor synthesis and preparation conditions governed by underlying materials chemistry, particularly, the thermodynamics of constituent species (B, N) and the formation of hexagonal lattice structures consisting of alternating B–N bonds.

Experimental studies on hBN have been extensively reported. Atomically thin hBN materials are most commonly prepared using chemical vapor deposition (CVD) on transition metals substrates, such as Ni, Cu, Pd, Pt, and their alloys. They report that before hBN thin films completely coalesce, there are domains of various shapes, most commonly triangles or hexagons. Stehle et al. reported that the dominant shape of hBN synthesized on copper (triangular or hexagonal) depended on the B: N ratio. Tay et al. showed that hBN morphologies are sensitive to both surface structures and the substrate oxygen concentration. Thus, a detailed understanding of the crystal growth mechanism, especially the factors governing the hBN morphology, is critical to improve the synthesis technique for high quality hBN.

The thermodynamic and kinetic stabilities of hBN domain edges play critical roles in determining the quality of the synthesized crystals. Thus, pertinent aspects have been investigated at the molecular level with first-principles methods. Liu et al. and Zhao et al. calculated hBN edge energies with DFT, then established a linear relation to describe the continuous shape transition from triangle to hexagon, and then back to triangle.

Aided with the ReaxFF reactive force field developed for the Ni/B/N system, the nucleation and growth of hBN on Ni(111), from elemental B and N species via sequential B–N bond formation mediated by metal substrates, are simulated with molecular dynamics (MD)
calculations. The hBN domain’s size, shape, edge terminations, and structural defects are predicted as functions of the constituent B: N ratios. Moreover, molecular trajectories are analyzed to derive the growth mechanism. The simulation describes molecular details of the hBN growth materials chemistry as well as roles of substrate and gas phase atmosphere that elude both quantum mechanical modeling and in situ characterizations.

8.2 Computational Methods and Simulation Details

8.2.1 Density Functional Theory (DFT) Calculations

Periodic, spin-polarized DFT calculations were employed based on the projector-augmented wave (PAW) method and the generalized gradient approximation of Perdew-Burke-Ernzerhof (GGA-PBE) exchange-correlation functional implemented in the Vienna Ab initio Simulation Package (VASP). The Kohn-Sham valence states are expanded in a plane-wave basis set up to 350 eV. The self-consistent iterations were converged with a criterion of $1 \times 10^{-6}$ eV, and the ionic steps are converged to 0.02 eV/Å.

The nickel substrate for DFT calculations was represented by a 3-layer $p(7 \times 7)$ (111) slab. The large lateral dimensions were employed to sufficiently accommodate hBN domain sizes considered, yet mitigate the lateral interactions among periodic images. The bottom two layers were fixed at the optimized bulk lattice value (3.52 Å). A vacuum of 30 Å (along the perpendicular direction) was used to separate the top slab layer from the bottom of its own periodic image. Considering the large unit cell, only a single gamma point was used to sample the reciprocal Brillouin zone. The Methfessel-Paxton smearing of 0.2 eV was used, with the total energies then extrapolated to 0 K.
8.2.2 Edge Energies of hBN Domains on Ni(111)

The edge energies of supported 2-D hBN can be considered to gain insights into the domain’s relative stability on a substrate.\textsuperscript{30,52-54} DFT calculations pointed out that van der Waals forces play a significant role among the interactions between continuous hBN monolayers and their supporting metal substrates.\textsuperscript{55} However, for finite hBN structures, chemical bonding at the domain edges coupled with charge transfer,\textsuperscript{13} will also contribute to the hBN/substrate interactions.

Structures of triangular and hexagonal BN domains, which are two most common shapes from hBN synthesis, with varying edge lengths (L = 1–5) supported on Ni(111), were optimized using the method described above, as shown in Figure 8.1 (in both top and side views). Both the triangular and hexagonal geometries are equilateral (i.e., equal edge length). Hence, L = 3 denotes that there are 3 B–N units in each edge. As shown in Figure 8.1(a) and (b), B- and N- terminated zigzag edges mean that the outermost atoms along the edge are B and N, respectively. The hexagonal geometries in Figure 8.1(c) have interchanged B/N edges. The optimized monolayer hBN domains (both triangular and hexagonal in Figure 8.1) consistently have N binding on the top site and B binds on the 3-fold (either hcp or fcc) site of Ni(111). Furthermore, from the side views in Figure 8.1, we can see that the middle sections of the hBN domains are all protuberant, while the edge atoms are tightly contact with the surface, which indicate a strong binding between the edge atoms and the metal surface.
Figure 8.1. Optimized hBN domains with (a) B- and (b) N- terminated edges in triangular geometries at lengths $L = 2–5$, and (c) interchanged B/N edges in hexagonal geometries at lengths $L = 1–3$ on Ni(111) surface. N, B, and Ni are shown in blue, pink, and gray, respectively.
The edge energies ($\gamma_{ZB}$ and $\gamma_{ZN}$) of triangular hBN on Ni(111) can be described by Equations (20) and (21),

\[
\gamma_{ZB} = \frac{E_T - E_{Ni} - M_{BN}\mu_{BN} - \mu_B - L\mu_R}{3L} = \gamma_{ZB}^* - \frac{\mu}{3} \tag{20}
\]

\[
\gamma_{ZN} = \frac{E_T - E_{Ni} - M_{BN}\mu_{BN} - \mu_N - L\mu_N}{3L} = \gamma_{ZN}^* + \frac{\mu}{3} \tag{21}
\]

where \(E_T\) and \(E_{Ni}\) are the total energies of adsorbed hBN and clean Ni(111), as first discussed by Yakobson and coworkers.\(^{44}\) \(M_{BN}\) is the number of BN pairs in each hBN domain. \(\mu_{BN}, \mu_B,\) and \(\mu_N\) represent the chemical potentials of a BN pair, and elemental B and N species in an infinite, flat hBN monolayer, respectively. Moreover, they obey the relationships, as in Equations (22) and (23),

\[
\mu_{BN} = \mu_B + \mu_N \tag{22}
\]

\[
\mu_{B/N} = \frac{1}{2} \mu_{BN} \pm \mu \tag{23}
\]

where \(\mu\) in Equation (23) is an arbitrary parameter, which can be used to tune the chemical potentials of B and N species.
Figure 8.1(a-b) exhibit a linear relationship with the edge length L, as in Figure 8.2. The edge energies can be then determined by their slopes based on Equations (20) and (21). By letting \( \mu = 0 \), we obtain \( \gamma_{ZB}^* = 1.39 \, eV \) and \( \gamma_{ZN}^* = 0.95 \, eV \). Thus, the edge energies of B- and N-terminated hBN with zigzag configurations can be represented by Equations (24) and (25), respectively.

\[
\gamma_{ZB} = 1.39 - \frac{\mu}{3} \quad (24)
\]

\[
\gamma_{ZN} = 0.95 + \frac{\mu}{3} \quad (25)
\]
For hexagonal BN domains on Ni(111), the edge energy ($\gamma_z$) can be defined by Equation (26), which is independent of $\mu$. The energy calculations for hexagonal hBN geometries in Figure 8.1(c) also show a strict linear relationship with the edge length $L$, as shown in Figure 8.3. The edge energy can be then determined by the slope, and expressed as Equation (27).

$$\gamma_z = \frac{E_T - E_{Ni} - M_{BN} \mu_{BN}}{6L}$$

(26)

$$\gamma_z = 1.12$$

(27)

**Figure 8.3.** Energies of hexagonal-shaped hBN on Ni(111) as a function of their size $3L$. 

$y = 1.12x - 0.4922$

$R^2 = 0.9992$
Using Equations of (24), (25), and (27), the preferred shape and edge termination of Ni(111)-supported hBN monolayer are summarized in Figure 8.4. The N-terminated triangular hBN is preferred in the lower range of $\mu$ (more negative). As $\mu$ increases, hexagonal hBN and then B-terminated triangular hBN, in turn, become more energetically favored. Thus, the equilibrium morphologies of hBN depend on $\mu$, which can then be connected to the specific conditions of the system.

Figure 8.4. Edge energies of B- and N- terminated triangular and hexagonal hBN domains with zigzag edge configurations.
8.2.3 Molecular Dynamics (MD) Simulations

All MD simulations were performed with LAMMPS. The nickel substrate is modeled using the same 5-layer rectangular slab with the (111) facet for elemental B and N deposition and subsequent hBN nucleation and growth. The lateral dimensions of the periodically bounded Ni slab were 12 × 12 repetition, with a total of 720 Ni atoms. The bottom (5th) layer was fixed to the bulk lattice value to represent the interior bulk region, while the top four layers were relaxed. There is a vacuum of 90 Å separating successive images along the vertical direction. Initially, the Ni slab is clean, and free from elemental B and N species.

At the beginning of the simulation, B and N were assigned with random x, y coordinates in the gas phase above Ni(111), and were sequentially deposited onto the substrate at an interval of 0.25 ps. To prevent premature B–N bond formation, the minimal distance between the initial B and N sources was set to be 1.90 Å, larger than the B–N bond length of 1.44 Å in the hBN lattice. All B and N were deposited on one (relaxed) side of the slab with controlled initial momenta. The simulations were run with B: N ratios, but the other simulation procedures remain the same. All simulations were performed at 1300K, controlled by the Nosé-Hoover thermostat. The equation of motion was numerically solved using the velocity Verlet integration scheme. Each MD run was run for 10 ns with a time step of 0.25 fs.

The ReaxFF force field was employed so that phenomena involving B–N, B–B, N–N pairs and interactions between constituent elements (i.e., B and N) with Ni substrate can be properly described. The total potential energy in ReaxFF is formulated as a functional of bond-orders of interacting atomic pairs. The ReaxFF force field used was developed for Ni/B/N systems as reported in Ref. [46].
8.2.4 MD simulations of hBN Growth at Different B: N Ratios on Ni(111)

According to first-principles calculations, the morphology of hBN is controlled by \( \mu \). With molecular simulations, \( \mu \) can be varied by changing the elemental B and N source supplied to the system. In our previous work,\textsuperscript{46} B: N ratio was fixed at B: N = 1:1. Here, the B: N ratio was varied from 3:1 and 2:1 (boron rich), to 1:1 (stoichiometric), and then to 1:2, 1:3, and 1:4 (nitrogen rich). The stoichiometry of “1” in each ratio was set to be 100 atoms. For example, there are 300 boron atoms and 100 nitrogen atoms for B: N = 3:1.
Figure 8.5. Snapshot images (top and side views) of hBN growth (at 1300K) obtained from MD simulations at 10 ns at B: N ratio of: (a) 3:1, (b) 2:1, (c) 1:1, (d) 1:2, (e) 1:3, and (f) 1:4, respectively. N and B atoms are in blue and pink. The Ni(111) substrate is depicted in gray. The boundaries of hBN domains and edge terminations are highlighted and labeled.
The monolayer hBN domains formed under different B: N ratios, obtained after 10 ns of simulations at 1300K on Ni(111), are illustrated in Figure 8.5. Under the B-rich condition (300 boron atoms versus 100 nitrogen atoms at B: N = 3:1), as depicted in Figure 8.5(a), small hBN pieces consisting of 1–4 isolated or joint hexagonal lattice formed, as highlighted by red dashed circles. These structures resemble nucleation centers, with dangling arms attached. The hBN sizes are relatively small as further growth is hindered. This is because the growth centers are terminated mainly by B atoms, which would require additional to sustain the growth. Nevertheless, the remaining un-utilized N species are also bonded, by the excess boron atoms. The side view reveals that excess B atoms are present throughout the sublayers of the substrate. As boron atoms energetically prefer the sublayer of Ni(111), they remain in the sublayers after 10 ns of simulation. Due to the high dose of boron deposited, the strong B–Ni bonds severely distort the Ni crystal lattice. Also from the side view, the hBN domains seem to be detached from the highly distorted substrate surface. Moreover, multi-atom boron-only clusters have been formed, as highlighted by the green dashed circle.

When 100 nitrogen atoms and 200 boron atoms are deposited, B: N ratio of 2:1, small hBN islands (approximately four BN lateral unit length) with triangular geometry form, as shown in Figure 8.5(b). In comparison to Figure 8.5(a), the un-utilized nitrogen on Ni still exist in isolated hexagonal BN units, but are mainly bounded by boron atoms. The remaining excess boron remain on the substrate top layer, as well as in the sublayer. Nevertheless, sublayer boron species are mainly limited in the top two layers (see Figure 8.5(b) side view).

At the stoichiometric B: N ratio (100 nitrogen and 100 boron atoms), the most significant structure on the substrate is the triangular shaped hBN domain with B-terminated edges on all sides (Figure 8.5(c)). This triangular domain is nearly equilateral, with L = 6. As shown in our
previous work,\textsuperscript{46} where a stoichiometry ratio was used with identical simulation procedure, a much larger – almost continuous – hBN sheet forms when larger amount of boron and nitrogen (200 atoms each) are supplied. Regardless, at this B: N ratio, nearly all deposited boron and nitrogen participate in forming hBN lattices, which is almost parallel to the substrate. From the top view of Figure 8.5(c), unincorporated boron and nitrogen formed a second, but much smaller hBN lattice (near the top of the substrate boundary above the main domain). The remaining elemental species exist mainly on the top layer, as B-N-B, and B-N-B-N. The lattice of Ni substrate is relatively intact. This run suggests that, by controlling the amounts of constituent deposited, the morphologies of hBN can be manipulated correspondingly.

Under nitrogen-rich conditions, where 100 boron and 200 nitrogen atoms were introduced at B: N=1:2, an even larger hBN domain in triangular shape with B-terminated edges was obtained, as shown in Figure 8.5(d). There are only few isolated BN dimers and trimers remaining on the surface, and most of B atoms have been utilized for the triangular hBN formation.

At B: N = 1:3, a hexagonal hBN geometry appears. As shown in Figure 8.5(e), this structure possesses both N- and B- terminated edges. At an even higher N excess (i.e., B: N = 1:4), the simulated structure returns, once again, back to a triangular geometry as shown in Figure 8.5(f). At the stoichiometric and nitrogen-rich ratios, the number of boron deposited remains constant at 100, thus, it can be deduced that sufficient amounts of nitrogen can be critical in achieving larger hBN domain sizes.

From the structure and morphology evolution exhibited in Figure 8.5, both the sizes and geometries of grown hBN responded to the B: N stoichiometry used in the simulation. At higher B: N ratios (i.e., B-rich), hBN prefers triangular geometries, terminated by boron species. As the B: N ratio shifts toward N-rich conditions, the size of grown hBN increases. Even more interesting,
the shape evolves into multifaceted triangular pattern. Concomitantly, the edge orientations exhibit a higher level of variety. For instance, N-terminated edges and armchair-type edges appeared in the grown domains. With excessive elemental N species, triangular shape is preferred again. Thus, the evolutionary path shows a surprisingly high level of resemblance to first-principles predictions.

Figure 8.6. Counts of (a) BN hexagons, and (b) gas phase N\(_2\) over a period of 10 ns at B: N ratios: 3:1 (orange), 2:1(blue), 1:1(grey), 1:2(red), 1:3(purple), and 1:4(green).

To further quantify the growth of hBN on Ni(111), the number of BN hexagons and gas phase N\(_2\) were counted to monitor the species during 10 ns of MD simulations, as shown in Figure 8.6(a) and (b). At B: N = 3: 1 (orange) and 2: 1 (blue), in Figure 8.6(a), the number of BN hexagons grew slowly; up to 5 formed in the first 7 ns, most of which were formed in the initial period (within the 1\(^{st}\) ns). The numbers of BN hexagons finally reached approximately 10 counts in both
cases at around 8 ns. At the stoichiometric B: N ratio (grey), the initial grow is at a similar pace (in the first 6 ns) to those at boron-rich conditions. However, the number of BN hexagons nearly doubled and reached a count of 22 in the next 4 ns. The slow growth at the initial stage suggests that growth is limited by the arrival of sufficient nitrogen, which is the limiting species. Under nitrogen-lean and stoichiometric conditions, an induction period is required before the growth occurs. At B: N = 1: 2 (yellow), the growth rate in BN hexagon counts grew at much faster rates, with more than 15 counted after 2 ns of MD run. At 3 ns, the number of BN hexagon increased significantly, reaching 27. During the remaining 7 ns, the number of BN hexagon grows at a slower pace and eventually reached approximately 30. The slower growth after 3 ns can be attributed to the depletion of nitrogen and boron sources. As shown in Figure 8.6(a) (in purple and green), 64 and 75 hexagons formed by 10 ns, respectively. At the early stage (in the first 2 ns), the number of BN hexagons grew at a pace of 15 hexagons/ns. The main difference between simulations performed at nitrogen excess conditions is that at, B: N = 1:4, the domain growth outpaces that at B: N = 1:3 after 6 ns.

\[ 2N^* \leftrightarrow N_2(g) \]  

(28)

\( N_2 \) molecules formed in the vacuum space during simulations at all B: N ratios, as shown in Figure 8.6(b). These molecular species apparently originate from the recombination of deposited elemental N, according to Equation (28). DFT calculations strongly suggest that, unlike boron, which energetically prefers the sublayer of Ni,\(^{46}\) elemental N prefers the top layer of Ni(111). Hence, sublayer N reemerges via sublayer diffusion onto the Ni top layer. By monitoring throughout the simulation as noted in Figure 8.6(b), the stabilized counts of \( N_2 \) molecules are
proportional to the B: N ratio – higher N\textsubscript{2} counts corresponding to lower B: N ratios. At B: N = 3:1 and 2:1, gas phase N\textsubscript{2} counts reach maximum values at respective 5 and 15 within the initial 0.25 ns, and then slowly decay during the remaining simulations. At the highest B: N ratio, nearly all the N\textsubscript{2} are completely consumed eventually. Thus, in the presence of excessive B, N\textsubscript{2} will dissociate and participate in hBN growth. At B: N =1:1, the number of N\textsubscript{2} remains stable throughout the simulation at approximately 15. Below the B: N stoichiometric ratio (i.e. B: N =1:2, 1:3, and 1:4), the gas phase N\textsubscript{2} counts gradually increases until it reached an equilibrium at around 6 ns, suggesting that the excess N species will recombine and desorbed from the substrate. Under these simulation conditions, the fluctuating number of N\textsubscript{2} reflects a dynamic process between surface adsorbed N and gas phase N\textsubscript{2}.

8.2.5 Growth Mechanisms of Triangular and Hexagonal hBN Domains.

Molecular trajectories obtained from the MD simulation run at the stoichiometric ratio (Figure 8.7) illustrate how triangular-shaped hBN domains form. As indicated in Figure 8.6, with lower B and N loading (100 atoms for each species), the growth rate in terms of BN hexagon count is reduced. The first BN hexagon, essentially the initial nucleation site, did not appear until 5.15 ns, in comparison to the simulation (200 atoms for each species reported in Ref. [46]), where the first hexagon appears at 64.25 ps.

In Figure 8.7(a), the first nucleus centers, a hexagonal BN ring with two linear branches on the opposite ends, appears at 5.16 ns. Then, at 5.86 ns, the same structure evolves into a nucleus consisting of three joint BN hexagons (Figure 8.7(b)). This center can further grow multiple dangling arms. In Figure 8.7(c), the size of the center nearly doubled as a second structure consisting of multiple BN hexagons is attached to the right side based on the image captured at
5.93 ns. Within the next 0.5 ns, numerous re-arrangements occur, and consequently, a 10-hexagon membered domain is formed at 6.45 ns (Figure 8.7(d)). The edges of this domain are still rather energetic. For instance, as highlighted (by the red dashed circle in Figure 8.7(e)), the B–N bond on the upper left side is cleaved at 6.66 ns, creating a –NB₂ dangling arm attached to the main center stacked by 1-2-4-2 BN hexagons. For the next 0.9 ns, this hBN center grows mainly on the upper and lower sides, which act as the growth frontiers as illustrated by Figure 8.7(f-h). At 8.16 ns, Figure 8.7(i), the right side of the domain is mainly bounded by the B-terminated zigzag edge, while the remaining sides (upper, left, and bottom) are bounded by –BNB and –NB groups, which will prompt additional growth. As anticipated, in the next 1.2 ns as illustrated by Figure 8.7(j-l), the hBN domain evolves by forming B-terminated zigzag edges on both left and bottom sides. The BN hexagons in Figure 8.7(l) are stacked in a pyramidal geometry as 2-3-4-5-6, with a few dangling –B and –NB bonds attached on the upper and left edges.
Figure 8.7. Growth of a triangular BN domain on Ni(111) at 1300 K and 1:1 B: N ratio. N and B are in blue and pink, respectively. The red dashed circles indicate the actively growing area in the structure. The Ni substrate is omitted for clarity. The timeframes corresponding to each captured image is shown in the parentheses.

Similarly, the formation of a hexagonal-shaped hBN domain at the B: N = 1:3 ratio is illustrated in Figure 8.8. The growth center is established when the first BN hexagon forms as illustrated in Figure 8.8(a) at 0.44 ns, and then monitored throughout the growth process. Several branches, including –BN₂, –NB, and –B, are attached. Then a four-membered growth center develops at 0.46 ns (Figure 8.8(b)). Note that this structure contains one heptagon (at the lower left side) with a homoelemental N–N bond. This is possible when excess nitrogen species are
deposited (B: N = 1:3). At 1.48 ns (Figure 8.8(d)), a second hBN island is added to the nucleus via the linkage of a B–N bond. This behavior also occurred at a 1:1 B: N ratio (Figure 8.7(c)), thus suggesting multiple hBN domains can possibly grow in separate domains. In subsequent steps, these two structures integrate, but a vacancy, at the center of the hBN domain (highlighted by the red dash circle) was formed at 2.31 ns (Figure 8.8(e)). Within the same domain, this vacancy remained in the structure for over 5 ns. During this time (Figure 8.8(e-j)), the size of the vacancy shrank as isolated B and N atoms from the Ni surface are incorporated to fill this gap. Within the last 2 ns (Figure 8.8(i-j)), the vacancy mainly exists as a B-point defect. Meanwhile, the outer region of this hBN domain continues to grow and re-arrange. According to Figure 8.6(a), the number of BN hexagons has increased by 20 (red). The additional BN hexagons are mainly added to the left and right sides of the existing domain as show in Figure 8.8(g-l). At 8.19 ns (Figure 8.8(k)), the B-point defect has been repaired, and the entire domain structure became defect-free. This mechanism is similar to the triangle hBN growth demonstrated in last part. It is postulated that B species in the Ni sublayer may play a role by diffusing onto the top layer and access the defect location. The hexagonal-shaped hBN geometry is facilitated by the ability of the domain to grow in multiple directions. In this case, the growth is slowed down due to the depletion of B species (even though N mainly exist as N$_2$(g)). As shown by Figure 8.8(l), hBN is bounded by B- and N-terminated zigzag edges at the bottom and lower-right sides. The remaining sides, which are bounded by high edge energy termination and even dangling bonds, will prompt further growth given additional elemental sources are supplied.
Figure 8.8. Growth of hexagonal BN domain on Ni(111) at 1300 K and B: N = 1:3 ratio. N and B are shown in blue and pink, respectively. Defective vacancies are highlighted by red dash circles. The Ni substrate is omitted for clarity. The timeframes corresponding to each captured image is shown in the parentheses.

8.3 Conclusions

By combining first-principles calculations and MD simulations using ReaxFF, the growth chemistry of monolayer hBN on Ni(111) was understood. As demonstrated in this paper, the most
significant insights gained through reactive molecular dynamics simulations can be summarized as follows:

- hBN growth and morphologies are indeed sensitive to the B: N ratio supplied to the system.
- Nitrogen plays a critical role in sustaining the growth of hBN. Larger hBN domain sizes are obtained when nitrogen is supplied in excess to the system.
- Surplus boron will remain on the substrate, and can enter the sublayer of the Ni substrate. On the other hand, surplus nitrogen remains either on the substrate top layer, or recombine, by forming N$_2$, in the gas phase.
- The ReaxFF force field, developed from first-principles calculations, show the capability to faithfully describe the behaviors of constituent B and N species on Ni substrate and B–N bond formation. Hence, it can be regarded as a useful tool to explore and gain insights into the chemistries of the hexagonal BN phase.
- Lastly, the hBN growth rate, particularly the rate of nucleus formation, depends on the amount of constituent elemental sources. However, subsequent growth mechanisms are similar, regardless of the shape and size of hBN domains obtained.
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Chapter 9 - Conclusions

In this dissertation, large-scale, high-quality bulk hBN single crystals were successfully formed from Ni-Cr and Fe-Cr solvents at atmospheric pressure. The use of Fe-Cr mixture provides a lower cost alternative to the more common Ni-Cr solvent for growing comparable crystals. A tiltable furnace was used to separate free-standing hBN from metal flux while it is still liquid. The clear and colorless crystals have a maximum domain size of around 2 mm and a thickness of around 200 μm. The XRD, Raman and PL spectra indicate the hBN crystals have a high quality and low defect and impurity density.

A new growth method for monoisotopic hBN single crystals, i.e. \(h^{10}\)BN and \(h^{11}\)BN, was developed, by which hBN single crystals were grown using a Ni-Cr solvent and pure boron and nitrogen sources at atmospheric pressure. The quality of the monoisotopic hBN crystals produced this way is comparable to the crystals grown from BN sources with the natural boron abundance. Several characterizations demonstrate that the inherent physical and chemical properties of hBN can be tuned by the isotopic substitutions, which opens the door to isotopically engineering the performance of hBN devices.

In order to investigate the mechanism of hBN growth, multiscale modeling combining density functional theory (DFT) and reactive molecular dynamics (rMD) was performed. The DFT calculations were performed to describe the adsorption and reaction energetics of the hBN building-block species on Ni surface. Those quantum mechanical data were then used to generate a classical description of the Ni–B and Ni–N pair interactions within the formulation of the reactive force field, ReaxFF. Detailed examination of rMD trajectories showed that the nucleation initiates from the growth of linear BN chains, which evolve into branched and then hexagonal lattices. Moreover, molecular dynamics simulations demonstrated that the
thermodynamics preference of hBN geometries varying from triangle to hexagonal can be tuned by B to N molar ratios, and gas phase N$_2$ partial pressure, which is also supported by quantum mechanics calculations.
Appendix A – ReaxFF Force Field for Ni/B/N System

39 ! Number of general parameters
50.0000 ! Overcoordination parameter
9.5469 ! Overcoordination parameter
26.5405 ! Valency angle conjugation parameter
1.7224 ! Triple bond stabilisation parameter
6.8702 ! Triple bond stabilisation parameter
60.4850 ! C2-correction
1.0588 ! Undercoordination parameter
4.6000 ! Triple bond stabilisation parameter
12.1176 ! Undercoordination parameter
13.3056 ! Undercoordination parameter
-70.5044 ! Triple bond stabilisation energy
0.0000 ! Lower Taper-radius
10.0000 ! Upper Taper-radius
2.8793 ! Not used
33.8667 ! Valency undercoordination
6.0891 ! Valency angle/lone pair parameter
1.0563 ! Valency angle
2.0384 ! Valency angle parameter
6.1431 ! Not used
6.9290 ! Double bond/angle parameter
0.3989 ! Double bond/angle parameter: overcoord
3.9954 !Double bond/angle parameter: overcoord
-2.4837 !Not used
5.7796 !Torsion/BO parameter
10.0000 !Torsion overcoordination
1.9487 !Torsion overcoordination
-1.2327 !Conjugation 0 (not used)
2.1645 !Conjugation
1.5591 !vdWaals shielding
0.1000 !Cutoff for bond order (*100)
2.1365 !Valency angle conjugation parameter
0.6991 !Overcoordination parameter
50.0000 !Overcoordination parameter
1.8512 !Valency/lone pair parameter
0.5000 !Not used
20.0000 !Not used
5.0000 !Molecular energy (not used)
0.0000 !Molecular energy (not used)
2.6962 !Valency angle conjugation parameter

3 ! Nr of atoms; cov.r; valency; a.m; Rvdw; Evdw; gammaEEM; cov.r2;#
    alfa; gammavdW; valency; Eunder; Eover; chiEEM; etaEEM; n.u.
    cov r3; Elp; Heat inc.; n.u.; n.u.; n.u.; n.u.
    ov/un; val1; n.u.; val3, vval4
<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5446</td>
<td>3.0000</td>
<td>10.8110</td>
<td>1.6500</td>
<td>0.1008</td>
<td>0.9925</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>10.0681</td>
<td>2.3647</td>
<td>3.0000</td>
<td>0.7036</td>
<td>80.0000</td>
<td>5.4904</td>
<td>7.3367</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>-1.3000</td>
<td>0.0000</td>
<td>151.3700</td>
<td>9.0516</td>
<td>2.7272</td>
<td>1.0943</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>-2.5000</td>
<td>4.0000</td>
<td>1.0564</td>
<td>3.0000</td>
<td>2.8413</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.6157</td>
<td>3.0000</td>
<td>14.0000</td>
<td>1.9376</td>
<td>0.1203</td>
<td>1.2558</td>
<td>5.0000</td>
</tr>
<tr>
<td></td>
<td>9.4267</td>
<td>26.8500</td>
<td>4.0000</td>
<td>8.6294</td>
<td>100.0000</td>
<td>7.6099</td>
<td>7.7500</td>
<td>2.0000</td>
</tr>
<tr>
<td></td>
<td>1.0439</td>
<td>0.1000</td>
<td>119.9837</td>
<td>1.7640</td>
<td>2.7409</td>
<td>2.3814</td>
<td>0.9745</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>-6.5798</td>
<td>4.4843</td>
<td>1.0183</td>
<td>4.0000</td>
<td>2.8793</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ni</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.8201</td>
<td>2.0000</td>
<td>58.6900</td>
<td>1.9449</td>
<td>0.1880</td>
<td>0.8218</td>
<td>0.1000</td>
</tr>
<tr>
<td></td>
<td>12.1594</td>
<td>3.8387</td>
<td>2.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>4.8038</td>
<td>7.3852</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>-1.0000</td>
<td>0.0000</td>
<td>95.6300</td>
<td>50.6786</td>
<td>0.6762</td>
<td>0.0981</td>
<td>0.8563</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>-3.7733</td>
<td>3.6035</td>
<td>1.0338</td>
<td>8.0000</td>
<td>2.5791</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>! Nr of bonds; Edis1; LPpen; n.u.; pbe1; pbo5; 13corr; pbo6; pbe2; pbo3; pbo4; n.u.; pbo1; pbo2; ovcorr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 1</td>
<td>83.1999</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>-0.2500</td>
<td>1.0000</td>
<td>25.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7965</td>
<td>-0.2000</td>
<td>25.0000</td>
<td>1.0000</td>
<td>-0.0830</td>
<td>8.6364</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>1 2</td>
<td>100.5825</td>
<td>112.2528</td>
<td>0.0000</td>
<td>0.9000</td>
<td>-0.2500</td>
<td>1.0000</td>
<td>25.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0000</td>
<td>-0.2292</td>
<td>10.2908</td>
<td>1.0000</td>
<td>-0.1853</td>
<td>6.4451</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>2 2</td>
<td>134.6492</td>
<td>66.2329</td>
<td>149.2707</td>
<td>-0.7228</td>
<td>-0.1000</td>
<td>1.0000</td>
<td>19.0850</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.6060</td>
<td>-0.2050</td>
<td>9.7308</td>
<td>1.0000</td>
<td>-0.1791</td>
<td>5.8008</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>3 3</td>
<td>91.2220</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.2538</td>
<td>-0.2000</td>
<td>0.0000</td>
<td>16.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4651</td>
<td>-0.2000</td>
<td>15.0000</td>
<td>1.0000</td>
<td>-0.1435</td>
<td>4.3908</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>101.7227</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.3316</td>
<td>-0.2000</td>
<td>1.0000</td>
<td>16.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9875</td>
<td>-0.2500</td>
<td>15.0000</td>
<td>1.0000</td>
<td>-0.1091</td>
<td>5.2794</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>104.1708</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.2256</td>
<td>-0.2000</td>
<td>1.0000</td>
<td>16.0000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.8772</td>
<td>-0.2500</td>
<td>15.0000</td>
<td>1.0000</td>
<td>-0.2048</td>
<td>5.1541</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

3 ! Nr of off-diagonal terms; Ediss; Ro; gamma; rsigma; rpi; rpi2

<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.0400</td>
<td>1.7000</td>
<td>9.8622</td>
<td>1.4375</td>
<td>1.2210</td>
<td>-1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.0800</td>
<td>1.7000</td>
<td>10.2506</td>
<td>1.6205</td>
<td>-1.0000</td>
<td>-1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.0800</td>
<td>1.8549</td>
<td>9.9357</td>
<td>1.5291</td>
<td>-1.0000</td>
<td>-1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

36 ! Nr of angles; at1; at2; at3; Thetao.o; ka; kb; pv1; pv2

<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>66.8940</td>
<td>9.9560</td>
<td>6.1576</td>
<td>0.0000</td>
<td>3.8304</td>
<td>0.0000</td>
<td>2.1366</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>50.0000</td>
<td>38.5418</td>
<td>2.9811</td>
<td>0.0000</td>
<td>2.9774</td>
<td>0.0000</td>
<td>2.2185</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>70.3653</td>
<td>30.1549</td>
<td>3.2434</td>
<td>0.0000</td>
<td>3.0000</td>
<td>0.0000</td>
<td>1.0400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>58.3386</td>
<td>21.2632</td>
<td>2.2766</td>
<td>0.0000</td>
<td>3.0000</td>
<td>0.0000</td>
<td>1.1171</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>82.3402</td>
<td>29.9227</td>
<td>0.1000</td>
<td>0.0000</td>
<td>3.0000</td>
<td>0.0000</td>
<td>2.7918</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>90.0000</td>
<td>44.3028</td>
<td>1.6659</td>
<td>0.0000</td>
<td>0.7529</td>
<td>0.0000</td>
<td>1.2398</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>80.5510</td>
<td>10.4981</td>
<td>3.5765</td>
<td>0.0000</td>
<td>0.7750</td>
<td>0.0000</td>
<td>2.0511</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>60.5604</td>
<td>38.8732</td>
<td>6.1178</td>
<td>0.0000</td>
<td>0.1285</td>
<td>0.0000</td>
<td>1.8574</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>87.2205</td>
<td>22.6638</td>
<td>3.4715</td>
<td>0.0000</td>
<td>0.1000</td>
<td>0.0000</td>
<td>1.0958</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>90.0000</td>
<td>16.3568</td>
<td>1.6982</td>
<td>0.0000</td>
<td>1.9165</td>
<td>0.0000</td>
<td>3.6108</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>11.1039</td>
<td>7.6592</td>
<td>2.8015</td>
<td>0.0000</td>
<td>3.9452</td>
<td>0.0000</td>
<td>1.6594</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>14.9604</td>
<td>26.4618</td>
<td>7.9541</td>
<td>0.0000</td>
<td>0.2723</td>
<td>0.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>90.0000</td>
<td>17.9145</td>
<td>8.0000</td>
<td>0.0000</td>
<td>3.0994</td>
<td>0.0000</td>
<td>3.3531</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>----------</td>
<td>---------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>3</td>
<td>66.7138</td>
<td>4.8484</td>
<td>3.0630</td>
<td>0.0000</td>
<td>1.4068</td>
<td>0.0000</td>
<td>1.0377</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>87.3151</td>
<td>9.0813</td>
<td>7.9702</td>
<td>0.0000</td>
<td>0.1000</td>
<td>0.0000</td>
<td>1.9026</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>2</td>
<td>67.3916</td>
<td>11.1627</td>
<td>4.7300</td>
<td>0.0000</td>
<td>0.1736</td>
<td>0.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>60.9246</td>
<td>25.7099</td>
<td>6.8799</td>
<td>0.0000</td>
<td>4.0000</td>
<td>0.0000</td>
<td>2.6922</td>
<td></td>
</tr>
</tbody>
</table>

9  ! Nr of torsions; at1; at2; at3; at4;;V1;V2;V3;V2(BO);vconj;n.u;n

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>0.0000</th>
<th>50.0000</th>
<th>-0.0244</th>
<th>-4.4230</th>
<th>0.0000</th>
<th>0.0000</th>
<th>0.0000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0.0000</td>
<td>19.1277</td>
<td>0.2335</td>
<td>-5.4108</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2.0000</td>
<td>90.0000</td>
<td>-0.7837</td>
<td>-9.0000</td>
<td>-2.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0.0000</td>
<td>50.0000</td>
<td>0.0100</td>
<td>-4.4230</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0.0000</td>
<td>15.8805</td>
<td>0.5176</td>
<td>-4.4637</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0.0000</td>
<td>88.8295</td>
<td>0.0100</td>
<td>-8.0000</td>
<td>-2.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

0  ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1