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Abstract

Forecasting of network traffic plays a very important role in many domains such as congestion control, adaptive applications, network management and traffic engineering. Characterizing the traffic and modeling are necessary for efficient functioning of the network. A good traffic model should have the ability to capture prominent traffic characteristics, such as long-range dependence (LRD), self-similarity, and heavy-tailed distribution. Because of the persistent dependence, modeling LRD time series is a challenging task. In this thesis, we propose a non-linear time series model, Generalized AutoRegressive Conditional Heteroskedasticity (GARCH) of order $p$ and $q$, with innovation process generalized to the class of heavy-tailed distributions. The GARCH model is an extension of the AutoRegressive Conditional Heteroskedasticity (ARCH) model, has been used in many financial data analysis.

Our model is fitted on a real data from the Abilene Network which is a high-performance Internet-2 backbone network connecting research institutions with 10Gbps bandwidth links. The analysis is done on 24 hours data of three different links aggregated every 5 minutes. The orders are selected based on the minimum modified Akaike Information Criterion (AICC) using Introduction to Time Series Modeling (ITSM) tool. For our model the best minimum order was found to be $(1,1)$. The goodness of fit is evaluated based on the Q-Q ($t$-distributed) plot and the ACF plot of the residuals and our results confirm the goodness of fit of our model. The forecast analysis is done using a simple one-step prediction. The first 24 hrs of the data set are used as the training part to model the traffic; the next 24 hrs are used for performing the forecast and the comparison. The actual traffic data and the predicted traffic data is compared to evaluate the performance of the model. Based on the prediction error the performance metrics are evaluated. A comparative study of GARCH model
other existing models is performed and our results confirms the simplicity and the better performance of our model. The complexity of the model is measured based on the number of parameters to be estimated.

From this study, the GARCH model is found to have the ability to forecast aggregated traffic but further investigation need to be conducted on a less aggregated traffic. Based on the forecast model developed from the GARCH model, we also intend to develop a dynamic bandwidth allocation algorithm as a future work.
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Chapter 1

Introduction

1.1 Characteristics of Internet Traffic

During the last 10 years, study on the behavior of the network traffic gained momentum with researchers characterizing the network traffic to be long-range dependent (LRD), self-similar, and exhibiting heavy tailed distributions. However, the initial study of voice traffic and later the Internet data traffic in the early years, the Markov model was a necessary paradigm. But after the pioneering study of Leland, Taqqu, Willinger and Wilson\(^1\), long range dependence and self-similarity were considered an inherent characteristics of Internet traffic. This led to several research on network traffic such as modeling, network performance analysis, etc. Interarrival times of packet were found to have a marginal distribution with heavy tail distribution rather than the exponential. Aggregate traffic were also found to follow a correlation pattern at larger time scales which led to the long-range dependence characterization.

Self similarity and fractals are phenomena where certain property of an object is not altered by scaling in time and space. As an example, in case of fractals, an object is geometrically similar in all spatial scales and in case of time series, it is statistically similar over all ranges of time scales. Some of the self-similar process such as Internet traffic exhibits LRD. LRD is a condition where the rate of decay of statistical dependence is much slower than the exponential decay. In LRD processes, the Autocorrelation function (ACF) decays
slowly. One of the main criteria for using the Markov property is its simplicity and analytical tractability. Very often, interarrival processes and service times are assumed to be iid with an exponential distribution. However, with the advancement in the data acquisition and analytical processes the thin tail assumption of queuing theory are found to be inappropriate. The heavy tail distribution has been attributed to huge file transfers.

The LRD and self-similar behavior of network traffic invalidated the traditional Poisson process assumption of packet arrivals. Although the Internet traffic has been found to be characterized by self-similarity, long-range dependence, and heavy tail phenomena, in a later study the Poisson view was revisited\(^2\). The later traffic data is found to follow a Poisson process pattern at sub-second time scales. It is interesting to note that traffic behavior can be characterized as a time dependent Poisson exhibiting long range dependence at long time scales. Internet traffic were also found to exhibit complex scaling and multifractal characteristics which is caused by Round-Trip Time (RTT) delay\(^3\).

1.2 Traffic Modeling and Forecasting

Traffic modeling and analysis plays an important role in determining network performance. A model which can accurately interpret the important characteristics of traffic is required for efficient analytical study and simulation purposes. This in turn triggers better knowledge of network dynamics, thus an essential aid for network design and bandwidth wastage control. Traffic modeling originated from the study of telephone network with the Poisson assumption of the traffic arrival process. However, with the emergence of modern technology, network traffic has evolved tremendously becoming more complex and bursty than the earlier voice traffic. This resulted in several sophisticated stochastic models. But to accurately predict a traffic, there is a need for traffic models which can capture the characteristics.

Network engineering and management rely a lot on an appropriate model for traffic measurements. Traffic forecasting is one major research interest for many network engineers. To accurately forecast the traffic a good model which can represent the inherent traffic
characteristics is required. With a good traffic model and an accurate forecast technique, traffic engineering can be made more efficient for dynamic bandwidth allocation as well as anomaly detection tools. Based on the traffic forecast methodology, network engineers can envision traffic engineering tools which can adapt to any future unexpected conditions automatically. A long term forecast algorithm can definitely play a very important role in network planning and bandwidth provisioning.

In most of the previous study done for more than two decades, the most likely choice of a model is a stochastic process. The stochastic processes which tend to be used in modeling are those which has less number of parameters. And, in most of the cases the parameters fitted with the measured statistics of an actual traffic data tend to produce models which has similar statistical properties with the actual traffic data. This kind of model will be able to achieve a forecasting technique comparable to the actual traffic stream. Thus, the behavior of a real traffic can be predicted using stochastic processes. Ideally, such processes should be capable of accurately representing the statistical properties of the real traffic which is not always possible because of several complexity issues. But one main goal is to make sure that the first and second order statistics match that of the actual traffic.

Traffic modeling and forecasting also plays an important role in achieving an optimum resource allocation by appropriate bandwidth provisioning and simultaneously maintaining the maximum network utilization. Thus it is worth having a good model to design future network capacity. The dynamic nature of network traffic influences the need for a way to dynamically allocate bandwidth. Dynamic allocation can be achieved only if we have an accurate model. There is the problem of under forecasting as well as over forecasting. Under forecasting results in restricting bandwidth and hence, loss of information while over forecasting leads to wastage of bandwidth. Thus, an accurate traffic modeling and forecasting is a necessity in order to achieve a better Quality of Service (QoS) and for better future network engineering.

Time series models, linear as well as non linear have been used extensively to model net-
work traffic by many researchers. Some of the popular time series models used are AutoRegressive Moving Average (ARMA), AutoRegressive Integrated Moving Average (ARIMA), AutoRegressive Conditional Heteroskedasticity (ARCH), etc. This does not restrict the usage of alternate models such as fuzzy logic, neural network approach, or wavelet based models. Each had their own drawbacks as well as benefits in terms of accuracy and complexity. With the ever evolving nature of Internet traffic, any kind of modeling and forecasting is just an approximate of the real one but never an exact one. So coming up with a model and a forecasting algorithm which can best represent the Internet traffic should be the main goal of network engineers.

1.3 Contribution

Considering the drawbacks and benefits of the previous models used so far in modeling Internet traffic, we considered two main issues as a modeling and forecasting criteria. The first one is the underlying characteristics of Internet traffic and the second one is the performance of the prediction. Keeping in mind the bursty nature of Internet traffic we chose a non-linear time series model Generalized Autoregressive Conditional Heteroskedastic (GARCH) model. The beauty of this model is its conditional variance, where the variance is dependent on the past variances. Using this property we incorporated the bursty nature of Internet traffic.

We used real Internet traffic data for modeling. The goodness of fit test, the Q-Q plot (t-distributed) and the ACF plot clearly shows that our model fitted the data really well. The forecast algorithm is developed based on our model and we used a simple one step prediction recursively to forecast the traffic. A comparison of the actual traffic and predicted traffic is performed to calculate the forecast error. The forecast error was found to be minimal. We also did a comparative study with other models to evaluate the performance of our model and its forecast algorithm. In all the cases our model was found to perform better than the other models. When it comes to complexity of the model, our model is a very simple model.
with a simple prediction method.

Summarizing, the contribution in this thesis are:

1. Identifying a model which can best represent the Internet traffic and its characteristics and

2. Developing a simple prediction algorithm.
Chapter 2

Literature Review

2.1 Introduction

The first step to achieve a good forecasting algorithm in order to optimize bandwidth allocation with a goal to maintain network utilization is an accurate model for the network traffic. The main goal for Internet traffic modeling is to determine a model which can best represent the traffic behavior and incorporate the model to develop an algorithm to effectively allocate bandwidth dynamically despite the fact that Internet traffic is complex in nature. The motivation for this research is from previous works where researchers have used several models based on the characteristics of traffic data and also keeping in mind the dynamic allocation of bandwidth. In the following sections we will go through some of the works done so far which has motivated this research.

2.2 Characteristic features of Internet Traffic

In studies conducted during the last decade, various aspects of network behavior have shown ample evidence of Long Range Dependence (LRD) and heavy tailed distribution. Recent studies have shown that actual network traffic is self-similar or fractal in nature i.e., bursty over a wide range of time scale. A common characteristics of the self-similar phenomena is that their space-time dynamics is governed by power-law distribution and hyperbolically decaying autocorrelations. In contrast, fractal phenomenon relies on highly parameterized
multilevel hierarchies of conventional models which in turn are characterized by distribution and autocorrelation functions that decay exponentially fast. On the other hand long range dependence measures the memory of a process and intuitively distant events in time exhibits correlation.

Understanding the characteristics of Internet traffic has been a challenging research topic for more than a decade. A deep knowledge of the underlying dynamics of Internet traffic plays an important role in order to offer better quality of service. Poisson processes have been used to model network arrivals because of its analytical simplicity, however, the common assumption of the packet interarrivals as exponentially distributed is no longer valid. Leland et al. proposed the self-similar processes of Ethernet Traffic in local area network and these processes differs from the Poisson process with regards to its theoretical properties. Studies done on earlier Ethernet data have shown that network traffic possessed properties similar to the second-order self-similar processes, alternatively defined by wide-sense stationary processes. This results led to numerous study on the bursty nature of individual TCP which is a constituent of the aggregate traffic. In their analysis traffic was found to exhibit correlation over varied time scales which ranges from seconds to hours. Extensive amount of work has been done to explain the self-similar nature of Internet traffic. Their hypothesis and findings were supported by extensive study done on several Ethernet measurements. Internet traffic behavior inclined toward the existence of LRD, self-similarity and heavy-tailed distributions. It has been reported that the presence of LRD in traffic could be the heavy tailed distribution of the files transferred in the network.

In the earlier years, using queuing system to model the traffic was justified because of the lower volume of traffic. However, with the ever increasing usage of Internet and the need for a better Quality of Service led to the search for models which can work even for the future Internet. In, the Poisson Pareto Burst process (PPBP) was proposed and it was found to accurately model the Internet traffic. The PPBP predicted accurately the queuing performance of an aggregated traffic sample trace. This model was proposed keeping in mind
the ever increasing volume of host using the Internet. The PPBP process is a model closely related to models such as the M/G/∞ and sometimes referred to as M/Pareto process. The PPBP process was based on the heavy-tailed distribution of traffic bursts\(^4\) specially for multiple bursts which occurs simultaneously.

In\(^4\), the authors have shown that Poisson processes were valid only when modeling Teletype network (TELNET) and file transfer protocol (FTP) control connections and they failed to accurately model Wide Area Network (WAN) arrival processes. WAN packet arrival processes were found to be more accurate when modeled with self-similar processes. One of the reasons is the fact that Poisson process underestimated both burstiness and variability of Internet traffic. At the same time large scale correlations characterized the WAN traffic traces. Self-similarity’s origins in Internet traffic were mainly attributed to heavy tailed distributions of file sizes.

Despite the overwhelming evidence of LRD’s presence in Internet traffic, a few findings indicate that Poisson models could be still applicable, as the number of sources increases in fast backbone links that carry vast numbers of distinct flows, leading to large volumes of traffic multiplexing. In\(^2\) the authors discussed the possibility of Poisson process considering the fact that the volume of Internet connected host has increased tremendously over the past decade since the original data was collected. So the Poisson assumption was revisited using new traffic measurements as well as some historical traffic traces of Tier 1 ISP backbone links. The study reported that at sub-second time scales the current network traffic could be modeled as a Poisson process. But they also reported that at multi-second time scale the network behaved as a piecewise-linear non-stationary traffic with the presence of LRD. These behavior were reported as a time dependent Poisson process of the network traffic, viewed at different time scales. Exploring and analyzing the co-existence of Poisson distributions and LRD in network traffic will be a key to modeling Internet traffic, which in turn will contribute to traffic management schemes providing the desired QoS as efficiently and cost effectively as possible.
2.3 Modeling Techniques

2.3.1 Time Series Models

Time series models have been used to model Internet traffic in many of the previous works. Linear time series model AutoRegressive Moving Average (ARMA) model has been used as a network traffic prediction model\(^9\). In\(^{10}\) ARMA has been used to model traffic data sequence from an Ethernet traffic, two campus FDDI rings, entry/exit points of the NSFNET etc. The ARMA model used by the author was fitted on a differenced data. However, the variates of the ARMA process were found to be non-Gaussian. In\(^{11}\), fractional AutoRegressive Integrated Moving Average (f-ARIMA) processes was found to capture the LRD and short range dependence (SRD) characteristics of traffic. Seasonal ARIMA was used to fit wireless traffic data in\(^{12}\).

Data traffic has shown to exhibit significantly higher variability than Poisson processes. It has been shown that data traffic possesses temporal correlation that persists over time-scales that range from milliseconds to over hundreds of seconds. Non-stationary behavior can arise from shifting mean levels, changing parameters of a basic structural model, or both. If one considers the sequence of byte-rate dependent transformations typically undergone by a source traffic stream from the application to the network level, non-linear time series maybe applicable\(^{13}\). Transport control protocols such as TCP impose constraints on the rate of data flow from the source. As a result the source responses change as a function of the instantaneous load on the transit networks and the change is observed after a finite time delay in feedback information.

Some of the non linear time series models used are Threshold Autoregressive (TAR), ARCH - based model, and ARIMA/GARCH. In\(^{14}\), ARCH - based model was used to determine an effective dynamic bandwidth provisioning framework in a nonstationary traffic environment which can adapt to short-term traffic fluctuations while adhering to the data loss, utilization, and the signaling cost constraints. Some of the key issues the authors considered were an appropriate time series traffic model, an appropriate bound for the

\(^9\) Reference: [insert reference number]
\(^10\) Reference: [insert reference number]
\(^11\) Reference: [insert reference number]
\(^12\) Reference: [insert reference number]
\(^13\) Reference: [insert reference number]
\(^14\) Reference: [insert reference number]
bandwidth predicted so that there is no over-estimation or under-estimation, avoid high signaling cost by considering proper the bandwidth updates, and also the stochastic nature of traffic.

To correctly characterize the traffic data rate dynamics of the data sets collected, a seasonal ARCH based model with the innovation process generalized to the class of heavy-tailed distribution was considered, which is a deviation from the traditional Gaussian distribution usually an assumption followed in most of the previous works. The bandwidth provisioning scheme in this paper takes as input the Modified Probability-Hop forecasting algorithm in allocating the bandwidth. The underlying assumption of the provisioning schemes is that bandwidth can be allocated or deallocated only in discrete units referred to as bandwidth quantum. Bandwidth quantum is expressed as a fraction of maximum available bandwidth on a link. An attempt to reduce the short-term data loss and to increase the bandwidth utilization can trigger frequent bandwidth updates leading to an oscillatory/unstable behavior. To take care of this issue the authors came up with a provisioning scheme aimed at reducing the signaling overhead in addition to meeting the loss and the utilization constraints. They referred to this scheme as the Instantaneous Bandwidth Provisioning (IBP) Scheme.

The choice of the model was done mainly based on the aggregate data rate, but not at a single flow level. The data sets collected were also at a coarser time scale of every 5 minutes aggregated over every 15 minutes. This choice of a coarser time interval was done mainly to reduce signaling cost caused by frequent bandwidth updates. But an investigation into finer time scale and its complexity needs consideration. The forecast was done for a subsequent single time frame and based on that the bandwidth provisioning was done. Forecast for the multiple time frames and an appropriate technique for bandwidth provisioning is worth investigating. The results and the performance metrics produced in this paper were found to be promising and convincing.

In a combination of a linear ARIMA and non-linear GARCH time series models, ARIMA/GARCH was proposed. This model was used mainly to fit the bursty nature
of the traffic. The authors presented procedures for parameter estimation and based on that an adaptive prediction method was used taking into account the non-stationary behavior of the traffic. Their prediction performance was tested on real traffic data using one-step-ahead and $k$-step-ahead prediction schemes at three different time scales. In their study, non-linear time series model was found to be a more accurate model with a better forecast as compared to the traditional linear time series model. The non-linear behavior very well captured the bursty nature of Internet traffic. However, ARIMA/GARCH used a complex prediction methodology. The prediction accuracy and prediction scale have not been determined yet and left as a future work.

In\textsuperscript{13} a non-linear time series model threshold autoregressive model (TAR) which is composed of a set of linear AR models in valid disjointed subregions was proposed for Internet Data traffic and Variable bit rate (VBR) H.261 encoded Video traffic. These AR processes were grouped according to a specified amplitude range. Basically the AR process governed the traffic amplitude estimated in a particular subregion. At a given time, the subregion selected will depend on the amplitudes observed over lagged time values. Though the dynamics within each threshold were determined by locally linear AR processes the aggregate process was globally non-linear. The authors have developed an integrated prediction scheme and also proposed a method to run simultaneously multiple predictors and forecasting one which exhibited the smallest prediction error. The TAR model has been applied for modeling time-series data exhibiting cyclical behavior and LRD features.

2.3.2 Alternate Models

There are also other models used in traffic modeling. In\textsuperscript{16} a Poisson shot-noise process was proposed to model traffic at the flow level, assuming that the traffic characteristics could be captured at flow level. They have used real traffic traces obtained from the Sprint IP backbone network. The model was found to closely resemble the real backbone traffic and additionally it was stated as a simple model. Fuzzy logic was used for traffic modeling,
prediction, and congestion control in\textsuperscript{17}. The authors proposed the fuzzy autoregressive (fuzzy-AR) model to analyze traffic characteristics in high-speed networks. Fuzzy clustering method was used to combine several linear local AR processes so as to model a fuzzy-AR model which can closely resemble a time dependent non-linear process. The authors used the actual Ethernet-LAN packet to validate their proposed method. In\textsuperscript{18}, an adaptive neural-network architecture was proposed for online as well as offline traffic modeling. Wavelet-based models were used to study wide-area networks and Internet traffic was found to follow a complex scaling and exhibited multifractal characteristics\textsuperscript{3,19}.

\section*{2.3.3 Forecasting and Bandwidth Provisioning}

One of the key reasons of traffic forecasting is to improve the dynamic bandwidth provisioning methods. Since a very long time researchers have worked on a better usage of bandwidth. In the early 90s optimal capacity management techniques have been proposed to insure efficient bandwidth control in virtual path (VP) used in Asynchronous Transfer Mode (ATM) technique\textsuperscript{20}. In this paper, the authors proposed a strategy where the VP capacity could be checked and changed within certain time frame in order to control wastage of bandwidth as well as minimize costs. The arrival process of the traffic flow of the ATM network was assumed to be a Markov process. This assumption was also made in an earlier paper where bandwidth control in VP in the ATM network was improved using statistical sharing of bandwidth capacity\textsuperscript{21}. In\textsuperscript{22}, bandwidth allocation techniques in VP in broadband networks was proposed using a policy where the trade off between costs and bandwidth utilization is taken care of by setting a threshold assuming the network arrival process to be a Markov process. In\textsuperscript{23}, based on the Markov model proposed a bandwidth estimation scheme taking the future time interval into account. Their main goal was to develop policies to overcome the trade off between latency and utilization. In\textsuperscript{18}, an adaptable neural-network architecture was proposed for online and offline traffic modeling. The recursive weight estimation algorithm developed by the authors ensures that the network weights are updated in order
to obtain a network output after adaptation close to the current bit rates. Their algorithm was reported to be simple computation wise and was found to perform better than previous techniques.

In\textsuperscript{14}, a dynamic bandwidth provisioning algorithm was proposed based on their forecasting scheme. The authors used ARCH based model, a time series model with conditional non-constant variances and finite unconditional variance in the asymptotic region. The forecasting technique, Modified Probability-Hop forecasting, was introduced by setting probability limits based on the conditional forecast distribution. The two most recent forecast errors was considered in the forecast based on the assumption that the errors reflected the transient nature of traffic dynamics. A prediction bandwidth provisioning scheme was used to achieve dynamic bandwidth provisioning, based on a bandwidth value obtained from the forecasting system and also based on the service level requirement.

In\textsuperscript{24}, a combination of wavelet multiresolution analysis and linear time series models have been used to predict link upgrades in an IP backbone network and reported the the existence of long term trends and strong periodicities in IP backbone traffic. Wavelet multiresolution analysis was used to smoothen out the traffic measurements to identify the long-term trend. After the initial transformation low-order ARIMA was used to model and forecast the long term trend and the variability of the traffic. their forecast was found to give accurate yield for the following six months interval.

Traffic forecasting not only enables researchers to develop dynamic bandwidth allocation schemes but also has been used in detecting anomalies in the networks as reported in\textsuperscript{25} and\textsuperscript{26}. In\textsuperscript{25}, the authors designed k-ary sketch, a variation of the sketch data structure and implemented time series forecasting schemes such as ARIMA and Holt-Winters to detect network anomalies. The anomaly detection was achieved by monitoring flows with high forecast errors. In\textsuperscript{26}, the authors developed an anomaly-tolerant nonstationary traffic prediction scheme which has the capability of handling single and continuous anomalies.
Chapter 3

GARCH-Non-linear Time Series Model for Traffic Modeling and Prediction

3.1 Abstract

Forecasting of network traffic plays a very important role in many domains such as congestion control, adaptive applications, network management and traffic engineering. A good traffic model should have the ability to capture prominent traffic characteristics, such as long-range dependence (LRD), self-similarity and heavy-tailed distributions. In this paper, we propose a non-linear time series model, Generalized autoregressive Conditional Heteroskedasticity (GARCH), with innovation process generalized to the class of heavy-tailed distributions. Our model is fitted on a real data and our results confirms the goodness of fit of our model. We then evaluate a forecasting scheme for our model’s prediction. Comparative study with other existing models shows that our model have a better prediction accuracy. In addition, the parameter estimation is less complex than the other models used so far in modeling Internet traffic data.
3.2 Introduction

Traffic modeling is a challenging task, specially when choosing a model which represent the complex characteristics of Internet traffic. It is an ongoing research, where many researchers have been working for more than a decade. This research is continuously evolving as the volume of traffic increase with advances in technology and with the increase in the number of users. Because of various factors, such as cost and efficient performance, network providers tomorrow will be focusing on an efficient way to allocate bandwidth. Researchers are working on models for Internet traffic to be able to forecast the traffic efficiently, reducing wastage as well as insufficiency of bandwidth.

In our work, we attempt to answer a key question: can we determine a model which can represent the volatile nature of Internet Traffic and develop a simple forecasting methodology based on the model identified? Two key issues to be taken care of while answering these questions are: 1) specific characteristics of the traffic, and 2) desired performance of the prediction. Identification of a good model is the main criteria, as without an efficient model the forecast or prediction may not be accurate. To identify the model, we need to make use of the best way to estimate the parameters. Once a model is identified and the forecast is done, we can allocate bandwidth dynamically based on the previous forecast errors. A good model should be able to take care of the traffic characteristics such as long-range dependence, self-similarity and heavy tail distribution. The only way we can explain the functionality of the Internet traffic and improve its performance, is through models obtained from analysis of network measurements. Once a model is identified, the prediction is done based on the estimated model.

A good traffic model plays a very important role even for the Future Internet where virtual networks can be built on top of the same physical infrastructure. Some advantages of virtualizations can be given as:

- Virtual networks can be flexible to adapt to the needs and to be maintained
• Multiple virtual networks can be created simultaneously

• Virtual networks can be provided isolation if needed

• Virtual networks can provide economy of scale and scope for the whole network

For such a virtual network, resources can be allocated to an individual flow or an aggregated flow. The first step toward obtaining a resource allocation is to obtain the measurements of the past traffic profile of the flow. An appropriate model can be fitted to the observed measurements and provide an acceptable forecast for the model. For each virtual network entity, a uniform allocation algorithm can be used to compute the allocation and also for the interval for the allocation based on the forecast. The computed allocation value can then be reserved on the links for the computed interval of time. A very important requirement for the efficient resource allocation is the capability to predict the profile of the flow bit rate in the future time intervals. The aim of the prediction or forecast is to avoid the delay and consequently unnecessary (resource reservation greater than current traffic) or unacceptable (resource reservation lower than current traffic), resource allocation.

The need for Traffic Modeling and forecasting came with the goal of the network providers who are constantly looking forward to providing dynamically provisioned bandwidth to customers based on periodically measured data. This work is very challenging and promising too, as this will benefit the Network Providers as well as the users as far as bandwidth allocation is concerned. The users do not have to worry about paying too much for their bandwidth and the Network providers do not have to worry about wasting bandwidth.

Our first objective is to develop a model which can best characterize the traffic data rate dynamics of a given data set. Internet traffic has been shown to exhibit bursty characteristics, where the variance is not constant. This dynamic variance of the Internet traffic can be taken care of by a model which takes this conditional variance into consideration. One such model is the Generalized AutoRegressive Conditional Heteroskedastic (GARCH) model, which has been used in many financial data analysis. Our main goal at present is
to forecast the traffic for the proposed model. We have kept bandwidth allocation as our future work.

The chapter flow starts with discussing the related work in section 3.3. In section 3.4, we present our proposed GARCH model. In section 3.5, we discuss the model fitting process. In section 3.6, we show and explain the results of our model fitting and prediction algorithm.

3.3 Related Work

3.3.1 Traffic Modeling

The literature concerning Internet traffic models is rich of models based on linear time series such as AutoRegressive Moving Average (ARMA)\textsuperscript{10}, AutoRegressive Integrated Moving Average (ARIMA)\textsuperscript{28}, Fractional Integrated AutoRegressive Moving Average (FARIMA)\textsuperscript{11}. ARIMA time series models have been found to be appropriate in modeling nonstationary data traffic as well as in modeling time varying telephone traffic\textsuperscript{29, 24, 30}. One of the issues with ARIMA parameter estimates is that, it is quite possible that the estimates of ARIMA parameters may change over a longer time duration. Thus over time such inadequacies can induce undesirable correlation in the innovations (noise terms) of the model which in turn affects the forecasts generated. Models such as ARMA, ARIMA and FARIMA cannot capture the non linear behavior of Internet traffic, though ARIMA takes care of the nonstationary behavior of traffic. However these models have a constant variance, and thus cannot capture the bursty nature of the Internet traffic, which is a very important characteristics of the Internet traffic.

Later because of the non linear behavior of the Internet Traffic, non linear time series models were presented. A Nonlinear time series model such as Threshold Autoregressive (TAR) has been used to model Internet Data traffic and VBR Video traffic\textsuperscript{13}. In\textsuperscript{13}, the authors have developed an integrated prediction scheme and also proposed a method to run simultaneously multiple predictors and forecasting one which exhibited the smallest prediction error. In\textsuperscript{14}, ARCH - based model was used for forecasting and adaptive bandwidth
provisioning. Though the authors took care to accommodate the characteristics of Internet Traffic, such as heavy tailed distributions of the innovations process, they failed to consider the bursty nature of Internet Traffic, which is in fact a very important characteristics. Time series are not the only models proposed for Internet traffic. For example Fuzzy Logic and Neural Networks have been used for traffic modeling and prediction and congestion control\textsuperscript{17, 18}. In\textsuperscript{31}, the authors used Neural Network Ensemble(NNE) for the prediction of TCP/IP traffic using Time Series Forecasting methods like ARIMA and Holt-Winters.

### 3.3.2 Traffic Forecasting and Dynamic Bandwidth Provisioning

There has been limited work where researchers tried to understand network dynamism and how it controls dynamic bandwidth provisioning. Most of these works are on the assumption that the nature of the traffic is known. In\textsuperscript{20, 21, 22} the traffic flow arrival process for the dynamic virtual path management used in ATM networks is based on the Markovian assumption. A Markov model-based bandwidth estimation has been proposed in\textsuperscript{23} for future time interval, to take care of time-varying traffic in ATM virtual circuits. In addition, adaptive bandwidth control schemes have been studied closely in\textsuperscript{18} with respect to time-dependent Poisson traffic using a point-wise stationary fluid-flow approximation technique. Though much work has been done based on an assumed model, none of these methods were based on periodically measured data for the bandwidth estimation. The need for a periodically measured data was motivated by results in\textsuperscript{4} stating the failure of the Poisson Model and by results in\textsuperscript{5} showing the self-similar characteristics and long range dependence over different time scales. Additionally, traffic forecasting has been used to detect anomalies in the networks as shown in\textsuperscript{25, 26}.

In\textsuperscript{14}, extensive work has been done for forecasting and dynamically provisioning bandwidth. The authors have used ARCH model, which is a time series model with conditional non-constant variances, but with finite unconditional variance in the asymptotic region. Their model used the Student-t distribution for the innovation process to accommodate
the heavy-tailed phenomenon and the degree of heavy-tailedness is controlled by the num-
ber of degree of freedom. This is a deviation from the traditional assumption of a normal
distribution for the innovations process. They have introduced a forecasting technique,
Modified Probability-Hop forecasting, where probability limits are set based on the condi-
tional forecast distribution. In the forecast, they considered the two most recent forecast
erors, based on the assumption that the errors reflect the transient nature of traffic dynam-
ics. To achieve dynamic bandwidth provisioning, they have used a prediction bandwidth
provisioning scheme where bandwidth for a future time instant is provisioned based on a
bandwidth value obtained from the forecasting system and also based on the service level
requirement.

Though the previous ARCH-based (ARIMA-ARCH) forecasting and bandwidth provi-
sioning approach is general and can be applied to any time window of measurements, still
it is quite possible that there will be a legitimate traffic spike between two successive mea-
surements for which the provisioning may not be adequate. To take care of the limitations
of the ARCH model, we propose the GARCH model. GARCH model is an extension of the
ARCH-based model to include moving average parts. The ARCH-based model takes the
weighted average of the past squared observations as an approximation of the current condi-
tional variance. The dependence on the past variances makes this model more appropriate
for the Internet traffic data, considering the highly bursty nature of Internet data.

For the model identification, we used Time Series Modeling software, ITSM. The best
candidate model can be chosen using Akaike Information Criteria (AIC) and Bayesian In-
formation Criteria (BIC). One point we should emphasize is that metrics like AIC and BIC
not only evaluate the fit between values predicted by the model and actual measurements,
but also penalize models with larger number of parameters. Once the order of the model
is identified, the parameters are estimated using Maximum Likelihood Estimator (MLE),
a powerful and efficient Estimator. Forecasting the future is one of the fundamental tasks
of time series analysis. We used a simple one step prediction method recursively to get
the subsequent values for a certain time-window. As a future work, we would like to develop an algorithm to dynamically allocate bandwidth based on the forecast algorithm. We would like to develop an algorithm to dynamically allocate bandwidth based on the forecast algorithm as a future work.

### 3.4 GARCH Model for Internet Traffic

The GARCH model is an extension of the ARCH model. A generalized autoregressive conditional heteroskedastic (GARCH) model with order \( p \geq 0 \) and \( q \geq 0 \) is defined as:

\[
Z(t) = \sqrt{h(t)} e(t) \tag{3.1}
\]

\[
h(t) = \alpha_0 + \sum_{i=1}^{p} \alpha_i Z_{t-i}^2 + \sum_{j=1}^{q} \beta_j h_{t-j}^2 \tag{3.2}
\]

where \( e(t) \sim IID(0, 1) \), \( \alpha_0 > 1 \), \( \alpha_i \geq 0 \) and \( \beta_j \geq 0 \) are constants with

\[
\sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{q} \beta_j < 1 \tag{3.3}
\]

and \( e(t) \) is independent of \( Z_{t-k}, k \geq 1 \). A stochastic process \( Z_t \) defined by the equations above is called a GARCH(p,q) process. Here \( h_t \) is the conditional variance of \( Z_t \), given \( \{Z_s, s < t\} \) and \( e_t \) is the innovation (error) variable.

An autoregressive conditional heteroskedastic (ARCH) model with order \( p \geq 0 \) is defined as

\[
Z(t) = \sqrt{h(t)} e(t) \tag{3.4}
\]

\[
h(t) = \alpha_0 + \sum_{i=1}^{p} \alpha_i Z_{t-i}^2 \tag{3.5}
\]

where \( e(t) \sim IID(0, 1) \), \( \alpha_0 > 0 \) and \( \alpha_i \geq 0 \) are constants and \( e(t) \) is independent of \( Z_{t-k}, k \geq 1 \). A stochastic process \( Z_t \) defined by the equations above is called a ARCH(p) process. Here \( h_t \) is the variance of \( Z_t \) and \( e_t \) is the innovation (error) variable.

The non constant variance of the Internet traffic data can be taken care of by the GARCH model, as GARCH model takes care of the dynamic variance. The distributions of
the residuals are found to depart significantly from normality, i.e., they are found to be heavy
tailed distributed. To accommodate the heavy tailed distribution of the innovations process,
we use the Student-t distribution where the degree of heavy-tailedness can be controlled by
the number of degrees of freedom. This is represented as follows, \( \sqrt{\frac{\nu}{\nu-2}} e(t) \sim t_\nu, \nu > 2 \)
where \( t_\nu \) is the Student-t distribution with \( \nu \) degrees of freedom.

Once the order selection for our model is done, we proceed toward estimating the pa-
rameters \( \alpha \)'s and \( \beta \)'s. Since our model order is \((1,1)\), we just need to find \( \alpha_0, \alpha_1 \) and \( \beta_1 \).
The parameter estimation technique used in this paper is the Maximum Likelihood Esti-
mator (MLE), a powerful and an efficient Estimator. The likelihood ratio for GARCH with
Student-t distribution is given by:

\[
L(\alpha_0, \ldots, \alpha_p, \beta_1, \ldots, \beta_q, \nu) = \prod_{t=p+1}^{n} \frac{\sigma_t^{-1} \sqrt{\nu}}{\sqrt{\nu - 2}} t_\nu(\hat{Z}_t, \sigma_t^{-1} \sqrt{\nu})
\]

where \( \hat{Z}_t \) is the mean-corrected observations at time instant \( t \) and \( \sigma_t \) is the standard deviation
with \( \sigma_t = \sqrt{h_t} \) at time \( t \geq 1 \).

Maximization is carried out with respect to the coefficients \( \alpha_0, \alpha_1 \) and \( \beta_1 \) and the degrees
of freedom \( \nu \) of the \( t \) - density of \( t_\nu \).

### 3.5 GARCH Model Fitting and Measured Data

#### 3.5.1 Data sets

The data sets for our study is obtained from real network traffic data from the Abilene
Backbone Network\(^32\). The Abilene Network is a high-performance Internet-2 backbone
network connecting research institutions to enhance the development of advanced Internet
applications. All links have a bandwidth of 10Gbps which uses OC-192. For our analysis,
we used a 24 hours data, which is aggregated every 5 minutes and we have considered three
links: the Houston-Kansas City link, the Kansas City-Denver link and the aggregate Abilene
traffic. Since our goal is to develop a model which can best fit the Internet traffic, we use
the first 24 hours data for our model fitting and the data for the next 24 hours to compare
our prediction with the actual traffic. The time series of the data set II is given in Figure 3.1.

The sample ACF plot of Data set II is given in Figures 3.2. The sample ACF plot suggest that the data is non-stationary. In order to remove the non-stationarity and trend in the data, we need to pre-process the data. The aggregated time series is transformed using Box-Cox transformation and differencing it once. The plot of the transformed data for the data set II is given in Figure 3.3.
Figure 3.2: Sample ACF of Data set II
Figure 3.3: First differenced log transformed data of Data set II
3.5.2 Model Identification

In order to select the orders $p$ and $q$ we used the modified Akaike Information Criterion (AICC)\textsuperscript{33}. An exhaustive search is done for various combinations of $p$ and $q$, using ITSM tool and the model with the minimum AICC is chosen as the best candidate model. The reason for the choice of AICC is because of the fact that metrics like AIC and BIC not only evaluate the fit between values predicted by the model and actual measurements, but also penalize models with larger number of parameters. The best minimum order of $p$ and $q$ for our model is (1,1).

Once the data is preprocessed, we fitted a GARCH(1,1) model. The unknown parameters of the model, $\alpha_0, \alpha_1, \beta_1$ and $\nu$ are estimated using the maximum likelihood function. The estimates of all the parameters along with the $\nu$-value for data sets I, II and III are listed in Table 3.1. It can be noted that the estimates of $\alpha_0, \alpha_1, \beta_1$ and $\nu$ are statistically significant from zero, justifying the GARCH model and its heavy-tailedness of the innovations process. To evaluate the goodness of fit for the GARCH model, we plotted the Q-Q (t-distributed) plot of the GARCH residuals.

3.5.3 Prediction Methodology

For prediction, we have used a one-step prediction recursively to obtain the subsequent values. The first 24 hrs of the data set are used as the training part to model the traffic; the next 24 hrs are used for performing the forecast and the comparison. In our prediction methodology, we set our forecast step to one. Based on the parameters estimated from the time series using the GARCH model and also on the information obtained from the last

<table>
<thead>
<tr>
<th>Estimates</th>
<th>Data set I</th>
<th>Data set II</th>
<th>Data set III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>0.0003</td>
<td>0.002</td>
<td>0.004310</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.2069</td>
<td>0.16982</td>
<td>0.122784</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.1158</td>
<td>0.808</td>
<td>0.876969</td>
</tr>
<tr>
<td>$\nu$</td>
<td>23</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3.1: Parameter Estimates for Data sets I, II and III
time instant of the time series data, we proceed to forecast the traffic for the next time instant. We update the traffic data each time the actual traffic is available to us; and this process is recursively performed for the next 24 hrs. This forecasted traffic is compared with the actual traffic data and we compare the performance based on the prediction error. The prediction methodology used is also simple to be performed in real time.

3.6 Results

We observed that GARCH model fitted the traffic data very well and this is confirmed by the goodness of fit test which is given by the Q-Q plot with the squared correlation $R^2$ close to 1 as shown in Fig 3.4. Such a well-fitted statistical evidence is a solid empirical foundation for the forecasting and the bandwidth provisioning.

Once the goodness of fit test is done, we did the prediction for the next 24 hrs. In Figure 3.5, we observe that the forecast closely follow the actual traffic. Our forecast technique shows few cases of slight overforecast and rare cases of underforecast, which is a positive point. In order to validate the efficiency of our model, we did a comparative study with other models such as ARIMA(1,1,1), ARCH(1) and ARIMA(1,1,1)-ARCH(1). We used the traffic data to fit all the four models ARIMA, ARCH, ARIMA-ARCH and GARCH and it was observed that GARCH has the best fit. In fact, if there is an under forecasting, this is a concern as there will be underallocation of bandwidth, which can lead to loss of information as a result of the bandwidth restriction. In order to validate the efficiency and complexity of our model, we did a comparative study with other models such as ARIMA, ARCH and ARIMA-ARCH. An analysis of this comparative study is given in the following sections.

3.6.1 Performance

In this section we present comparative forecasting performance results of GARCH with ARIMA, ARCH and ARIMA-ARCH. We used the traffic data to fit all the four models
Figure 3.4: Q-Q plot of GARCH residuals for Data sets II
Figure 3.5: Predicted Traffic for Data set II (a) 24 hrs interval (5 min aggregation) (b) Enlarged view of (a) from interval 0-60
ARIMA, ARCH, ARIMA-ARCH and GARCH and observe how well these fitted models work. To check the goodness of fit for these models we observed the sample ACF/PACF of the residuals of the fitted model.

As we can observe from the Figures 3.6, 3.7 and 3.8, the residuals of ARIMA, ARCH and ARIMA-ARCH for all the three data sets are significantly different from zero, while in the case of GARCH as in Figure 3.9, the sample ACF have residual significantly close to zero. These results clearly shows the good performance capability of our model. Our model is able to fit the traffic data accurately as compared to the other model. To further check on the performance of our model we did a more elaborate comparative study on the forecasting behavior of our model and ARIMA-ARCH. In Fig 3.10 (b), we observe that
Figure 3.7: ACF plot of absolute value and squares of residuals of ARCH model for data set I
Figure 3.8: ACF plot of absolute value and squares of ARIMA-ARCH model for data set I
Figure 3.9: ACF plot of absolute value and squares of GARCH model for data set I
the forecasting behavior of ARIMA-ARCH though closely follows that of the actual traffic, it underforecast the actual traffic in some cases. This is disadvantageous when it comes to bandwidth allocation as this can lead to a stringent bandwidth allocation. Our model neither underforecast nor excessively overforecast, which is just appropriate for a proper bandwidth allocation. But in the case of GARCH in almost all the three data sets that we studied, the forecasting is a little over the actual traffic. Our model neither under forecast nor excessively over forecast, which is just appropriate for a proper bandwidth allocation. We also did a more elaborative study to compare the performance quantitatively considering the accuracy of the prediction and the complexity of parameter estimation. To measure the accuracy, we have used the following metrics:

- GARCH Forecast Error $E_G = \frac{\sum_{i=1}^{N}(X_i - X_i^G)^2}{\sum_{i=1}^{N}X_i^2}$

- ARCH Forecast Error $E_A = \frac{\sum_{i=1}^{N}(X_i - X_i^A)^2}{\sum_{i=1}^{N}X_i^2}$

where $X_i - X_i^G$ is the prediction error for GARCH model and $X_i - X_i^A$ is the prediction error for ARCH model.

To measure the complexity we have considered the number of parameters to be estimated in each model.

### 3.6.2 Evaluation

In this section we evaluate the performance and complexity of our model using the above metrics. For each data set, we use the first 24 hours data for developing the time series model and consider the next 24 hrs for evaluating the effectiveness of our approach. To check the performance on a longer time interval, we applied the forecasting algorithm for a period of 7 days. As can be seen from Figure 3.11, we observed that the predicted traffic closely follows the actual traffic. This is a very good indication that GARCH model is able to perform well even for longer time intervals.

To evaluate the forecast accuracy of GARCH model, we did a comparative study with the existing model ARIMA-ARCH. As seen from Table 3.2, we observed that the forecast
error of GARCH model is significantly smaller than ARIMA-ARCH model, which clearly states the forecast efficiency of GARCH.

Our GARCH model has a reduced complexity characterized by a reduced number of
<table>
<thead>
<tr>
<th>Error</th>
<th>Data set I</th>
<th>Data set II</th>
<th>Data set III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Garch</td>
<td>$7.2652 \times 10^{-13}$</td>
<td>$3.3393 \times 10^{-12}$</td>
<td>$1.759 \times 10^{-10}$</td>
</tr>
<tr>
<td>ARCH</td>
<td>$1.1818 \times 10^{-4}$</td>
<td>$1.8501 \times 10^{-5}$</td>
<td>$2.0413 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 3.2: *Prediction errors of GARCH and ARCH for Data sets I, II and III*

Figure 3.11: *Predicted Traffic for Data set II for a period of 7 days*
parameters to be estimated, since the selected GARCH model has order (1,1), while the
selected ARIMA-ARCH model has order (1,1,1).

3.7 Conclusion

In our study, we introduced GARCH - a non-linear time series model, which is capable of
capturing specific characteristics of Internet traffic data which the traditional linear time
series failed to accommodate. Our model can capture the bursty nature of Internet traffic
with its variable variance. Statistically, if the traffic has a bursty behavior, this means
that it has a variance changing with time. The GARCH model is a non-linear time series
model which can capture the conditional variance effectively, because of its dependence on
variance at every time instant. Our model is able to forecast aggregated traffic but further
investigation need to be conducted on a less aggregated traffic. Since we could forecast the
traffic data successfully using a simple prediction methodology based on our GARCH model,
we also intend to develop a dynamic bandwidth allocation algorithm as a future work.
Chapter 4

Conclusion and Future Work

The objective of this thesis is to come up with a model and a forecasting algorithm which can best represent the Internet traffic data and its characteristics. We developed a model using non linear time series model, Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model of order (1,1). GARCH model fitted the data very well and the bursty nature of the Internet traffic is also taken care of by the conditional variance of GARCH model. Our goodness of fit test is able to determine that the model fitted the data well.

We have used a simple forecasting algorithm based on model used. The comparision with the actual traffic clearly showed that the forecast algorithm is accurate. The predicted traffic clearly followed the actual traffic. From the comparision with other models we can conclude that GARCH has better performance. Since our model is of order (1,1), it is less complex compared to other model. So from performance and complexity point of view GARCH is found to be a good model from our study. However, the forecast algorithm is developed based on the model fitting of aggregated traffic and further investigation need to be carried out on a less aggregated traffic.

We see dynamic bandwidth provisioning scheme as a potential future work. Based on the GARCH model and the forecasting algorithm developed, we can develop a dynamic bandwidth provisioning methodology.
Bibliography


Appendix A

General Definitions

A.1 Self Similarity and Long Range Dependence

Long range dependence measures the memory of a process. Intuitively distant events in time are correlated. This correlation is captured by the Auto Correlation Function (ACF), \( \rho(k) \) which measures the similarity between series \( X_k \) and a shifted version of itself \( X_{t+k} \) where \( k \) interval between \( X_t \) and \( X_{t+k} \). The expression for \( \rho(k) \) is given by:

\[
\rho(k) = \frac{E[(X_t - \mu)(X_{t+k} - \mu)]}{\sigma^2}.
\] (A.1)

where \( \mu \) and \( \sigma \) are the sample mean and standard deviation respectively.

A.1.1 Long Range Dependence

A stationary process is long range dependent if it has non summable autocorrelation function, that is \( \sum_{k=1}^{\infty} \rho(k) = \infty \).

A.1.2 Short Range Dependence

Short range dependence is characterized by quickly decaying correlations, i.e. \( \sum_{k=1}^{\infty} \rho(k) < \infty \).
A.1.3 Self Similarity

Definition 1

A stochastic continuous time process $Y = Y(t), t \geq 0$ is self similar (with self similarity parameter $H$) if it satisfies the condition:

$$Y(at) = a^H Y(t), \forall t \geq 0, \forall a > 0, 0 < H < 1$$

(A.2)

Here $Y(t)$ represents the total traffic volume up to time $t$ and $X(i)$ represents the traffic intensity during the $i^{th}$ interval.

The autocorrelation function (ACF) of a second order self similar time series is the same in either coarse or fine time scales.

Definition 2

A stationary process $X(t)$ is exactly second-order self similar with Hurst parameter $H(\frac{1}{2} < H < 1)$ if

$$\rho(k) = \frac{1}{2}[(k + 1)^{2H} - 2 k^{2H} + (k - 1)^{2H}], \forall k \geq 1$$

(A.3)

Second order self similar processes are characterized by a hyperbolically decaying ACF and are exclusively used to model LRD processes. Although second order self similarity usually implies long- range dependence (i.e. non summable ACF), the reverse is not necessarily true. In addition not all self similar processes are long range dependent. A second definition of self similarity, more appropriate in the context of standard time series theory, involves a stationary sequence $X = X(i), i \geq 1$. Let:

$$X^{(m)}(i) = \frac{1}{m} \sum_{t=m(i-1)+1}^{mi} X(t), t \in Z$$

(A.4)

be the corresponding aggregated sequence with level of aggregation $m$, obtained by dividing the original series $Y$ into non- overlapping blocks of size $m$ and averaging over each
block. The index, \( i \), labels the block.

Intuitively \( X(m) \) is the average value of the times series across each consecutive non-overlapping blocks which forms the original time series. The variance of the sample mean is equal to the variance of one observation divided by the sample size. If \( X(m) \) were independent and identically distributed, then \( \text{var}(X^m) = \sigma^2/m \). So the expression for \( \rho(k) \) in A.1 still holds good, but this may not be true if the sequences exhibit long memory. In time-series, second order self similarity describes the property that the correlation structure (ACF) of a time-series is preserved irrespective of time aggregation. The autocorrelation function of a second-order self similar time series is the same in either coarse or fine times.

**Definition 3**

If \( \rho^{(m)}(k) \) is the autocorrelation function of the aggregated process \( X(m)(i) \),

\[
Y(t) \text{ is asymptotically similar second-order self similar if } \lim_{m \to \infty} \rho^{(m)}(k) = 1
\]

The above equation implies that \( \rho(k) = \lim_{m \to \infty} \rho^{(m)}(k) \forall m \geq 1 \), from equation A.3 and A.5. This shows that second order self similarity captures the property that correlation structure (ACF) is preserved under time aggregation.

**A.1.4 Heavy Tailed Distribution**

The bulk of statistical work deals with complementary distribution functions characterized by “light tails”, which decay exponentially fast as typified by the normal distribution tail, since by Mills’ ratio as \( x \to \infty \),

\[
P[X > x] \sim \frac{f(x)}{x} = \frac{1}{\sqrt{2\pi}} \frac{\exp(-x^2/2)}{x} \to 0
\]  

(A.6)
where $f(x)$ is the probability density function.

Contrast this with a heavy tail such as possessed by the Pareto distribution: $X$ has a Pareto tail with index $\alpha > 0$ if for $x > 0$,

$$P[X > x] = x^{-\alpha}, x > 1$$  \hspace{1cm} (A.7)

More generally we say $X$ has a heavy tailed distribution if $P[X > x] = x^{-\alpha}L(x)$, where $L$ is slowly varying, i.e. for $x > 0$

$$\lim_{t \to \infty} \frac{L(tx)}{L(t)} = 1.$$

### A.1.5 Stationary and Non-Stationary Process

**Stationary Process**

A stationary process is a random process where all of its statistical properties do not vary with time.

**Non-stationary Process**

A non-stationary process is a random process whose statistical properties do change with time.

### A.1.6 Poisson Process

A Poisson process is a continuous-time counting process $N(t), t \geq 0$ that possesses the following properties:\textsuperscript{35}

- $N(0) = 0$
- Independent increments (the numbers of occurrences counted in disjoint intervals are independent from each other)
- Stationary increments (the probability distribution of the number of occurrences counted in any time interval only depends on the length of the interval)
• No counted occurrences are simultaneous.

Consequences of the definition include:

• The probability distribution of \( N(t) \) is a Poisson distribution.

• The probability distribution of the waiting time until the next occurrence is an exponential distribution.
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Figure B.1: Time Series plot of Data set I
Figure B.2: Time Series plot of Data set III
Figure B.3: Sample ACF of Data set I
Figure B.4: Sample ACF of Data set III
Figure B.5: First differenced log transformed data of Data set I
Figure B.6: First differenced log transformed data of Data set III