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A time series can be defined as a sequence of discrete observations taken at uniform intervals on a time scale. Since time series occur frequently in industrial and economic situations and since many decisions are based on the predictions of the future values of these time series it is an important decision aid to develop a method for forecasting these time series.

In order to treat the time series analytically it is described as the sum of two components. The first is the process which generates the series and the second is some superimposed random noise, or variation in the observations. Hence, the time series can be represented as

$$
y(t)=\xi(t)+\varepsilon(t)
$$

where $\xi(t)$ is the value of the process at time $t$ and $\varepsilon(t)$ is the random noise associated with the observation at time $t$. The distribution of the noise samples has the following properties:
(1) The expected value is zero, i.e.

$$
E(\varepsilon(t))=0
$$

(2) The noise samples have no series correlation, i.e.

$$
E(\varepsilon(i) \varepsilon(j))=0 \text { for } i \neq j
$$

Considering the nature of the time series the object of the forecasting technique is to provide a forecast that will
(1) Dampen, or smooth, the effect of the random noise,
(2) Reflect any trends which the time series might be undergoing, i.e. the time series need not be stationary, and
(3) Provide an unbiased estimate of the time series.

Hence, a forecasting technique is sought which will seek a balance between the response to secular trends in the process and the errors caused by the random noise.

The process which generates the time series can be described by two components. These are the secular trend of the mean and the periodic component of the series. Along with the trend which the mean of the time series might be undergoing the periodic component might also contain trends. These latter trends are of two types
(1) Changing amplitudes
(2) Shifting phase angles

Therefore, the forecasting model must adequately represent the time series and be able to adjust to these trends. It is found that forecasting models conposed of polynomials, trigonometric functions and multiples of these functions fulfill the requirements of the forecasting model.

These forecasting models can be represented in vector form as

$$
y(t)=a^{\prime} f(t)
$$

where $a$ is a vector of coefficients and $f(t)$ the vector of fitting functions evaluated at time $t$. The requirements of the forecast are satisfied in the method by which the vector of coefficients is estimated. The estimation of this vector is performed by the use of general exponential smoothing. In this process the estimate of the coefficients is based on the discounted least squares criterion. That is, the sum

$$
\sum_{j=0}^{\infty} B^{j}(y(-t)-\hat{y}(-t-1))
$$

is minimized where $y(t)$ is the value of the time series at time $t$,

$$
\begin{aligned}
& \hat{y}(t-1) \text { is the forecast of this value at the previous } \\
& \text { period, } \\
& \beta \text { is a positive constant less than one. }
\end{aligned}
$$

This forecasting technique has the following properties:
(1) The weight given the observations in the forecast is discounted on a time scale at a rate which can be controlled by the value of the discount factor $\beta$, thereby yielding control of the responsiveness of the forecast.
(2) All past data is contained in a single word of information.
(3) A simplc recursive relationship can be developed for re-evaluating the estimates of the vector of coefficients with each observation.

The justification for the use of general exponential smoothing lies in the proof that if the forecasting model is a true representation of the process then the expected value of the vector of coefficients obtained by exponential smoothing will be the true value of this vector. The problem, then, becomes that of determining the forecasting model. It is found that the trend of the mean can be represented by a polynomial. To this end polynomial regression is used to fit the curve representing the trend of the mean to the data, Having performed this regression both qualitative and quantitative estimates for the terms in the forecasting model which represent the trend of the mean are available. 'inc regression curve is then gubtracted irom the data, an operation referred to as "detrendinf".

Waking the data available in the "detrended" form is the first phase in the anulysis of the periodic component. bissentiully "detrending" allows the periodic componeat to be observed seperately. The second analysis performed on the juriodic component is autocorrclation analysis. 'the autocorrelation function is defoned and shown to have a maximmat the basic
period of the data. Moreover, autocorrelation analysis can be used as a test of significance that a process exists.

The basic theorem of Fourier series states that if a discrete series is basically periodic then the coefficients of a series of sines and cosines of the fundamental harmonics of that period can be determined so that the Fourier series yields the data points. This analysis is extended to a trigonometric series which includes all the frequencies in the data and then to a least squares evaluation of these coefficients. It is shown that a measure of the contribution of each frequency in describing the time series can be expressed as a function of these coefficients and that using this measure the periodic component can be adequately expressed as a limited number of these frequencies.

A study is made of the sensitivity of the forecasts obtained through the use of exponential smoothing. The sensitivity analysis is carried out on the following parameters
(1) The fitting functions used to describe the forecasting model,
(2) The basic period of the forecasting model, and
(3) The value of the discount factor.

It is found that the choice of each of these parameters significantly affects the accuracy of the forecasts. In the case of the smoothing constant a literature search reveals that no method of determining the optimal value of this constant has been presented. This research does not attempt to develop such a method. It is felt, however, that a local optimal value for the discount factor might exist for a particuiar time series and set of fitting functions. Hence, a parametric investigation of the snoothing constant is carried out.

A general program to perform exponential smoothing was written. This program has the ability to
(1) Change the forecasting model,
(2) Change the basic period of the forecasting model,
(3) Change the value of the smoothing constant and
(4) Change the time series.

This program has the dual purpose of serving as a medium for carrying out and evaluating the effectiveness of general exponential smoothing for forecasting a time series and determining the feasibility and economy of performing this forecasting technique using a Fortran type of processor. Moreover, the results can be compared with those obtained by Brown (1) to verify the consistancy and accuracy of the program. The general nature of the program is necessary in order to carry out the sensitivity analysis on the forecast parameters and the parametric investigation of the smoothing constant. Furthermore this type of general program can serve to illustrate that the requirements of an industrial situation wherein many and varied time series are encountered can be satisfied.

Using the I.B.M. 1410 system at Kansas State University the program for general exponential smoothing can not be accomodated in the available core storage capacity. Hence, phasing of the program is necessary. The system at Kansas State University is programmed internally with PR-155 and has seven magnetic tape drive units which makes phasing possible. E'ach phase is run independently and upon its completion the processor automatically clears core and loads in the next phase. Any information required for followine phases is written onto a work tape. In this system one work tape is availablc, however, after the program is compiled two more of the
tapes can be used as scratch files. These three tape units are the minimum required to perform the internal data transmission between phases.

Two time series are used in the application of the forecasting techniques. The first is the number of miles traveled on international airline routes measured at monthly intervals from January 1949 to December 1960. This data was obtained from Smoothing Forecasting and Prediction of Discrete Time Series by Robert Goodell Brown. The second time series used was the sheep population in England and Wales measured in yearly intervals from 1867 to 1939. This data was obtained from The Advanced Theory of Statistics Volume II by M. G. Kendall.

## 1. REPRESENTATION OF THE TIME SERIES

1.1 The Time Series Model

A time series is a sequence of observations taken at equal time intervals. For the purpose of analysis the time series can be considered to be made up of two elements
(1) The process which generates the time series
(2) Some superimposed random noise

Thus the time series may be represented on the following manner

$$
\begin{aligned}
& y(t)=\xi(t)+ \varepsilon(t) \\
& \text { where } \xi(t) \text { is the process } \\
& \varepsilon(t) \text { is the noise in the } t^{t h} \text { observation. } \\
& \text { The distribution of } \varepsilon(t) \text { has the properties } \\
& E\left(\varepsilon_{t}\right)= 0 \\
& E\left(\varepsilon_{t} \varepsilon_{j}\right)= 0 \text { for } i \neq J \\
&= \sigma^{2} \text { for } i=J
\end{aligned}
$$

where $\sigma^{2}$ is the variance of the noise distribution. Recognizing that the noise in the time series is random, no attempt is made to represent it. The techniques of representing the time series are concerned with the process. Due to the conditions which generate time series it is generally adequate to describe the process in terms of two components
(1) The trend which the mean of the series is following,
(2) A cyclical component which is superimposed upon this trend.

The trend component may be represented by the following functions
(1) Polynomials,
(2) Exponentials,
whereas the periodic component must necessarily be represented by trigonometric functions. This representation is based on the Fourier analysis which deals with functions, either continuous or discrete, by means of a series of fundamental harmonics. The principal theorem of Fourier series may be stated as follows:

If $f(t)$ is a single-valued function which has a derivative throughout the interval $-a \leq t \leq a$ except for a finite number of points at which it $=\overline{\bar{a}}$. finite discontinuities, and for other values of $t$ is defined by the equation

$$
f(t+2 a)=f(t)
$$

then $f(t)$ can be represented by means of the Fourier series

$$
\begin{align*}
y=\frac{1}{2} A_{0}+A_{1} \cos (\Pi t / a) & +A_{2} \cos (2 \Pi t / a)+ \\
& +A_{3} \cos (3 \Pi t / a)+\ldots \\
+B_{1} \sin (\Pi t / a) & +B_{2} \sin (2 \Pi t / a) \\
& +B_{3} \sin (3 \Pi t / a)+\ldots \tag{1:1:1}
\end{align*}
$$

See appendix A for the development of the Fourier analysis.
In the application of the Fourier series to representing the periodic part of the time series only the terms in ( $1: 1: 1$ ) which are shown to be significant will be used. A limited number of terms are necessary to strike a balance between the accuracy of the model and the length of the computations. Hence a general representation of the time series is:

$$
\begin{align*}
y=\operatorname{tren} d & +A(T) \cos (2 \pi t / T)+B(T) \sin (2 \Pi t / T)  \tag{1:1:2}\\
& +A\left(T^{\prime}\right) \cos \left(2 \pi t / T^{\prime}\right)+B\left(T^{\prime}\right) \sin \left(2 \pi t / T^{\prime}\right)
\end{align*}
$$

where $T$ and $T$ ' are the periods of the harmonics which show significant contribution to the representation of the time series.

The general model, ( $1: 1: 2$ ), is adequate for representing a time series which displays a secular trend in the mean and a periodic component superimposed on that trend. In some time series, however, two other types of trends may appear in the periodic component
(1) Shifting phase angles,
(2) Growing amplitudes.

The technique for representing these trends is to include in the model a set of terms of the form

$$
\begin{equation*}
\left(a_{1}+a_{2} t\right) \cos (2 \pi t / T)+\left(a_{3}+a_{4} t\right) \sin (2 \pi t / T) \tag{1:1:3}
\end{equation*}
$$

where $T$ is the harmonic in which either or both of the above trends occur. An example of the representation of a time series might be sighted as follows. Consider the time series in figure ( $1: 1: 1$ )


Fie. l:l:1 International Airline Passenger Data

Looking ahead In the analysis momentarily this time series might be adequately represented by a linear trend with a periodic component of li months. Moreover, and without any justification at this point, a harmonic at o months
might be significant. Furthermore, the amplitude of the periodic component seems to be increasing. With these ideas the terms included in the model would be:
(1) $a_{0}+a_{1} t$ to represent the linear trend,
(2) $\left(a_{2}+a_{4} t\right) \sin (2 \pi t / 12)+\left(a_{3}+a_{5} t\right) \cos (2 \pi t / 12)$ to represent the 12 month periodic component with increasing amplitude,
(3) $a_{6} \sin (4 \pi t / 12)+a_{7} \cos (4 \pi t / 12)$
to represent the harmonic.

## 1:2 Trend Analysis of a Time Series

The previous section showed that an adequate representation of the time series depended on proper evaluation of the trends that the series was following. These trends are of two types:
(1) Trend of the mean
(2) Trend of the periodic component.

Moreover, the analysis of the periodic component was treated independently of the time series. In effect this independent treatment is equivalent to evaluating the series with the trend of the mean removed. The purpose of trend analysis of the time series, then, is twofold.
(1) Trend analysis provides a quantitative estimate of the trends in the time series.
(2) Trend analysis removes the trend of the mean from the time series. This "detrended" form of the data is used in further analysis.

The mechanism used for trend analysis is polynomial regression. (see appendix B). In the expression for time time series

$$
y=\xi(t)+\varepsilon(t)
$$

the process $\xi(t)$ can be written as

$$
\xi(t)=\text { trend }+ \text { periodic component }
$$

If the trend component is expressed as $y^{\prime \prime}$ then the expression for the time series with the trend removed is

$$
\begin{align*}
y^{\prime} & =\xi(t)+\varepsilon(t)-y^{\prime \prime} \\
& =y-y^{\prime \prime} \tag{1.2.1}
\end{align*}
$$

where $y^{\prime \prime}$ is the value of the regression curve. Hence $y^{\prime}$ is the periodic component of the time series.

In selecting the regression curve to represent the trend of the mean, care must be taken not to include any of the periodic component in the trend to be removed. The trigonometric functions can be expressed as a series

$$
\begin{align*}
& \sin t=t-\frac{t^{3}}{3!}+\frac{t^{5}}{5!}-\frac{t^{7}}{7!}+\ldots \\
& \cos t=1-\frac{t^{2}}{2!}+\frac{t^{4}}{4!}-\frac{t^{6}}{6!}+\ldots \tag{1.2.2}
\end{align*}
$$

Now suppose the regression curve is taken to be a polynomial of degree $k$.

$$
\begin{equation*}
y=a_{0}+a_{1} t+a_{2} t^{2}+\ldots+a_{k} t^{k} \tag{1.2.3}
\end{equation*}
$$

If, in fact, the time series consists of a trend component which can be expressed as a polynomial of degree $k^{\prime}$, where $k^{\prime}<k$, and a periodic component which can be expressed as

$$
y^{\prime}=A(T) \cos (2 \pi t / T)+B(T) \sin (2 \pi t / T)
$$

then considering ( $1: 2: 2$ ) the series $y$ can be expressed as a polynomial of degree $k^{\prime \prime}$, where $k^{\prime \prime}>k$.

$$
y=a_{0}+a_{1} t+a_{2} t^{2}+\ldots+a_{k \prime \prime} t^{k \prime \prime}
$$

Hence if the order of the regression takes on the value $k$, where $k>k^{\prime}$ then the regression curve obtained can be expressed as the sum of two series

$$
\begin{aligned}
& y_{\alpha}^{\prime \prime}=\alpha_{0}+\alpha_{1} t+\alpha_{2} t^{2}+\ldots+\alpha_{k} t^{k} \\
& y_{\beta}^{\prime \prime}=\beta_{0}+\beta_{1} t+\beta_{2} t^{2}+\ldots+\beta_{k} t^{k}
\end{aligned}
$$

where $y_{\alpha}$ is the series contributed by the secular trend of the mean and $y_{B}$ is the series contributed by the periodic component. Hence, the value obtalned for the regression curve will be

$$
y^{\prime \prime}=y_{\alpha}^{\prime \prime}+y_{\beta}^{\prime \prime}
$$

where in fact it should be

$$
y^{\prime \prime}=y_{\alpha}^{\prime \prime}
$$

Therefore if $k>k^{\prime}$ then part of the periodic component will be removed from the data in "detrending" and the trend analysis will give a distorted picture of the data. That is the "detrended" data will be

$$
y^{\prime}=y-\left(y_{\alpha}+y_{B}\right)
$$

$$
y^{\prime}=y-y_{\alpha} .
$$

An example of trend analysis can be found in its application to the time series in figure ( $1: 1: 1$ ). In this case the secular trend of the mean is taken to be a linear relationship. That is the expression for the trend of the mean is taken to be

$$
y^{\prime \prime}=a_{0}+a_{1} t
$$

where $a_{1}$ and $a_{0}$ are the coefficients to be determined by regression analysis. Appendix B gives the expressions for the least squares estimate of these coefficients as

$$
a_{0}=\bar{y}
$$

$$
a_{1}=\frac{\sum_{i=1}^{n} t y-\bar{t} \sum_{i=1}^{n} y}{\sum_{i=1}^{n} t^{2}-2 \bar{t} \sum_{i=1}^{n} t+\sum_{i=1}^{n}(\bar{t})^{2}}
$$

Hence the expression for the detrended time series is

$$
y^{\prime}(t)=y(t)-t a_{1}
$$

where $t$ denotes the $t^{\text {th }}$ value in the time series
Thus far the trend analysis has fulfilled the purposes of providing the time series in detrended form and providing quantative estimates for the secular trend in the mean. A third purpose of trend analysis is that of providing quantitative estimates for the trends of the periodic component of the time series. With the time series expressed in the form

$$
y^{\prime}=y-y^{\prime \prime}
$$

the periodic component can be looked at directly without any effect of the secular trend of the mean. Thus if the amplitude of the periodic component is undergoing a secular trend the series would appear in the detrended form as


Fig. 1:2:1 Example of "detrended" time series
in which case the slope of the line $A^{\prime} A^{\prime}$ can be easily determined. If however, the mean is following a secular trend which could be expressed as

$$
y^{\prime \prime}=a_{0}+a_{1} t+a_{2} t^{2}
$$

the series before trend analysis is applied might look like figure (1:2:2). Hence, the proceeding analysis would be much more difficult to perform.


0

0


0
0
$0^{0}$

Fig. 1:2:2 Series Before "Detrending"
1.3 Autocorrelation Analysis of the Time Series

In the previous section the time series was expressed as
$y(t)=\xi(t)+\varepsilon(t)$
where $\xi(t)$ is the process
$\varepsilon(t)$ noise samples, where $\varepsilon(t)$ is the $t^{\text {th }}$ sample
from a probability distribution with zero mean
The application of the principal theorem of Fourier series is based on the assumption that a periodic component of the time series exists which can be represented as
$f(t+2 a)=f(t)$
The purpose of autocorrelation analysis is to answer three questions about the time series
(1) Does a process exist?
(2) Does a periodic component exist?
(3) What is the basic period of the time series?

The mechanism used in answering these questions, correlation analysis, is developed in Appendix $C$.

Consider the term

$$
\begin{equation*}
\sum_{j=k+1}^{T} y_{j} y_{j-k} \tag{1.3.1}
\end{equation*}
$$

where $y_{j}$ is the $j^{\text {th }}$ observation in the time series $j=1,2, \ldots, T$
$k$ is the lag between the terms in the summation

The expected value of this term is denoted as the average lagged product. In particular, if the sequence $y$ has been adjusted so that the expected value, $E(y)=0$, then the average lagged product is

$$
\begin{equation*}
R_{x x}(k)=\frac{\sum_{j=k+1}^{T} y_{j} y_{j-k}}{T-1-k} \tag{1.3.2}
\end{equation*}
$$

the autocovariance.

The variance of a sequence of numbers that have been adjusted to have a mean value of zero is just the expected value of the squares of these numbers. This can be expressed as $E\left(y^{2}\right)$ which is effectively $R_{x x}(0)$. Moreover, the autocovariance expresscd in normalized form

$$
\begin{equation*}
\rho(k)=R_{x x^{(k) / R}}^{x x^{(0)}} \tag{1.3.4}
\end{equation*}
$$

is mercly the autocorrclation cocfficicnt. The set of values for the autocorrelation coefficient for all lags,
$k=1,2, \ldots \ldots$
is defined as the autocorrelation function. Hence, the autocorrelation function for a lag $k=0$ is one. Three other properties of the autocorrelation function are of significance in the analysis.
(1) The range of $\rho$ is between $\pm 1$.
(2) Pure random noise will have zero correlation between samples not identically equal to each other.
(3) If whenever $y_{t}$ is positive so is $y_{t+k}$. And whenever $y_{t}$ is negative so is $y_{t+k}$. Then the autocovariance will be large and positive. In this case, pairs of observations $k$ units of time apart in the sequence are highly correlated and one can be used to forecast the other. In a similiar manner if $y_{t}$ positive usually implies that $y_{t+k}$ is negative (and vice versa), one can still be used to forecast the other. The autocovariance in this case will be large and negative (1,394).

In the application of autocorrelation analysis Brown (1,395) suggests the following proceedure. Plot the observations to see if you should expect a secular trend or a significant cyclical pattern. If there is a secular trend, fit a straight line to the data by least squares. Using this least squares fit adjust the data to zero expected value. Compute the autocovariances using (1:3:2).

$$
R_{x x}(k)=(1 / T-1-k) \sum_{j=k+1}^{T} y_{j} y_{j-k}
$$

This suggested method of Brown's can be applied more discretly by taking advantage of the trend analysis in the previous section. In that section the data was obtained in the detrended form as

$$
y^{\prime}=y-y^{\prime \prime}
$$

where $y$ is the time series

$$
y^{\prime \prime} \text { is the secular trend of the mean }
$$

Moreover, since the time series can be expressed as
$\mathrm{y}=$ trend + periodic component + random noise
it follows that

```
y' = periodic component + random noise
```

It was shown in appendix $A$ that by the principal theorem of Fourier series the periodic component can be represented by the series

$$
\begin{aligned}
y^{\prime}=\frac{1}{2} A_{0} & +A_{1} \cos (\Pi t / a)+A_{2} \cos (2 \Pi t / a)+A_{3} \cos (3 \Pi t / a)+\ldots \\
& +B_{1} \sin (\Pi t / a)+B_{2} \sin (2 \pi t / a)+B_{3} \sin (3 \Pi t / a)+\ldots
\end{aligned}
$$

Note that the expected value of this series is merely $\frac{1}{2} A_{0}$. If this expected value is subtracted from the "detrended" series the following is obtained.

$$
\begin{aligned}
\hat{y}=y^{\prime}-\frac{1}{2} A_{0} & +e(t) \\
& \text { where } e(t) \text { is the noise sample }
\end{aligned}
$$

The expected value of this series can be expressed as

$$
E(y)=E\left(y^{\prime}-\frac{1}{2} A_{0}\right)+E(e(t))
$$

Now since the expected value of the first term on the right was shown to be zero and since by definition the expected valuc of the noise is zero, then

$$
E^{\prime}(\hat{y}(t))=0
$$

and this series satisfies the conditions for the application of (1.3.2), the autocovariance.

Mo facilitate the use of the autocorrelation function in answering the question previously poscd in this scetion, i.e.
(1) Does a process exist?
(2) Does a periodic component exist?
(3) What is the basic period of the series?
some of the properties of this function must be noted.
An example of autocorrelation analysis is given bt H. T. Davis


Figure 1:3:1 Autocorrelation function for industrial stock prices, $t$ measured in months

Referring to this plot Davis comments:
" "It will be observed from the graph that the function damps rapidy. It changes from positive to negative at approximately $t= \pm 10$, and again becomes positive at $t= \pm 40$. As we shall show later on this may be interpreted as indicating a cycle of 40 months." (3.356)

Hence the autocorrelation function will reach its maximum at the basic period of the series. The above characteristic may be proved as follows.

The autocovariance (1.3.2) may be expressed as

$$
R_{x x}(k)=\lim _{t \rightarrow \infty} \frac{1}{2 T+1} \sum_{t=-T}^{T} y(t+k) y(t)
$$

where the series $y(t), t=1,2, \ldots T$, has been adjusted so that the expected value is zero. But the series adjusted in this manner can be expressed as

$$
y^{\prime}(t)=y(t)-y^{\prime \prime}(t)
$$

where $y^{\prime \prime}(t)$ is the secular trend of the mean. Therefore, the adjusted series can be expressed as

$$
y^{\prime}(t)=\text { periodic component }+ \text { noise }
$$

In Appendix A it is shown that the periodic component can be expressed as a Fourier series

$$
y^{\prime}(t)=a_{0}+\sum_{i=1}^{n} a_{i} \cos \omega_{i}+\sum_{i=1}^{n} b_{i} \cos \omega_{i}
$$

Making the transformation from the general formulation of the Fourier series above to an infinite series of cosines (this change will only simplify the calculations), the autocovariance may be re-expressed as

$$
R_{x x}(k)=\lim _{T} \frac{1}{2 T+1} \sum_{t=-T}^{T} \sum_{i=1}^{n} \sum_{j=1}^{n} a_{i} a_{j} \cos \left(\omega_{i} t\right) \cos \left(\omega_{i}(t+k)\right)+E_{t} \varepsilon_{t+k}
$$

since the cross product between the noise and the cosine signal have expected value zero. The expected value of all terms of the form

$$
\cos \left(\omega_{1}, t\right) \cos \left(\omega_{j}, t\right)
$$

is also zero for i $\neq j$. therefore, the autocovariunce reduces to

$$
R_{x x}(k)=\frac{3}{2} \sum_{i=1}^{n} a_{i}^{2} \cos \omega_{i} k+R_{\varepsilon \varepsilon}(k)
$$

If the assumption is made that the noise has no serial correlation then

$$
R_{\varepsilon \varepsilon}(k)=\sigma_{\varepsilon}^{2} \delta(k)
$$

and the autocorrelation function $\rho(k)=\frac{R_{x x}(k)}{R_{x x}(0)}$ will have a local maximum at $R_{i}=\left(2 \pi / \omega_{i}\right)$. This completes the proof. $(1,396)$

The autocorrelation function can be used to determine if a process exists. Davis $(5,143)$ provides an example of the autocorrelation function for a completely random series. The random series was constructed in the following manner. The percentages of trend of the Dow-Jones industrial averages for the prewar period (1897-1913) were written on cards and these cards were drawn at random to form a series of 204 items, that is $N=204$. The polt of the autocorrelation function was determined to be:


Fig. 1:3:2 Autocorrelation of a random series- the cotted
lines define the standard crror band

The standard error band is computed by the relationship

$$
s_{y x}^{2}=\frac{N-1}{N-2}\left(s_{y}^{2}-b^{2} s_{x}^{2}\right)
$$

where $b$ is given by the regression formula (5)

$$
b=\frac{\sum x_{i} y_{i}-\sum x_{i} \sum\left(y_{i}\right) / N}{x_{i}^{2}-\left(\sum x_{i}\right)^{2} / N} .
$$

The standard error band varies from $\pm 0.070$ at the beginning where $N=204$, to $\pm .0076$ at the end, where $\mathbb{N}=204-30=174$. Hence the distribution of the lagged values is seen to meet the test of randomness in a satisfactory manner.

1:4 Spectral Analysis of the Time Series
The original definition of the time series took the form

$$
\begin{aligned}
& y=\xi(t)+\varepsilon(t) \\
& \text { where } \xi(t) \text { is the process } \\
& \\
& \varepsilon(t) \text { is the random noise }
\end{aligned}
$$

Moreover, the process $\xi(t)$ can be expressed as
$\xi(t)=$ trend + periodic component
The purpose of this section is to investigate the periodic component of the series.

The principal theorem of Fourier series (appendix A) shows that the periodic component of the time series can be represented to any desired accuracy by the series

$$
\begin{align*}
y^{\prime}=\frac{1}{2} A_{0} & +A_{1} \cos (\Pi t / a)+A_{2} \cos (2 \Pi t / a)+A_{3} \cos (3 \pi t / a)+\ldots \\
& +B_{1} \sin (\Pi t / a)+B_{2} \sin (2 \Pi t / a)+B_{3} \sin (3 \Pi t / a)+\ldots \tag{1:4:1}
\end{align*}
$$

The terms of the above series represent the harmonics of the basic period of the time series. In the general case the process can be represented more accurately by increasing the number of terms in this series. However, these harmonic terms together with the terms which represent the secular trend of the mean form the forecasting model. Hence, as the number of terms in the Fourier series increases the time series is discribed more accurately but the calculations for the forecast are also increased.

The study of harmonic analysis shows that the frequencies represented in (1:4:1) differ in their contribution to representing the time series. The purpose of the spectral analysis is to obtain a measure of the contribution of each frequency. This measure is used as a basis for selecting the frequencies of the periodic terms to include in the forecasting model.

The analysis of the representation of the periodic component of the time series by the Fourier series ( $1: 4: 1$ ) is based on the variance of the approximation. In this analysis the inequality of Bessel is used to express the variance of ( $1: 4: 1$ ) in terms of the Fourier coefficients.

In order to derive this inequality assume that the process $y^{\prime}(t)$ has been approximated by the first $N$ harmonics of the Fourier series ( $1: 4: 1$ ), that is

$$
\begin{equation*}
y^{\prime}(t) \cong \frac{1}{2} A_{0}+\sum_{n=1}^{N} A_{n} \cos (n \Pi t / a)+\sum_{n=1}^{N} B_{n} \sin (n \Pi t / a) \tag{1:4:2}
\end{equation*}
$$

If the right-hand member of (1:4:2) is represented by $y_{n}(t)$ and the intergal of the square of the residual is considered, then

$$
I=\frac{1}{a} f_{-a}^{a}\left(y^{\prime}(t)-y_{n}(t)\right)^{2} d t
$$

By expansion

$$
=\frac{1}{a} \int_{-a}^{a}\left(y^{\prime 2}(t)-2 y^{\prime}(t) y_{n}(t)+y_{n}^{2}(t)\right) d t
$$

Taking account of the integrals

$$
\begin{aligned}
& \int_{-a}^{a} \sin (m \pi t / a) \sin (n \pi t / a) d t=\int_{-a}^{a} \cos (m \pi t / a) \cos (n \pi t / a)=0 \\
& \text { for } m \neq n \\
& \frac{1}{a} \int_{-a}^{a} \sin ^{2}(n \pi t / a) d t=\frac{1}{a} \int_{-a}^{a} \cos ^{2}(n \pi t / a) d t=1 \\
& \int_{-a}^{a} \sin (m \pi t / a) \cos (n \pi t / a) d t=0,
\end{aligned}
$$

and observing the definitions of the Fourier coefficients given in Appendix A. The expression for the integral I can be obtained as

$$
\begin{gathered}
I=\frac{1}{a} \int_{-a}^{a} y^{\prime 2}(t) d t-\left(A_{0} A_{0}^{2}+R_{I}^{2}+R_{2}^{2}+\ldots+R_{N}^{2}\right) \\
\text { where } R_{n}^{2}=A_{n}^{2}+B_{n}^{2}
\end{gathered}
$$

Moreover, since the integrand of the integral is positive or zero the integral itself is positive or zero, and thus the Bessel inequality for Fourier coefficients is obtained. $(3,65)$

$$
\begin{equation*}
\frac{1}{2}_{2}^{2}+R_{1}^{2}+R_{2}^{2}+\cdots+R_{N}^{2} \leqq \frac{1}{a} f_{-a}^{a}(f(t))^{2} d t \tag{1:4:3}
\end{equation*}
$$

By noting that the arithmetic average of $y^{\prime}(t)$ is equal to ${ }^{1} A_{0}$, the variance $\sigma^{2}$, of the residual function

$$
\Delta t=y^{\prime}(t)-y_{n}(t)
$$

is given by

$$
\begin{equation*}
\sigma=\frac{1}{2} I=\frac{1}{2} \sum_{n=1}^{\infty}\left(R_{n}^{2}\right)=\frac{1}{2} \sum_{n=1}^{\infty}\left(A_{n}^{2}+B_{n}^{2}\right\rangle \tag{1:4:4}
\end{equation*}
$$

The term which is used as a measure of the contribution of each harmonic is

$$
\begin{align*}
E(T)= & \frac{R^{2}(T)}{2 \sigma^{2}}  \tag{1:4:5}\\
& \text { where } R^{2}(T)=A^{2}(T)+B^{2}(T)
\end{align*}
$$

$T$ is the period of the harmonic $\sigma^{2}$ is the variance of the data.

From Bessel's theorem, the variance $\sigma_{1}^{2}$, of the series after $n$ terms have been removed; that is, equivalently, if the series were corrected for these harmonics, is $(3,71)$

$$
\sigma_{1}^{2}=\left(1-\sum E_{n}\right) \sigma^{2}
$$

Hence, the energies of the harmonics as expressed by (1:4:5) are strictly additive if the harmonics belong to the Fourier sequence. If the harmonics do not belong to the Fourier sequence then this expression is only approximately correct. Hence, $\mathrm{E}(T)$ is an appropriate measure of the contribution of a harmonic.

The following expressions for the Fourier coefficients for the case of a discrete series are given in Appendix A.

$$
\begin{equation*}
A_{n}=\frac{2}{T} \sum_{t=1}^{T} f_{t} \cos (2 n \pi t / T) \tag{1.4.6}
\end{equation*}
$$

$$
B_{n}=\frac{2}{T} \sum_{t=1}^{T} f_{t} \sin (2 n \pi t / T)
$$

where $T$ is the number of observations in the period of the harmonic
$f_{t}$ is the time series evaluated at time $t$.
Upon consideration of these formulas a major objection is noted. The frequencies evaluated by equations (1.4.6) reflect only those frequencies which are present in the Fourier sequence. Since the purpose of harmonic analysis is to measure the contribution of all frequencies present, another approach must be considered.

To facilitate a more through approach to the harmonic analysis reference is made to an analysis by II.S. Carslaw under the topic of practical harmonic analysis and periodogram analysis. The objection sighted above was overcome by substituting for the Fourier series a trigonometric series with a limited number of terms. This is done in the following manner. Having the values of the time series for one period given at the points
$0, a, 2 a, \cdots,(m-1) a$
where $\mathrm{ma}=2 \pi$
the equidistant points on the time axis at which the observations are taken are denoted by

$$
x_{0}, x_{1}, \cdot, \quad x_{m-1}
$$

and the corresponding values of the observations by

$$
y_{0}, y_{1}, y_{2}, \cdots, y_{m-1}
$$

The time series is then represented by the sequence

$$
\begin{aligned}
f_{n}(x)=a_{0} & +a_{1} \cos x_{1}+a_{2} \cos 2 x_{1}+\ldots+a_{n} \cos n x_{1} \\
& +b_{1} \sin x_{1}+b_{2} \sin 2 x_{1}+\ldots+b_{n} \sin n x_{1}
\end{aligned}
$$

If $2 n+1=m$ the fourier coefficients can be determined so that

$$
f\left(x_{r}\right)=y_{r} \quad \text { when } r=0,1,2, \ldots, 2 n
$$

The $2 n+1$ equations which yield this determination are

$$
\begin{aligned}
& a_{0}+a_{1}+\ldots \quad+a_{p}+\ldots \quad+a_{n} \quad=y_{0} \\
& \begin{aligned}
a_{0} & +a_{1} \cos x_{1}+\ldots+a_{2} \cos p x_{1}+\ldots+a_{n} \cos n x_{1\}} \\
+ & b_{1} \sin x_{1}+\ldots+b_{p} \sin p x_{1}+\ldots+b_{n} \sin n x_{1}
\end{aligned}=y_{1}
\end{aligned}
$$

By adding the above equations

$$
(2 n+1) a_{0}=\sum_{r=0}^{2 n} y_{r}
$$

since $1+\cos \mathrm{pa}+\cos 2 \mathrm{pa}+\ldots+\cos 2 n p a=0$
and $\sin \mathrm{pa}+\sin 2 \mathrm{pa}+\ldots+\sin 2 n p a=0$
when $(2 n+1)=2 \pi$.
Furthermore

$$
\begin{aligned}
& 1+\cos (\mathrm{pa}) \cos (\mathrm{ra})+\cos (2 \mathrm{pa}) \cos (2 \mathrm{ra})+\ldots \\
& +\cos (2 n p a) \cos (2 n r a)=0 \\
& \mathrm{p} \neq \mathrm{r} \\
& \cos (\mathrm{pa}) \sin (\mathrm{ra})+\cos (2 \mathrm{pa}) \sin (2 \mathrm{ra})+\ldots \quad \mathrm{p}=1,2, \ldots \mathrm{n} \\
& +\cos (2 n p a) \sin (2 n r a)=0 \quad r=1,2, \ldots n
\end{aligned}
$$

and

$$
1=\cos ^{2}(p a)+\cos ^{2}(2 p a)+\ldots+\cos ^{2}(2 n p a)=\frac{1}{2}(2 n+1)
$$

Hence, if the second equation is multiplied by $\cos \left(p x_{1}\right)$, the third by $\cos \left(\mathrm{p} \mathrm{x}_{2}\right)$, etc. and added the result will be

$$
\frac{1}{2}(2 n+1) a_{p}=\sum_{r=0}^{2 n} y_{r} \cos (p r a)
$$

In a similiar manner it can be determined that

$$
\frac{3_{2}(2 n+1) b_{p}}{}=\sum_{r=1}^{2 n} y_{r} \sin (p r a)
$$

Hence, a trigonometric series is formed whose sum takes the required values at the points

$$
0, a, 2 a, \ldots, 2 n a \text { where }(2 n+1) a=2 \pi
$$

If a period contains an even number of observations the relationships take the following forms. The interval of one period is denoted by

$$
0, a, 2 a, \ldots,(2 n-1) a \text {, where } n a=2 \pi
$$

and the corresponding values of the observations are

$$
y_{0}, y_{1}, y_{2}, \ldots y_{2 n+1}
$$

In this case the values of the $2 n$ constants in the Fourier series

$$
\begin{aligned}
f_{n}(x)=a_{0} & +a_{1} \cos (x)+a_{2} \cos (2 x)+\ldots+a_{n-1} \cos (n-1) x \\
& +a_{n} \cos (n x) \\
& +b_{1} \sin (x)+b_{2} \sin (2 x)+\ldots+b_{n-1} \sin (n-1) x
\end{aligned}
$$

So that this series yields the points in the time series are (9)

$$
\begin{aligned}
& a_{0}=\frac{1}{2 n} \sum_{r=0}^{2 n+1} y_{r} \\
& a_{p}=\frac{1}{n} \sum_{r=0}^{2 n-1} y_{r} \cos p r a, \text { if } p \neq n \\
& a_{n}=\frac{1}{2 n} \sum_{r=0}^{2 n-1} y_{r} \cos r \pi \\
& b_{p}=\frac{1}{n} \sum_{r=1}^{2 n-1} y_{r} \sin p r a
\end{aligned}
$$

where $a=\pi / n$
For the purpose of time series analysis the above equations while better than (1.4.6) are still inadequate. The expressions above depend on the criterion that the number of observations in the period is equal to the number of Fourier coefficients to be determined. In the application of Fourier analysis to the time series it is often desirable to determine the Fourier coefficients in a series in which $m>2 n+1$. That is, the number of coefficients in the series is less than the number of observations in the basic period. There are two Justifications for the above condition
(1) The computation time for considering all $m$ frequencies in the Fourier series may not be justifiable.
(2) The forecasting technique used involves matrix manipulation. Since the calculation time for matrix manipulation increases exponentially with the order of the matrix, and since the order of the matricies increases by 2 with each periodic term added to the forecasting model, these terms must necessarily be limited.

For the purpose of determining the Fourier coefficients for a series in which $m>2 n+1$ the previous analysis which depends on $2 n+1=m$ is, of course, no longer applicable. The result is a movement from the deterministic evaluation of the coefficients to an approximation of the coefficients based on the theory of least squares. That is, the coefficients

$$
a_{0}, a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}
$$

are determined so that $f_{n}(x)$ approximates as closely as possible

$$
y_{0}, y_{1}, \ldots, y_{m+1} \text { at } x_{0}, x_{1}, \ldots, x_{m+1}
$$

The theory of least squares shows that the closest approximation is obtained by making the function

$$
\sum_{r=0}^{m-1}\left(y_{r}-f_{n}\left(x_{r}\right)\right)^{2}
$$

a minimum. Where the above sum is regarded as a function of

$$
a_{0}, a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}
$$

The conditions which make this sum a minimum are given by Carslaw (2)

$$
\begin{aligned}
& \sum_{r=0}^{m-1}\left(y_{r}-f_{n}\left(x_{r}\right)\right)=0 \\
& \sum_{r=0}^{m-1}\left(y_{r}-f_{n}\left(x_{r}\right)\right) \cos p x_{r}=0 \\
& \sum_{r=0}^{m-1}\left(y_{r}-f_{n}\left(x_{r}\right)\right) \sin p x_{r}=0
\end{aligned}
$$

where the above expressions are evaluated for $p=1,2, \ldots n$. The conditions above lead to the following values for the coefficients

$$
\begin{aligned}
& m a_{0}=\sum_{r=0}^{m-1} y_{r} \\
& 3_{2 m a}=\sum_{r=0}^{m-1} y_{r} \cos p r x_{p} \\
& { }^{1} \operatorname{snb} b_{p}=\sum_{r=1}^{m-1} y_{r} \sin p r x_{p}
\end{aligned}
$$

where $p=1,2, \ldots, n$ and $m$ is odd.
But if $m$ is even, the coefficient $a_{p}$ (where $p=\frac{1}{2} m$ ) is

$$
\mathrm{ma}_{z_{2 \mathrm{z}}}=\sum_{r=0}^{m-1} y_{r} \cos r \pi
$$

Although these expressions for the coefficients of the periodic terms are adequate for the time series analysis, one more improvement can be made. Instead of limiting the range of the summations from 0 to ( $m-1$ ), this range can be taken as the largest integral multiple of the period of the harmonic in the time series. The corresponding equations are given by Davis $(3,57)$

$$
A(T)=\frac{2}{N^{\prime}} \sum_{t=0}^{N^{\prime}} y_{t} \cos \frac{2 \Pi t}{T}
$$

$$
B(T)=\frac{2}{N^{\prime}} \sum_{t=0}^{N^{\prime}} y_{t} \sin \frac{2 M t}{T}
$$

where $T$ is the period of the harmonic considered
$N^{\prime}$ is chosen equal to the largest multiple of $T$ in the time series.

1:5 The Case for "Detrending" the Time Series
In order to investigate the effect of the secular trend of the mean on the harmonic analysis consider the case of a linear trend. This development is given by Davis $(3,75)$.

Suppose the time series in the interval

$$
-a \leqq t \leqq a
$$

has the trend

$$
y=y_{0}+m t
$$

Suppose also that the harmonic analysis reveals that the time series has a harmonic term of the form

$$
h(t)=A(T) \cos \frac{2 \pi t}{T}+B(T) \sin \frac{2 \pi t}{T}
$$

where $T$ is the period of the harmonic. If $y$, above, is expanded in a Fourier series in the interval

$$
-\mathrm{a} \leq \mathrm{t} \leq \mathrm{a}
$$

the result is

$$
\begin{equation*}
y=y_{0}+\frac{2 m a}{\pi}\left\{\sin \frac{\pi t}{a}-\frac{3}{2} \sin \frac{2 \Pi t}{a}+\frac{1}{3} \sin \frac{3 \pi t}{a} \ldots\right\} \tag{1:5:1}
\end{equation*}
$$

Now if in $h(t)$ the period $T$ belongs to the Fourier sequence, that is, if there is an integer $n$ such that $n=2 a / T$, then the corresponding term in (1:5:1) must have been included in the coefficient of the sine term $B(T)$ obtained by the Fourier analysis. Hence, the coefficient of $\sin (2 \pi t / T)$ which belongs to the true harmonic, independent of the trend, must be $B(T)$ diminished by that part due to the trend.

Since the influence of the trend upon the harmonic is the term

$$
(-1)^{n} \frac{2 m a}{\pi} \frac{1}{n}=(-1)^{n} \frac{m T}{\pi}
$$

the true harmonic is the function

$$
h^{\prime}(t)=A(T) \cos \frac{2 \pi t}{T}+B^{\prime}(T) \sin \frac{2 \pi t}{T}
$$

where

$$
\begin{equation*}
B^{\prime}(T)=B(T)+(-1)^{n} \frac{m T}{\pi} \tag{1:5:2}
\end{equation*}
$$

If $\sigma^{2}$ is the variance of the original series, then the variance $\sigma_{1}^{2}$
reduced by the trend and the harmonic term will be

$$
\sigma_{I}^{2}=\sigma^{2}-\sigma_{T}^{2}-\sigma_{H}^{2}
$$

where $\sigma_{T}^{2}$ is the variance due to the trend
$\sigma_{H}^{2}$ is the variance due to the harmonic term
It has been shown in ( $1: 4: 4$ ) that

$$
\sigma_{H}^{2}=\frac{1}{2}\left(A^{2}(T)+B^{\prime}(T)\right)
$$

For the trend

$$
\sigma_{T}^{2}=\frac{3}{2} \frac{4 m^{2} a^{2}}{\pi^{2}}\left(1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\ldots\right)=\frac{m^{2} a^{2}}{3}
$$

If the series is defined over the interval

$$
0 \leqq t \leqq 2 a
$$

$-a \leq t \leq a$
then the only modification in the above analysis is merely that $B^{\prime}(T)$ as given in (1:5:2) is replaced by

$$
B^{\prime}(T)=B(T)+\frac{m T}{\Pi}
$$

In the case in which $2 a / T$ is not an integer, the period $T$ does not belong to the Fourier sequence. In this case the above analysis will yield only an approximation to the reduced variance $\sigma_{1}^{2}$.

The above analysis for a linear trend can be easily extended to other types of trends. However, trend analysis described in section 1:2 provides a method for removing the secular trend of the mean from the time series. Hence, if the data is in the "detrended" form then harmonic analysis gives a true representation of the periodic component of the time series.

### 2.0 FORECASTING THE TIME SERIES

### 2.1 Moving Averages

Up to this point the object of the analysis has been to determine the forecasting model. The analysis has taken the following forms
(1) Trend analysis using regression to determine the trend of the mean and to put the data in "detrended" form.
(2) Autocorrelation analysis to determine the basic periocity of the time series.
(3) Spectral analysis to choose the periodic terms in the model The next step in the analysis is forecasting the value of the time series for the future period. Considering again the representation of the time series

$$
\begin{aligned}
y(t)= & \xi(t) \\
\text { where } & y(t) \text { is the observed value of the time } \\
& \text { series at time } t . \\
& \xi(t) \text { is the process which the time series } \\
& \text { is following. }
\end{aligned}
$$

The criterion for the forecasting technique is to give an estimate of the process by effectively damping out the superimposed noise. Thus, a technique is needed which will seek a balance between the ability to respond to secular changes in the process and the effect of error in the forecast due to the random variation.

As an illustration of such a technique the moving average method can be considered. In this case the process is considered to be, at least locally, constant. Hence, the process can be described locally as

$$
\xi(t)=a
$$

By including the random noise the time series can be represented as

$$
y_{t}=a+\varepsilon_{t}
$$

The technique of the moving average gives the following estimate of the process (7,98)

$$
M_{t}=\frac{y_{t}+y_{t+1}+y_{t+2}+\cdots+y_{t+N-1}}{N}
$$

where $M_{t}$ is the average of the $N$ most recent periods in the data. If the autocorrelation analysis (1.3) shows that the time series is basically periodic then for the best results $\mathbb{N}$ should be some multiple of the period in order to negate the effect of periocity on the value $M_{t}$.

The rate of response of the moving average is controlled by the value of $N$. Since each of the $N$ most recent observations is given the weight $1 / N$, as $N$ is increased the response of the model to the most recent observation is decreased. This response can be seen more clearly by writing the recursive relationship for the moving average.

$$
M_{t}=M_{t-1}+\frac{y_{t}-y_{t-\mathbb{N}}}{\mathbb{N}}
$$

Suppose that the time series is following a constant process with superimposed noise about a mean a'. Then suddenly the process jumps to a new mean $a^{\prime \prime}$. Brown notes that it would take $\mathbb{N}$ observations for the moving average to fully adapt to this change. $(1,99)$

### 2.2 Exponential Smoothing

The lag in the rate of response to a change in the process is one of the most critical characteristics of the forecasting technique. Moreover, even though the rate of response of the moving average can be altered by changing the value of $N$, the calculations involving this change must be carried out over the whole range of the observations. Thus a more palitable approach to the forecasting method is needed.

The recursive relationship for the moving average

$$
M_{t}=M_{t-1}+\frac{y_{t}-y_{t-N}}{N}
$$

can be approximated by the relation

$$
\hat{M}_{t}=1 / N y_{t}+(1-1 / N) M_{t-1}
$$

where $\hat{M}_{t}$ is used to denote the estimated value of $M_{t}$. The underying assumption in this case is that $y_{t-N}$ can be reasonably estimated by $1 / \mathrm{N}\left(M_{t-1}\right)$. Brown uses $S$ for smoothing instead of $M$ for moving average and obtains the relation ( 1,107 ).

$$
\begin{gathered}
S_{t}(y)=\alpha y_{t}+(1-\alpha) S_{t-1}(y) \\
\text { where } S_{t}(y) \text { is termed the smoothed statistic } \\
\text { evaluated at time } t . \\
\alpha \text { is an undimensioned ratio similiar, } \\
\text { but not equal to } 1 / \mathrm{N} .
\end{gathered}
$$

The carrying out of the above relationship is called exponential smoothing. By rearranging the expression for exponential smoothing an interesting observation can be made. Expressing (2.2.1) as

$$
s_{t}(y)=s_{t-1}(y)+\alpha\left(y_{t}-s_{t-1}(y)\right)
$$

the current value of the smoothed statistic is expressed as the previous smoothed value plus a fraction of the difference between the value of the time series at the present time and the forecasted value at the previous period. This idea of updating the current estimate of the time series as a function of the error of the previous estimate is found to be quite consequential in later development.

Up to this point no sound justification is presented for the use of the smoothed statistic as a representation of the process. This justification is found in the definition of expectation. Hogg and Craig define expectation as follows (7). Let $X$ be a random variable having a P.D.F. $f(x)$, and let $u(x)$ be a function of $X$ such that

$$
f_{\infty}^{\infty} u(x) f(x) d x
$$

exists, if $X$ is a continuous type of random variable, or such that

$$
\int_{x} u(x) f(x)
$$

exists, if $X$ is a discrete type of random variable. The integral, or the sum, as the case may be, is called the mathematical expectation (or expected value) of $u(X)$ and is denoted by $E(u(X))$. That is

$$
E(u(x))=\sum_{x} u(x) f(x)
$$

if $X$ is a discrete type of random variable
Brown uses expectation to obtain the following proof of the validity of exponential smoothing. (1,101) The following expansion is first performed

$$
\begin{aligned}
S(y)= & \alpha y_{t}+(1-\alpha)\left(\alpha y_{t-1}+(1-\alpha) S_{t-2}(y)\right) \\
= & \alpha y_{t}+\alpha(1-\alpha) y_{t-1}+(1-\alpha)^{2}\left(\alpha y_{t-2}+(1-\alpha) s_{t-3}(y)\right) \\
= & \alpha y_{t}+\alpha(1-\alpha) y_{t-1}+\alpha(1-\alpha)^{2} y_{t-2}+\cdots \\
& +\alpha(1-\alpha)^{n} y_{t-n}+\cdots+(1-\alpha)^{t} y_{0} \\
= & \alpha \sum_{k=0}^{t-1}(1-\alpha)^{k} y_{t-k}+(1-\alpha)^{t} y_{0}
\end{aligned}
$$

The expected value of the above expression is then

$$
\begin{aligned}
E(S(y)) & =\alpha \sum_{0}^{\infty} \beta^{k} E\left(y_{t-k}\right) \\
& =E(y) \alpha \int_{0}^{\infty} \beta^{k}=\frac{\alpha}{(1-\beta)} E(y)=E(y)
\end{aligned}
$$

where, for convenience, $\beta=(1-\alpha)$. Hence, the justification of using the smoothed statistic as a forecast of the time series lies in the fact that the expected value of the smoothed statistic is the time series.

In the comparison of the technique of the moving average with exponential smoothing it is important to consider the weights given to the observations. In the case of the moving average the $N$ most recent observations are given a weight of $1 / \mathbb{N}$ while all other observations are given weight zero. In
exponential smoothing the current observation is given a weight of $a$ and the weight of all previous observations decreases geometrica-Iy with age. Moreover, in the moving average technique $\mathbb{N}$ observations must be carried "on the books" at all times. This can be a disadvantage when $\mathbb{N}$ is large and when a large number of time series are being considered. Furthermore, the moving average assigns no weight to any observation beyond the last $N$ observations even though the contribution of these older terms may be significant. In contrast, exponential smoothing carries in one word of data all the history of the time series.

On the topic of sensitivity, it is a simple matter to change the value of $\alpha$ at any time and thus alter the response of the smoothed statistic. Again the moving average technique falls short. Although, the response of the moving average can be altered by changing the value of $N$ this change necessitates recomputation throughout the whole range of the data. On the basis of these comparisons further consideration of the moving average technique is ignored.

### 2.3 General Theorem of Exponential Smoothing

The previous enalysis assumes that the process can be adequately represented by a constant model. The next step is the application of exponential smoothing to models other than the constant model. In the application of exponential smoothing to the constant model the recursive relationship (2.2.1)

$$
\begin{aligned}
\hat{\mathrm{a}}= & S_{t}(y)=\alpha y_{t}+(1-\alpha) S_{t-1}(y) \\
& \text { where the process is } \xi(t)=a
\end{aligned}
$$

gave a method of re-evaluating the estimate of the coefficient in the model with each observation. If this technique is extended to more complicated
models then a method must be determined for recursively re-evaluating the coefficients in those models. Brown develops the extension of the model to an $n^{\text {th }}$ degree polynomial (1,132). In this case the process is represented by

$$
\xi(t)=a_{0}+a_{1} t+a_{2} / 2\left(t^{2}\right)+\ldots+a_{n} / n!\left(t^{n}\right)
$$

The Taylor series expansion about the $t^{\text {th }}$ observation yields an estimate of the future observations as follows

$$
\begin{aligned}
& f_{t+\tau}=\hat{y}_{t}^{(0)}+\hat{\tau} y_{t}^{(1)}+\frac{\tau^{2}}{2} \oint^{(2)}+\ldots+\frac{\tau^{n}}{n!} y_{t}^{(n)} \\
& \text { where } y_{t}^{(k)} \text { is the } k^{\text {th }} \text { derivative evaluated } \\
& \text { at time } t \text {, (in-this case } t \text { is taken to } \\
& \text { be the current value) } \\
& \hat{y}_{t}^{(k)} \text { is an estimate of } y_{t}^{(k)} \\
& y_{t}^{(k)}=\left.\frac{d^{k} y}{d t^{k}}\right|_{t} \\
& \tau \text { is the forecast interval }
\end{aligned}
$$

Thus the Taylor series expansion yields the following estimate for the next observation

$$
y_{t+\tau}=\sum_{k=0}^{n} \frac{\tau^{k} y_{t}^{(k)}}{k!}=\sum_{k=0}^{n} \frac{\tau^{k} a_{k}}{k!}
$$

Hence, the forecast is in terms of the current estimates of the derivatives of the model. These derivatives correspond to the coefficients that are required. The imnediate goal then is to estimate these derivatives through the technique of exponential smoothing.

The expression for the smoothed statistic is given in (2.2.1) as

$$
S_{t}(y)=\alpha y_{t}+(1-\alpha) S_{t-1}(y)
$$

If this is referred to as single smoothing and double smoothing is defined as

$$
S_{t}^{(2)}(y)=\alpha S_{t}^{(1)}(y)+(1-\alpha) S_{t-1}^{(2)}(y)
$$

Then multiple smoothing of order $k$ can be defined as

$$
\begin{equation*}
s_{t}^{(k)}(y)=S_{t}^{(k-1)}(y)+(1-\alpha) s_{t-1}^{(k)}(y) \tag{2.3.1}
\end{equation*}
$$

The fundamental theorem of exponential smoothing given in Appendix $D$ states that if the observations $y_{t}$ can be represented by the model

$$
y_{t+\tau}=\sum_{k=0}^{n} \frac{\tau^{k} y_{t}^{(k)}}{k!}
$$

then the general smoothed statistic can be represented as

$$
\begin{equation*}
s_{t}^{(p)}(y)=\sum_{k=0}^{n}(-1)^{k} \frac{y_{t}^{k}}{k!} \frac{\alpha p}{(p-1)!} \sum_{j=0}^{\infty} j^{k} \beta^{j} \frac{(p-1-j)!}{j!} \tag{2.3.2}
\end{equation*}
$$

The significance of the fundamental theorem to the goal of representing the time series by a polynomial is as follows.
(1) The general smoothed statistic was defined in (2.3.1).
(2) For any polynomial of degree $n$, by (2.3.2) $n+1$ smoothed statistics can be written in terms of the $n+1$ derivatives.
(3) Using the $n+1$ simultaneous equations from (2), the values of the derivatives $y_{t}^{(n)}$ can be solved for as linear combinations of the smoothed data.

Hence, a method is provided for recursively estimating the values of the coefficients in the polynomial model. Looking at the computational effort, however, for each observation in the series the $n+1$ smoothed statistics have to be recalculated and the $n+1$ simultaneous equations solved for the $n+1$ derivatives. The next effort, therefore, is to simplify these operations.

### 2.4 Matrix Representation of Exponential Smoothing

From Appendix D the fundamental theorem of exponential smoothing can be expressed in matrix form as

$$
\begin{equation*}
S_{t}=M a \tag{2.4.1}
\end{equation*}
$$

where $S_{t}$ is the $n \times l$ vector of smoothed statistics
$a$ is the nxl vector of coefficients
$M$ is a nxp matrix with elements involving infinite sums of powers of the smoothing constant (where by virtue of the fundamental theorem $n=p$ )

With the expression for the fundamental theorem expressed" in the form (2.4.1) the vector of coefficients can be easily solved for as (1,137)

$$
a=s_{t} M^{-1}
$$

where $M^{-1}$ is the inverse of the corresponding square matrix

This type of recursive relationship is quite adaptive to computer programming.

Brown shows that just as in the case of the constant model the validity of the recursive relationship for the coefficients in the polynomial model can be proved by using expectation (1,138). Suppose that the time series can be described by the polynomial

$$
\begin{aligned}
y_{t} & =a+b t+c t^{2}+\cdots+g t^{n}+c_{t} \\
& =\xi(t)+\varepsilon_{t}
\end{aligned}
$$

$$
\begin{gathered}
\text { where } \varepsilon_{t} \text { is the noise sample } \\
\xi(t) \text { is the process }
\end{gathered}
$$

Since smoothing is a linear operation

$$
S(y)=S(\xi)+S\left(\varepsilon_{t}\right)
$$

But by definition

$$
E(S(\varepsilon))=0
$$

and it was shown that exponential smoothing yields the expected value of the data so that

$$
\mathbb{E}(S(y))=S(\zeta)
$$

Up to this point the only forecasting model that has been developed is the polynomial. The reason for beginning with this limitation is, of course, that the fundamental theorem expresses the general smoothed statistic in terms of the derivatives

$$
y_{t}^{(k)}=\left.\frac{d^{k} y}{d t^{k}}\right|_{t}
$$

which are the coefficients of the polynomial model. The polynomial model is by no means adequate in representing the time series. To be an effective representation of the process of the time series the model must contain terms which express both the trend component of the mean and the seasonal component. As seen in the section on representing the time series, the seasonal component is most adequately described by sine and cosine terms. Hence, a transition must be made for recursively estimating the coefficients in a more general model.

Suppose that the process can be represented by

$$
\begin{align*}
\xi(t) & =a_{1} f_{1}(t)+a_{2} f_{2}(t)+\ldots+a_{n} f_{n}(t) \\
& =\sum_{i=1}^{n} a_{i} f_{i}(t) \tag{2.4.2}
\end{align*}
$$

Where the functions $f_{i}(t)$ are of the types
(1) Polynomials
(2) Trigonometric functions
(3) Exponential functions
(4) Emperical functions

In some cases it might be advantageous to use fitting functions that are emperical such as the number of building contracts let 6 years ago. The only criterion that these emperical functions are required to meet is that their value be known both at the time the forecast is made and at the time in the future for which the forecast is required. However, emperical functions lead to computational difficulties far beyond those of the other types. Both because of these computational difficulties and for reasons of interest the emperical functions are avoided here.

The method for this general case is required to serve two objectives
(1) Provide a simple iterative proceedure for revising the estimates of the coefficients in the forccasting model
(2) Provide a means for discounting the weights given to the observations according to a time scale.

The expression for the forecast is given by Brown (1,161).

$$
\begin{align*}
y(t+\tau)= & \hat{a}_{1}(t) f_{1}(t+\tau)+\hat{a}_{2}(t) f_{2}(t+\tau)+\ldots \\
& +\hat{a}_{n}(t) f_{n}(t+\tau) \\
= & \sum_{i=1}^{n} \hat{a}_{i}(t) f_{i}(t+\tau) \tag{2.4.3}
\end{align*}
$$

The residual in this case is defined as

$$
\begin{equation*}
y(T-j)-\hat{y}(T-j)=e(T-j) \tag{2.4.4}
\end{equation*}
$$

where $y(T-j)$ stands for the model in which the coefficients are evaluated with all the data through time $T$ but with the model evaluated $f$ periods earlier

Appencix B gives the expression for the coefficients that minimize
the sum

$$
\begin{equation*}
\sum_{t=11}^{T} w_{t}^{2} e_{t}^{2} \tag{2.4.5}
\end{equation*}
$$

Where $w_{t}$ is the weight given the residual at time $t$ as

$$
\begin{align*}
a^{\prime}=y W^{2} \not \mathcal{F}^{\prime} & F^{-1}  \tag{2.4.6}\\
\text { where } W & \text { is a } T \times T \text { matrix in which } W_{i i} \text { is the } \\
& \text { squace root of the weight } w_{t} \text { given the } \\
& \text { residual for time } i \text {, and all off diagonal } \\
& \text { elcments of } W \text { are zero. }
\end{align*}
$$

$$
\begin{aligned}
& \mathcal{Z} \text { is an } n \times \text { I matrix of elements } \\
& f_{i}(t) \text {, the value of the } i^{\text {th }} \text { fitting } \\
& \text { function at time } t \text {. } \\
& F \quad \text { is the } n \times n \text { symmetric matrix } \\
& F=(Z W)(Z W)^{\prime}=\sum_{t=1}^{T} w_{t}^{2} f(t) f^{\prime}(t)
\end{aligned}
$$

If the data is discounted as in the case of exponential smoothing then the weight $w$ in expressions $(2.4 .5)$ and (2.4.6) above must satisfy the relationship (1,163)

$$
w_{T-j}^{2}=\beta^{j}
$$

and $(2.4 .5)$ becomes

$$
\begin{equation*}
\sum_{j=1}^{T} \beta^{j}\left(y(T-j)-\sum_{i=1}^{n} \hat{a}(N) f_{i}(T-j)\right)^{2} \tag{2.4.7}
\end{equation*}
$$

The F matrix becomes

$$
F_{j k}(T)=\sum_{j=0}^{t-1} \beta^{j} f_{i}(T-j) f_{k}(T-j)
$$

Hence a method for discounting the weights given to the observations and recursively updating the vector of coefficients is devcloped for the general model.

Since the major part of the calculations involved in updating the vector of coefficients is the formation of the $F$ matrix, this matrix is chosen for further consideration. The value of the $F$ matrix depends on three factors.
(1) The total number of observations in the time series, T.
(2) The fitting functions contained in the forecasting model

$$
f_{i}(t) \quad i=1,2, \ldots, n
$$

(3) The weighting function $w_{t}^{2}$ which in this case is given by the relationship

$$
w_{T-j}^{2}=\beta^{j}
$$

Hence, the $F$ matrix does not in any way depend on the values of the observations in the time series. Brown (1,163) uses this independence to develop a recursive relationship for the $F$ matrix.

$$
\begin{equation*}
F(t)=f(t) f^{\prime}(t)+\beta F(t-1) \tag{2.4.8}
\end{equation*}
$$

Referring to expression (2.4.6) the next computational effort to be considered is the formation of the data vector defined as

$$
g(T)=\left[\begin{array}{c}
g_{1}(T) \\
g_{2}(T) \\
\vdots \\
g_{n}(T)
\end{array}\right]=y \text { W' } W \neq
$$

Then the $i^{\text {th }}$ component of the data vector can be written as

$$
\begin{equation*}
g_{i}(T)=\sum_{j=0}^{T-1} \beta^{j} y(T-j) f_{i}(T-j) \tag{2.4.8}
\end{equation*}
$$

Brown (1,164) develops a recursive relation for this vector as

$$
g_{i}(T)=y(T) f_{i}(T)+B g_{i}(T-1)
$$

Hence, from (2.4.6), after $n$ observations the coefficients can be estimated by

$$
\hat{a}^{\prime}=\hat{a}(T)=g(T) F^{-1}(T)
$$

Hence, a reasonable forecast for the general model is (1,164)

$$
\begin{aligned}
y(T+\tau) & =a^{\prime}(T) f(T+\tau) \\
& =\sum_{i=1}^{n} a_{i}(T) f_{i}(T+\tau)
\end{aligned}
$$

Stopping for a moment to evaluate the progress of the forecasting development the following is noted.
(1) A scheme is developed for applying exponential smoothing to the case in which a locally constant process is assumed.
(2) The technique of exponential smoothing is extended from the case of a constant model to a general polynomial by means of the definition of general smoothing and the general theorem of exponential smoothing.
(3) Discounted multiple regression is introduced. This technique enables the further extension from the case of the general polynomial to a model which contains both polynomials and transendendental functions

### 2.5 Computational Considerations

At this point the development of the forecasting model is complete. That is, the time series under consideration can be adequately represented by a model composed of polynomials and transendentals. Next, consideration is given to improving the computational efficiency of the forecasting scheme.

If a comparison is made between the method of estimating the coefficients in the polynomial model and the method using discounted multiple regression an important difference is noted. In discounted multiple regression the coefficients of the model are estimated with respect to a fixed
time origin. On the other hand, in the case of the polynomial model time is measured with respect to the most recent observation.

Applying the concept of the moving time origin to discounted multiple regression and taking $t+1=T$ observations Brown ( 1,168 ) notes that the error criterion in (2.4.7) becomes

$$
\min \sum_{j=0}^{t} s^{j}\left(f^{\prime}(-j) a(t)-y(t-j)\right)^{2}
$$

This is the same as the error criterion given in (2.4.7) except that time is counted with the current value as the origin.

If the same change in the time origin is applied to the data vector in expression (2.4.8) the result is

$$
\begin{equation*}
g_{i}(t)=\sum_{j=0}^{t} B^{j} f_{i}(-j) y(t-j) \tag{2.4.8}
\end{equation*}
$$

and in the same manner as the development for the fixed time origin the expression for the coefficients that minimize the error is

$$
\begin{equation*}
a^{\prime}=y W^{2} Z F^{-1} \tag{2.4.9}
\end{equation*}
$$

With the criterion that there be at least $n$ observations. The coefficients in the forecasting equation are estimated as before by

$$
\begin{equation*}
\hat{a}(t)=F^{-1}(t) g(t) \tag{2.4.10}
\end{equation*}
$$

### 2.6 Recursive Fitting Functions

With certain types of fitting functions the value of the vector of fitting functions can be obtained as linear combinations of the value of that vector at the previous time period. In the cases in which this recursive relationship holds the functions are said to have a fixed transition matrix.

That is, there are a set of coefficients $L_{i j}$ which do not depend on time such that

$$
\begin{gather*}
f_{1}(t+1)=L_{11} f_{1}(t)+L_{12} f_{2}(t)+\ldots \cdot+L_{1 n} f_{n}(t) \\
f_{2}(t+1)=L_{21} f_{1}(t)+L_{22} f_{2}(t)+\ldots \cdot+L_{2 n} f_{n}(t) \\
\ldots \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
f_{n}(t+1)=L_{n 1} f_{1}(t)+L_{n 2} f_{2}(t)+\ldots \cdot+L_{n n} f_{n}(t) \tag{2.6.1}
\end{gather*}
$$

If the transition matrix is represented as $L$ then (2.6.1) can be represented in matrix form as

$$
\begin{equation*}
f(t+1)=L f(t) \tag{2.6.2}
\end{equation*}
$$

The only restriction placed on this transition matrix is that it have an inverse $L^{-1}$. The fitting functions for which such a transition matrix exists are the polynomials, exponentials and sinusoids. Hence, if the transition matrix is specified along with the vector of fitting functions at time $t=0$ then the value of the vector of fitting functions at any other time $t$ can be determined by the relation

$$
\begin{equation*}
f(t)=L^{t} f(0) \tag{2.6.3}
\end{equation*}
$$

Three types of transition matricies used in combination are found to be quite useful for the time series considered. Brown (1,165) gives the transition matrix for a polynomial as an $n \times n$ matrix with ones on the diagonal, ones in the first element to the left of the diagonal, and zeros everywhere else. For example, the transition matrix and initial vector of fitting functions for the cubic model are

$$
L=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1
\end{array}\right] \quad f(0)=\left[\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right]
$$

Note: In the case of the polynomial model the coefficient is the binomial coefficient

$$
\binom{t}{k}=\frac{t!}{(t-k)!k!}
$$

If the fitting functions are trigonometric both the sine and cosine of each harmonic must be included (see Appendix A). Thus the fitting functions are

$$
f_{1}(t)=\sin \omega t \quad f_{2}(t)=\cos \omega t
$$

Brown (1,166) gives the transition matrix and initial vector of fitting functions as

$$
I=\left[\begin{array}{cc}
\cos \omega & \sin \omega \\
-\sin \omega & \cos \omega
\end{array}\right] \quad f(0)=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

The third type of transition matrix is for the case in which growing amplitudes and shifting phase angles are included in the periodic terms (see Appendix A). Suppose the example above is expanded to include the fitting functions

$$
f_{3}(t)=t \sin \omega t \quad f_{4}(t)=t \cos \omega t
$$

Brown (1,166) gives the transition matrix and initial vector of fitting functions in this case as

$$
L=\left[\begin{array}{cccc}
\cos \omega & \sin \omega & 0 & 0 \\
-\sin \omega & \cos \omega & 0 & 0 \\
\cos \omega & \sin \omega & \cos \omega & \sin \omega \\
-\sin \omega & \cos \omega & -\sin \omega & \cos \omega
\end{array}\right] \quad \mathrm{f}(0)=\left[\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right]
$$

The rule for generating transition matricies for forecasting models whose fitting functions are linear combinations of the three types of fitting functions described above is:

RULE FOR GENERATING GRAND TRANSITION MATRIX
Place the basic submatricies of the three types described above on the main diagonal of the grand transition matrix and fill in the required positions with zeros.

For example, suppose the model chosen to represent the time series is a growing sinusoidal model with a harmonic. The mathematical expression for the model is then

$$
\begin{aligned}
\xi(T+\tau)=\left(a_{1}+a_{2} t\right)+\left(a_{3}+a_{5} t\right) & \sin (2 \pi t / 12) \\
& +\left(a_{4}+a_{6} t\right) \cos (2 \pi t / 12)+a_{7} \sin (4 \pi t / 12) \\
& +a_{8} \cos (4 \pi t / 12)
\end{aligned}
$$

where the basic period is 12. The basic submatricies, then, used in building the grand transition matrix must represent
(A) A polynomial with two degrees of freedom.
(B) A growing sinusoid with frequency
$2 \mathrm{It} / \mathrm{l} 2$
(c) A harmonic sinusoid with frequency

$$
4 \pi t / 12
$$

The schematic representation of the grand transition matrix is given in Fig. 2.1.

Fig. 2.2 Schematic of Grand Transition Matrix.
where the 0's represent the required zero level terms.
Making the appropriate substitutions the grand transition matrix
is

$$
L=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{3} / 2 & 1 / 2 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 / 2 & \sqrt{3} / 2 & 0 & 0 & 0 & 0 \\
0 & 0 & \sqrt{3} / 2 & 1 / 2 & \sqrt{3} / 2 & 1 / 2 & 0 & 0 \\
0 & 0 & -1 / 2 & \sqrt{3} / 2 & -1 / 2 & \sqrt{3} / 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 / 2 & \sqrt{3} / 2 \\
0 & 0 & 0 & 0 & 0 & 0 & \sqrt{3} / 2 & 1 / 2
\end{array}\right]
$$

Using the transition matrix and the new method of counting time the calculations for revising the estimates of the coefficients in the general forecasting model can be simplified. The expression for the data vector (2.4.8) can be written in the following form ( 1,169 ).

$$
\begin{equation*}
g(t)=y(t) f(0)+\sum_{j=1}^{t} \beta^{j} f(-j) y(t-j) \tag{2.6.4}
\end{equation*}
$$

If successive values of the vector of fitting functions are generated with the transition matrix by the relation

$$
\begin{equation*}
f(-j)=L^{-1} f(-j+1) \tag{2.6.5}
\end{equation*}
$$

expression (2.6.4) can be written as

$$
\begin{equation*}
g(t)=y(t) f(0)+\sum_{j=1}^{t} \beta^{j} L^{-1} f(-j+1) y(t-j) \tag{2.6.6}
\end{equation*}
$$

By changing the index of summation by the relation $k=j-1$, the recursive relation for the data vector can be written as

$$
\begin{equation*}
g(t)=y(t) f(0)+\beta L^{-1} g(t-1) \tag{2.6.7}
\end{equation*}
$$

In the above expression the effect of the new method of counting time can be seen. In expression (2.6.7) the current observation is weighted by the function vector $f(0)$. In the previous method of counting time, with a fixed time origin, the current observation is weighted by the function vector $f(t)$.

Two major improvements in the calculations are generated by changing the time origin and using the transition matrix.
(1) The only time dependent value in cxpression (2.6.7) is the observation. Hence, the components of the data vector no longer depend on absolute time anc can be tabulated as constants.
(2) A simple recursive relationship for the data vector is developed. Turning attention to the $F$ matrix, Brown ( 1,170 ) determines the recursive relationship as

$$
\begin{equation*}
F(t)=\sum_{j=0}^{t} B^{j} f(-j) f^{\prime}(-j)=F(t-1)+B^{t} f(-t) f^{\prime}(-t) \tag{2.6.8}
\end{equation*}
$$

Even with these simplifications, however, the computations have not yet significantly decreased. The major advantage in changing from a fixed time origin to a moving time origin is found in the following property of the $F$ matrix. In the cases considered the fitting functions are either trigonometric functions or polynomials and $B$ is less than one. Under these conditions $B^{t}$ tends toward zero faster than $f(-t)$ can grow so that the $F$ matrix reaches a steady state condition. Hence, $F$ inversc can be determined in its final form for any set of fitting functions of the types considered. The expression used to describe this convergence is

$$
F(t)=F(t-1)
$$

Brown ( 1,170 ) notes the following properties of this convergence criterion. If a fitting function is used which takes the form of a decreasing exponential i.e.

$$
f(t)=e^{-a t},
$$

the $F$ matrix will reach a steady state only if past data is discounted at a very rapid rate, that is if

$$
B<e^{-2 a}
$$

Moreover, if the fastest growing function in the model is $t^{n}$, then the number of periods taken for this convergence is given approximately by

$$
T=\frac{7+(5.1) n}{(1-B)^{0.95}}
$$

Since the steady state conditions are assumed to have been reached the time notation is dropped. Moreover, if the steady state condition is assumed the conditions for $F$ to have an inverse will necessarily insue. Therefore the coefficients in the model can be estimated by

$$
a(t)=F^{-1} g(t)
$$

Therefore, the forecast of future observations is given by

$$
\begin{aligned}
y(t+\tau) & =a^{\prime}(t) f(\tau) \\
& =\left(F^{-1} g(t)\right) \cdot f(\tau) \\
& =E^{\prime}(t) F^{-1} f(\tau) \\
& =g^{\prime}(t) c(\tau)
\end{aligned}
$$

where $\tau$ is the forecast period
$\mathcal{E}^{\prime}(\mathrm{t})$ is the transpose of the current data vector
$c(\tau)$ is a column vector of coefficients that depend only on the values of the fitting functions at time $\tau$, but not on absolute time

### 2.7 General Exponential Smoothing

The simplification of the calculations for the general model up to this point depend on the convergence of the matrix of weighted fitting
functions $F(t)$. This convergence expressed as

$$
F=F(\infty)
$$

requires two conditions
(1) Successive values of the vector of fitting functions can be generated by a fixed transition matrix $工$
(2) The origin of time is taken at the present Furthermore, the data vector can be defined recursively by the relation (2.6.4)

$$
g(t)=y(t) f(0)+B L^{-1} g(t-1)
$$

Using these results the recursive estimates of the coefficients

$$
\hat{a}(T)=\left(\hat{a}_{1}(T), \hat{a}_{2}(T), \cdots, \hat{a}_{n}(T)\right)
$$

used in the forecast equation

$$
\begin{aligned}
y(T+\tau) & =a^{\prime}(T) f(\tau) \\
& =\sum_{i=1}^{n} a_{i}(T) f_{i}(\tau)
\end{aligned}
$$

can be obtained.
From Appendix $D$ the minimum discounted squared residual sum is attained when

$$
F(T) a(T)=g(T)
$$

Furthermore, when $F(T)$ has an inverse the vector of coefficients can be expressed as

$$
a(T)=F^{-1}(T) g(T)
$$

and if the convergence criterion is met, namely

$$
f_{i}(t)<\beta^{-t / 2} \text { for all } i
$$

the $F$ matrix reaches a steady state

$$
F=F(\infty)=\sum_{j=0}^{\infty} \beta^{j} f(-j) f^{\prime}(-j)
$$

Brown (1,177) substitutes this minimum steady state solution into the recursive relation for the data vector (2.6.4). The result is

$$
\mathrm{Fa}(T)=y(T) f(0)+\beta L^{-1} \mathrm{Fa}(T-1)
$$

If this expression is premultiplied by $\mathrm{F}^{-1}$

$$
\begin{equation*}
a(T)=y(T) F^{-1} f(0)+B F^{-1} L^{-1} \mathrm{Fa}(T-1) \tag{2.7.2}
\end{equation*}
$$

This expression can be analyzed in the following manner. Defining the time independent vector

$$
h=F^{-1} f(0)
$$

and the time independent matrix

$$
H=\beta F^{-1} L^{-1} F
$$

expression (2.7.1) can be rewritten as

$$
a(T)=h y(T)+H a(T-1)
$$

Considerine

$$
L^{-1}{ }_{F}
$$

and postmultiplying the definition of the $F$ matrix by $\mathrm{L}^{-1} \mathrm{~L}$

$$
\begin{aligned}
L^{-1} F L^{\prime-1} L^{\prime} & =\sum_{j=0}^{\infty} \beta^{j}\left(L^{-1} f(-j)\right)\left(L^{-1} f(-j)\right) ' L^{\prime} \\
& =\frac{1}{\beta}\left(F-f(0) f^{\prime}(0)\right) L^{\prime}
\end{aligned}
$$

Hence

$$
H=\beta F^{-1} L^{-1} F=\left(I-F^{-1} f(0) f^{\prime}(0) f^{\prime}(0)\right) L^{\prime}
$$

But the $h$ vector is defined as

$$
h=F^{-1} f(0)
$$

so

$$
H=L^{\prime}-h(L f(0))^{\prime}=L^{\prime}-h f^{\prime}(1)
$$

Moreover, (2.7.2) can be written as

$$
\begin{aligned}
a(T) & =h y(T)+H a(T-1) \\
& =h y(T)+L^{\prime} a(T-1)-h f^{\prime}(1) a(T-1)
\end{aligned}
$$

Since $f^{\prime}(1) a(T-1)=\hat{y}(T-1)$ is the forecast of what the observation at time $T$ will be, as of the data received through time $T-1$. The above expression may be written as

$$
a(T)=L^{\prime} a(T-1)+h(y(T)-\hat{y}(T-1))
$$

and hence the final form for the recursive relation for the estimates of the coefficients in the general forecasting model is expressed as a function of the value of the vector of coefficients at the previous period and the error of the forecast made at the previous period.

Exponential smoothing provides an estimate of the coefficients $\mathrm{A}(\mathbb{T})$ from the observations $y(0), y(1), \ldots, y(T)$. If there is no noise in the data and if the fitting functions represent the process then if
exponential smoothing is applied over a long enough range the computed values of the coefficients will equal the true values. By definition, however, the time series does contain noise. The representation of the time series is given as

$$
\begin{aligned}
& y(t)=\xi(t)+\varepsilon(t) \\
& \text { where } y(t) \text { is the observed value at time } t \\
& \xi(t) \text { is the process } \\
& \varepsilon(t) \text { is the noise in the } t^{\text {th }} \text { observation. } \\
& \text { The distribution of } \varepsilon(t) \text { has the properties } \\
& E\left(E_{t}\right)=0 \text {, } \\
& E\left(\varepsilon_{i} \varepsilon_{j}\right)=0 \text { for } i \neq j \\
& =\sigma^{2} \text { for } i=3 \text {, } \\
& \text { where } \sigma^{2} \text { is the variance of the nolse } \\
& \text { distribution. }
\end{aligned}
$$

Exponential smoothing yields a forecast whose expected value is shown to be the process, $\xi(t)$. Brown $(1,393)$ also uses expectation to investigate the estimates of the coefficients.

Suppose the process can be exactly represented by some linear combination of fitting functions

$$
\xi=a
$$

where the vector $a$ is the true sct of coefficients. The expected value of the forecast when the least squares criterion is used is shown to be

$$
E\left(\hat{y}_{t}\right)=a f(t)
$$

Substituting the least squares estimatcs of the coefficients (2.4.9) into the expression for the expected value of the coefficients the following is
obtained.

$$
E\left(a^{\prime}\right)=E\left(y W^{2} \not z^{-1}\right)
$$

But since the expected value of the time series is the process

$$
\begin{aligned}
& =\xi W^{2} \not Z \mathrm{~F}^{-1} \\
& =a^{\prime} \not \mathcal{W}^{2} \not Z \mathrm{~F}^{-1} \\
& =a^{\prime}
\end{aligned}
$$

Hence, the expected values of the estimates of the coefficients are the true coefficients.

The estimates of each coefficient, therefore, is some distribution whose mean is the true value of that coefficient. Next, the variance of the distribution is considered. The correlation coefficient between two random variables $X_{1}$ and $X_{2}$ as defined previously is

$$
\begin{gathered}
\rho_{12}=\frac{E\left(x_{1}-\mu_{1}\right)\left(x_{2}-\mu_{2}\right)}{\sigma_{1} \sigma_{2}} \\
\text { where } \mu_{1} \text { is the expected value of } X_{1} \\
\mu_{2} \text { is the expected value of } X_{2} \\
\sigma_{1} \text { is the variance of } X_{1} \\
\sigma_{2} \text { is the variance of } X_{2}
\end{gathered}
$$

Hoge and Craig (7) define the covariance of these variables as

$$
E\left(\left(x_{1}-\mu_{1}\right)\left(x_{2}-\mu_{2}\right)\right)
$$

Moreover, the variance - covariance matrix is defined by Hogg and

Craig (7) as follows. Given the N random variables

$$
x_{1}, x_{2}, \ldots, x_{N}
$$

and calling the variance - covariance matrix $V$, the elements on the principal diagonal of $V$ are respectively the variances $\sigma_{i i}=\sigma_{i}^{2}, i=1,2, \ldots, N$. The elements not on the principal diagonal of $V$ are the covariances

$$
\sigma_{i j}=\rho_{i j} \sigma_{i}{ }_{j}
$$

Exploiting the idea of the variance - covariance matrix, the corresponding matrix for the variation in the estimated coefficients a caused by the noise $\varepsilon_{t}=y_{t}-\xi_{t}$ in the observed data is

$$
E(\hat{a}-\tilde{a})(\hat{a}-\tilde{a})^{\prime}=F^{-1} W^{\prime}{ }^{2}(x-\xi)^{\prime}(x-\xi) W^{2} \not \mathcal{F}^{\prime} F^{-1}
$$

Since the noise is defined to have no serial correlation and assuming that all the noise samples have the same variance $\sigma_{\varepsilon}^{2}$, then $(1,393)$

$$
E(x-\xi)^{\prime}(x-\xi)=I \sigma_{\varepsilon}^{2}
$$

and the covariance matrix for the coefficients reduces to

$$
\begin{gathered}
F^{-1} \not Z W^{2}\left(Z W^{2}\right) \cdot F^{-1} \sigma_{\varepsilon}^{2}=F^{-1} K F^{-1} \sigma_{\varepsilon}^{2} \\
\text { where } K=\left(Z W^{2}\right)\left(Z W^{2}\right),
\end{gathered}
$$

The K matrix, then, can be represented as

$$
\begin{equation*}
K=\sum_{j=0}^{\infty} \beta^{2 j} f(-j) f^{\prime}(-j) \tag{2.7.5}
\end{equation*}
$$

Moreover, the variance - covariance matrix for the coefficients can be expressed in terms of the variance of the noise as

$$
\begin{equation*}
V \sigma_{\varepsilon}^{2}=F^{-1} K F^{-1} \sigma_{\varepsilon}^{2} \tag{2.7.6}
\end{equation*}
$$

The $(i, j)$ element of $v_{i j}$ is the covariance between $\varepsilon_{i}$ and $a_{j}$

$$
\operatorname{cov}\left\{a_{i}, a_{j}\right\}=v_{i j} \sigma_{\varepsilon}^{2}
$$

where $\sigma_{\varepsilon}^{2}$ is the variance of the (uncorrelated) noise. The variance of the $i^{\text {th }}$ coefficient is

$$
\operatorname{var}\left\{a_{i}\right\}=\operatorname{cov}\left\{\hat{a}_{i}, \hat{a}_{i}\right\}=v_{i i} \sigma_{\varepsilon}^{2}
$$

Hence, the elements $V_{i i}$ are the variances of the coefficients expressed as a multiple of the variance of the noise $\sigma_{E}^{2}$.

### 3.0 COMPUTER PROGRAMS

The analysis presented in the first two chapters, trend analysis, autocorrelation analysis, spectral analysis and exponential smoothing can only be carried out practicably through the use of automatic computing equipment. The facility available for this study is the I.B.M. 1410 system at Kansas State University. This system consists of the following equipment; an I.B.M. 1410 computer with 40 K storage capacity, a 1423 card reader and card punch, a 1422 printer, an I.B.M. 1401 computer and seven 7330 magnetic tape drive units.

The 2410 system is internally programmed with PR-155. This system allows programing in either Autocoder or Fortran. In this study Fortran is used. The processor occupies loK leaving 30 K for the compiled program and the calculations. This limitation of storage would be prohibitive to the application of the preceeding analysis except that the PR- 155 system allows phasing of the program. Phasing consists of writing the program, which itself is too large for the available memory capacity, into parts, or phases. These phases are then run independently and anything that must be retained from one phase for following phases is read onto a "scratch" file. At the completion of a phase the processor automatically clears core and loads in the next phase.

Phasing the program does, however, have its associated limitations. There are, basically, two limitations which must be considered. The first limitation of phasing is concerned with time. Since each phase is compiled independently, compiling time is increased. Moreover, running time is increased because the data which must be retained between phascs must be written on and read off tapes. The second, and most crucial limitation is concerned.
with the nature of the program. Phasing is limited to programs which can be devided into independent parts which can be accomodated in the memory capacity of the available facilities.

The programs incorporated in this analysis provide a twofold function. First, these programs serve the function of a medium for carrying out and evaluating the analysis of the first two chapters. Secondly, these programs serve the function of analyzing the practicability and economy of applying the forecasting techniques to a digital computing system with a Fortran type of processor.

### 3.1 The program for general exponential smoothing

In the application of general exponential smoothing to computer simulation a general program is required. This program must have the ability to (1) perform general exponential smoothing on a time series, (2) change the forecasting model and (3) vary the significant parameters in the forecasting model. In the last requirement these parameters are taken to be, (a) the basic period of the model and (b) the value of the smoothing constant. Moreover, it is required that the program for the application of general exponential smoothing perform these functions in a reasonable amount of time, with the ability to handle a wide range of fitting functions and time series and provide output in the desired form.

Considering the operations involved in general exponential smoothing the following independent phases are suggested. The first phase, phase $I$, is named INCONT and executes the functions of
(1) Reading the time series into memory,
(2) Providing the description of each forecasting model and
(3) Evaluating estimates for the initial values of the coefficients for cach model and time series combination.

Upon completion of the first phase the following information will be available to the insuing phases
(1) Control parameters
(a) The basic period of the forecasting model, $P$
(b) The number of fitting functions, $N$
(c) The number of observations in the time series, ND
(2) The time series $X(I)$, where $I=1,2, \ldots, N D$
(3) The transition matrix $T M(I, J)$

$$
\begin{array}{r}
\text { where } I=1,2, \ldots, N \\
J=1,2, \ldots, N
\end{array}
$$

(4) The inftial vector of fitting functions, $F(I)$, where $I=1,2, \ldots, N$
(5) The initial value of the vector of coefficients $C(I)$, where $I=1,2, \ldots, N$
(6) The change vector, $\operatorname{CHK}(I), I=1,2, \ldots, N$.

Evaluating the above requirements 1,2 and 4 can be adequately performed by normal read operations. If a general program is to be maintained, however, requirement 3 and 5 must be considered more thoroughly. Considering requirement 3, it was noted in Chapter 2 that the elements of the transition matrix which are included to describe the periodic terms in the model take the form

$$
\pm \cos \omega, \pm \sin \omega
$$

where $\omega=2 \pi / P$, and $P$ is the basic period of the model. Hence, these terms must be adaptable to a change in the basic period of the model. Moreover, the inftial values of the coefficients for the periodic terms in the forecasting model are given by Brown $(1,194)$ as

$$
a_{n}=2 / P \sum_{k=1}^{P} y_{k} \sin \omega_{k}
$$

for the coefficient of the sine terms and

$$
a_{n}=2 / P \sum_{k=1}^{p} y_{k} \cos \omega_{k}
$$

for the coefficients of the cosine terms. Hence, provision for calculating 3 and 5 for each forecast is made.

Considering 6, the change vector has not yet been discussed. In section 2.6 the recursive relation for the vector of fitting functions is given in (2.6.2) as

$$
f(t+I)=L f(t)
$$

where $L$ is the transition matrix and $f(t)$ is the vector of fitting functions evaluated at time $t$. However, because of the moving time origin the matrix for general exponential smoothing is defined in (2.6.4) as

$$
F(t)=\sum_{j=0}^{t} \beta^{j} f(-j) f^{\prime}(-j)=F(t-1)+\beta^{j} f(-t) f^{\prime}(-t)
$$

The transition between the recursive relation for the vector of fitting functions defined for the fixed time origin and the recursive relation for the same vector defined for a moving time origin results in expression (2.6.5)

$$
f(-t)=L^{-1} f(-t+1)
$$

Hence, it would seem that the requirements of the $F$ matrix necessitate storing the inverse of the L matrix. The objection with using the inverse of the transition matrix is based on the recursive relation for the vector of coefficients (2.7.3)

$$
a(T)=L \cdot a(T-1)+h(y(T)-\hat{y}(T-1))
$$

This relationship is executed in the last phase of the program. Hence, the original transition matrix and its inverse would have to be carried in the program. This dual storage is an obvious burden, if not a limitation, on the program.

Thus, the change vector is introduced to avoid the calculation and storage of the inverse of the transition matrix. Advantage is taken of the trigonometric identities

$$
\begin{aligned}
& \cos (-x)=\cos (x) \\
& \sin (-x)=-\sin (x)
\end{aligned}
$$

and the relation

$$
\begin{aligned}
& t^{n} \text { for } n \text { even } \\
(-t)^{n}= & \\
& -\left(t^{n}\right) \text { for } n \text { odd }
\end{aligned}
$$

The fitting functions used for the time series considered are either simple powers of $t$ or trigonometric functions or multiples of these functions. In the case of the general polynomial

$$
y=a_{0}+a_{1}(t)+a_{2}\left(t^{2}\right)+a_{3}\left(t^{3}\right)+\ldots+a_{n}\left(t^{n}\right)
$$

the vector of fitting functions is
$\left[\begin{array}{c}(1) \\ (-t) \\ \left(-t^{2}\right) \\ \left(-t^{3}\right) \\ \vdots \\ \left(-t^{n}\right)\end{array}\right]$

As an illustration of a more complicated model the example in section 2.6 can be considered. The expression for this model is given as

$$
\begin{aligned}
\xi(T+\tau)=\left(a_{1}\right. & \left.+a_{2} t\right)+\left(a_{3}+a_{5} t\right) \sin (2 \pi t / 12) \\
& +\left(a_{4}+a_{6} t\right) \cos (2 \pi t / 12)+a_{7} \sin (4 \pi t / 12) \\
& +a_{8} \cos (4 \pi t / 12)
\end{aligned}
$$

The vector of fitting functions in this case is

$$
\left[\begin{array}{l}
1 \\
(-t) \\
\sin \left(\omega_{1}(-t)\right) \\
\cos \left(\omega_{1}(-t)\right) \\
(-t) \sin \left(\omega_{1}(-t)\right) \\
(-t) \cos \left(\omega_{1}(-t)\right) \\
\sin \left(\omega_{2}(-t)\right) \\
\cos \left(\omega_{2}(-t)\right)
\end{array}\right]
$$

where $\omega_{1}=2 \pi t / 12$ and $\omega_{2}=4 \pi t / 12$. From these examples it can be seen that

$$
f_{i}(-t)= \pm f_{i}(t)
$$

where $f_{i}(t)$ is the value of the $i^{\text {th }}$ fitting function evaluated at time $t$. In order to facilitate this relationship in the computer program the change vector $\operatorname{CHK}(I)$, where $I=1,2, \ldots, N$, is introduced. This vector satisfies the relationship

$$
=0 \text { for } f_{i}(-t)=f_{i}(t)
$$

$\operatorname{CHK}(I)$

$$
=1 \text { for } f_{i}(-t)=-f_{i}(t)
$$

Thus, the transition from a fixed time origin to a moving time origin is made without the use of the inverse of the transition matrix.

The functional value of this vector can be seen in the following example. Suppose the transition matrix is of the order $10 \times 10$. If a percision of ten decimal places is used this matrix, or its inverse, would require

$$
10 \times 10 \times 10=1000
$$

core locations for storage. In contrast the storage of the change vector of fixed point numbers requires only 10 core locations.

Finally, all the required information from the first phase is written onto a work tape, making it available for following phases. The flow diagram for phase I is shown in Fig. 3.1 and the program is shown in Appendix E.

The second phase, named RAY, has three functions, they are
(1) Calculating the $F$ matrix,
(2) Calculating the $K$ matrix, and
(3) Checking for convergence of the $F$ matrix.

The expression for the $F$ matrix as given in (2.6.8) is

$$
F(t)=\sum_{j=0}^{t} \beta^{j} f(-j) f^{\prime}(-j)=F(t-1)+\beta^{t} f(-t) f^{\prime}(-t)
$$

As shown in section 2.6 this matrix converges under specified conditions. That is, $F=F(\infty)$, or $F(t)=F(t-1)$. The convergence criteria used in this application is that suggested by Brown (1, )

$$
\frac{F_{i j}(t)=F_{i j}(t-1)}{F_{i j}(t-1)} \leq 10^{-6}
$$

for all i and j. Moreover, the $K$ matrix is given in (2.7.5) as

$$
K=\sum_{j=0}^{\infty} B^{2 j^{j}(-j) f^{\prime}(-j)}
$$

Again a recursive relation for this matrix can be formulated as

$$
K(t)=K(t-1)+B^{2 t} f(-t) f^{\prime}(-t)
$$

The calculations required to form these matricies are quite extensive. Therefore, it is necessary to reduce the calculation time for these operations. The first reduction in computing time can be attained by noting that both the $F$ and $K$ matricies are symmetric. Moreover, the recursive relation for the $K$ matrix can be expressed as

$$
K(t)=K(t-1)+\left(B^{t} f(-t) f^{\prime}(-t)\right) B^{t}
$$

By defining the term

$$
B^{t} f(-t) f^{\prime}(-t)=Z(t)
$$

the two recursive relationships can be written as

$$
\begin{aligned}
& F(t)=f(t-1)+Z(t) \\
& K(t)=K(t-1)+\beta^{t_{Z}}(t)
\end{aligned}
$$

But since $Z$ is also a symmetric matrix the calculations are reduced to computing half of 2 for each iteration. Moreover, by taking advantage of the recursive relationship

$$
B^{t}=\left(B^{(t-1)}\right) B
$$

the calculations are further reduced.
The check for convergence requires the formation of the quotients

$$
z_{i j}(t) / F_{i j}(t-1)
$$

for $i=1,2, \ldots, n j=1,2, \ldots, n$, and checking to see if these terms exceed $10^{-6}$. The calculation for this convergence check can be reduced in two weys
(1) By noting that the convergence criteria must be met for all the elements in the $F$ matrix, the program can be written to exit from this check routine as soon as it finds one element which has not converged.
(2) The operations involved in checking for convergence are quite extensive. If this check is made each time the $F$ matrix is updated the calculation time will be increased considerably. Hence, the program can be written to make this check at specified intervals. These intervals are taken to be each $50^{\text {th }}$ iteration.

The flow diagram for phase II is given in Fig. 3.2 and 3.3 and the program is given in Appendix E.

The third phase, named MATINV, performs the functions of
(1) Taking the inverse of the $F$ matrix,
(2) Forming the $h$ vector and
(3) Determining the variance of the coefficients.

The recursive relation for the coefficients using general exponential smoothing is given in equation (2.7.3) as

$$
a(T)=L^{\prime} a(T-1)+h(y(T)-\hat{y}(T-1))
$$

where

$$
a(T) \text { is the estimate of the coefficients at time } T \text {, }
$$

$L$ is the transition matrix,
$h$ is the $h$ vector,
$(y(T)-\hat{y}(T-I))$ is the error of the forecast made at the previous period.

The vector $h$ is defined as

$$
h=F^{-1} f(0)
$$

where $F^{-1}$ is the inverse of the $F$ matrix and $f(0)$ is the vector of fitting functions evaluated at time $t=0$. It is found that the most convenient method for performing the three functions required by this phase is to write the program for determining the $h$ vector as a subprogram of the main program for finding the inverse of the $F$ matrix and calculating the variance of the coefficients. Again, taking consideration of the memory requirements it is noted that in future operations the $F$ matrix is not needed. That is, only the inverse of the $F$ matrix will be required after this phase. Hence, space can be conserved in core by replacing the $F$ matrix by its inverse. This is equivalent to reading the inverse of the $F$ matrix over the $F$ matrix.

In section 2.7 the variance-covariance matrix is defined as

$$
\mathrm{Vo}_{\varepsilon}^{2}=\mathrm{F}^{-1} \mathrm{KF}^{-1} \sigma_{\varepsilon}^{2}
$$

where $\sigma_{\varepsilon}^{2}$ is the variance of the noise distribution. By using this matrix the variance of the coefficients expressed as multiples of the variance of the noise can be obtained from

$$
\operatorname{var}\left\{a_{i}\right\}=\operatorname{cov}\left\{a_{i}, \hat{a}_{i}\right\}=v_{i \pm} \sigma_{\varepsilon}^{2}
$$

That is, the elements on the diagonal of the covariance matrix provide the required information. It is found, however, more convenient to calculate the entire $V$ matrix than to calculate the diagonal elements alone. The flow
diagram for phase III and the subprogram for calculating the $h$ vector are shown in Fig. 3.4 and 3.5, and the programs are shown in Appendix $\mathbb{E}$. The fourth phase is the phase which actually makes the forecast. With the $h$ vector calculated all the information required for this phase is available. The initial estimates of the coefficients are obtained in phase I. With these starting values the format for forecasting the time series is
(1) Make the forecast according to (2.7.1)

$$
\begin{aligned}
& y(T+\tau)=a^{\prime}(T) f(\tau) \\
& =\sum_{i=1}^{n} a_{i}(\tau) f_{i}(\tau) \\
& \text { where } y(T+\tau) \text { is the forecast for one period } \\
& \text { in the future, } \\
& a(T) \text { is the estimate of the vector } \\
& \text { of coefficients made at the present } \\
& \text { period, } \\
& f(\tau) \text { is the vector of coefficients eval- } \\
& \text { uated at time } \tau \text { - where } \tau \text { is the } \\
& \text { forecest period. }
\end{aligned}
$$

(2) Update the vector of coefficients in terms of
(a) The previous vector of coefficients and the forecast period.
(b) The error of the forecast made in the previous period.

The recursive relation for the vector of coefficients is given in equation (2.7.2)

$$
a(T)=L^{\prime} a(T-1)+h(y(T)-\hat{y}(T-1))
$$

where $\hat{a}(T)$ is the present estimate of the vector of coefficients,
$a(T-1)$ is the vector of coefficients used to make the forecast in the previous period,
$L^{\prime}$ is the transpose of the transition matrix,
$h$ is the vector of constants defined in section 2.7,
$y(T)$ is the present value of the time series, $\hat{y}(T-1)$ is the forecast made at the previous period.
(3) Return to step (1)

The two auxiliary functions of the fourth stage are to
(1) Calculate the sum of squares of errors and
(2) Calculate the variance of the forecasts.

The expression for the variance of the forecasts is given in section 4.4 as

$$
\sigma_{F}^{2}=\frac{\sum_{t=1}^{N}\left(y_{t}-\hat{y}_{t}\right)^{2}}{\sum_{t=1}^{N} y_{t}}
$$

where $y_{t}$ is the observation at time $t$ and $\hat{y}_{t}$ is the forecast made for time $t$. The flow diagram for phase four is given in Fig. 3.6 and the Fortran program is given in Appendix $E$

The last phase of the program, phase $v$, makes a plot of
(1) The time series,
(2) The forecasts and
(3) The absolute error of the forecast.

This phase is named "PLOTTER". The actual plotting is done in a subroutine "PLOTS".

It is found that a serious limitation is imposed on the length of the time series that can be accomodated in the program if the value of the forecast, the observations and the errors are stored in memory at one time. In the preceeding phase the forecast and the error of the forecast were calculated for each period. However, if these sets of values were stored in this phase the length of the time series that could be used would be too short for the investigation. Hence, some method must be devised to make the values of the forecasts and the forecast errors available to the plotting phase without storing them in the previous phase. In the case of the forecast this problem was solved in the following manner. Referring to Fig. 3.6, as each value of the forecast is calculated in phase IV it is written onto a work tape. There will be then, at the completion of this phase, $N$ forecasts on the tape for each model used; where $N$ is the number of observations in the time series. In the plotting phase these values can be read in and transformed into the subscript variable FCST(I), where $I=1,2, \ldots, N$, making them available for the subroutine "PLOTS". In the case of the errors this difficulty is overcome since the subroutine "PLOTS" calculates the absolute value of the errors independently along with plotting the three values.

This subprogram provides a vertical plot of the three variables. The horizontal axis on which the three variables are measured is limited by the 1422 printer. The printer is capable of printing 133 characters on a line. Hence, the scale for the three variables must be transformed to an integer scale with a range of from zero to 133 . In this case an upper limit of 130 was actually used. The vertical scale contains one line for each period
in the time series. This scale does not have an upper limit.
The plotting function is carried out in Fortran IV by means of a write statement. For each period in the time series the statement

$$
\operatorname{WRITE}(3,1)(\operatorname{MP}(L),(L=1,130))
$$

is executed. This statement can be inturpreted as writing, by means of the 1422 printer (symbolic unit 3), by the accomodating format (7), the subscripted variable $\mathbb{M P}(L)$ which ranges from 1 to 130 . Now if for each line of the plot $L$ takes on only three values corresponding to the observation, the forecast and the error for that period on the integer scale, then the required plots can be obtained. One of the characteristics of Fortran IV is that a variable can be set equal to an alphebetic or special character. Hence, if a method is provided to set each of the three values of the subscripted variable $M P(L)$ equal to the corresponding symbol for the plot, then the requirements for a plotting routine are fulfilled. The flow diagrams for the program "PLOTTER" and the subprogram "PLOTS" are shown in Fig. 3.7 and 3.8 and the programs are given in Appendix $E$.

The second phase of the program is the most critical with respect to time. The controlling factors in this phase are the value of the smoothing constant and the size of the matrix being handled. The calculation time increases factorialy as the order of the matrix.

The relationship of the value of the smoothing constant to calculation time can be demonstrated as follows. The recursive relation for the elements of the $F$ matrix is given in equation (2.6.5) as

$$
F(t)=F(t-1)+\beta^{t} f(-t) f^{\prime}(-t)
$$

Since for any given set of fitting functions the rate of growth of $f_{i}(-t)$ is fixed the rate of convergence of the $F$ matrix depends on the speed at which $B^{t}$ goes to zero. From the experience of this investigation a value of the smoothing constant of 0.7 will yield convergence for the $F$ matrix for a given set of fitting functions five times as fast as a value of 0.9.

In this section the flow diagrams for the separate phases of the forecasting program are shown. It is noted that phasing the program depends on the ability of the system to retain information between the phases by means of "work" or "scratch" tapes. Moreover, it is noted that phasing also depends on the ability to write the program in independent parts or phases that can be run separately. In this investigation one more limitation on phasing a program is found. Phasing the program depends on the ability to write the program into phases in such a way that the information from any phase can be made available for the following phase or phases which require it. This limitation can best be illustrated in the context of the program under investigation. Due to the complexity of the internal read and write statements between phases no attempt was made to represent them in the previous flow diagrams of this section. Figure 3.9 shows the data transfer statements for the "scratch" files. In this program three "scratch" files are required. These tapes are referred to in the listings of the forecasting program in Appendix $E$ as symbolic units 5,6 and 7 . It is found that it would not be possiblc to use any less than three tapes since the available memory capacity of the system would not allow the required data transfer.

The read and write statements shown in Fig. 3.9 are given in the program uaing free style formats. Thus each of the read and write statements
refer to a physical record representing one model. This technique is necessary to permit a multimodel program. This type of multiphase programming is considered to be a significant contribution of this investigation.

As a check on the validity and accuracy of the results obtained from the program for general exponential smoothing Table 3.10 is constructed. This table gives the values of the $h$ vector and the variance of the coefficients for several models. For each model these values are obtained using three values of the smoothing constant $0.70,0.90$ and 0.95 . The results are shown to 6 decimal places and the difference between those obtained by Brown (1,184-193) are shown. This table indicates that the results obtained are in essential agreement with those obtained by Brown.
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| 000000 ${ }^{\circ}$ | $980000^{\circ}$ |
| :---: | :---: |
| 000000 ${ }^{\text { }}$ | 35ヶヶ90＊ |
|  | squa̧ȚJJa0 |
| よさ！ |  |
| 000000 ${ }^{\circ}$ | عと9200＊ |
| 000000＊ | T0000 ${ }^{\text {．}}$ |
| よปโp | дод0an ч |
|  |  |

$1-\beta=0.05$
.000000
.000000

| $1-\beta^{n}=0.25$ |  |
| :--- | :--- |
| h vector | diff |
| .250000 | .000000 |
| .017949 | .000000 |
| Variance of <br> Coefficients | diff |
| .169367 | .000000 |
| .007400 | .000000 |

Table 3.10 Comparison of Results Obtained from Computer Program with Brown＇s Results
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$$
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### 3.2 The Program for Calculating the Autocorrelation Function and "Detrending"

In section 1.3 the autocovariance is defined as

$$
R_{x x}(k)=\sum_{j=k+1}^{T} y_{j} y_{j-k} /(T-k+1)
$$

where $k$ is the lag for which the autocovariance is calculated $T$ is the range of the series $y_{j}$ is the series which has been adjusted to have an expected value of zero

The normalized form of the autocovariance is defined as

$$
\rho(k)=R_{x x}(k) / R_{x x}(0)
$$

This is the autocorrelation coefficient. The set of values for the autocorrelation coefficient for all lags, $k= \pm 1, \pm 2, \ldots$, is defined as the autocorrelation function.

This expression as it stands does not readily lend itself to computer programming. A method for adapting the calculation of the autocorrelation function to computer programming is developed by Raymond W. Southworth (8). This method is based on the definition of the autocorrelation coefficient as

$$
\begin{equation*}
p(k)=\frac{(N-k) \sum_{i=1}^{N-k} y_{i} y_{i+k}-\left(\sum_{i=1}^{N-k} y_{i}\right)\left(\sum_{i=1}^{N-k} y_{i+k}\right)}{\left((N-k) \sum_{i=1}^{N-k}\left(y_{i}\right)^{2}-\left(\sum_{i=1}^{N-k} y_{i}\right)^{2}\right)^{1 / 2}} \times\left((N-k) \sum_{i=1}^{N-k}\left(y_{i+k}^{2}\right)-\left(\sum_{i=1}^{N-k} y_{i+k}\right)^{2}\right)^{1 / 2} \tag{3.2.1}
\end{equation*}
$$

If the data is first put in the normalized form then this expression reduces to the one above.

The value of expression (3.2.1) is found in its adaption to computer programming. First the following sums are defined.

$$
\begin{array}{ll}
T_{k}=\sum_{i=1}^{N-k} y_{i+k} & G_{k}=\sum_{i=1}^{N-k} y_{i}^{2} \\
F_{k}=\sum_{i=1}^{N-k} y_{i} & c_{k}=\sum_{i=1}^{N-1} y_{i} y_{i+k} \\
S_{k}=\sum_{i=1}^{N-k} y_{i+k}^{2} & W(k)=c_{k} / N-k
\end{array}
$$

Then it is noted that recursive relationships can be developed for the first four sums.

$$
\begin{aligned}
& \mathrm{T}_{\mathrm{k}}=\mathrm{T}_{\mathrm{k}-1}-\mathrm{y}_{\mathrm{k}} \\
& \mathrm{~F}_{\mathrm{k}}=\mathrm{F}_{\mathrm{k}-1}-\mathrm{y}_{\mathrm{N}-\mathrm{k}+1} \\
& \mathrm{~S}_{\mathrm{k}}=\mathrm{S}_{\mathrm{k}-1}-\mathrm{y}_{\mathrm{k}}^{2} \\
& \mathrm{G}_{\mathrm{k}}=\mathrm{G}_{\mathrm{k}-1}-\mathrm{y}_{\mathrm{N}-\mathrm{k}+1}^{2}
\end{aligned}
$$

The flow diagram for the computer program for calculating the autocorrelation function is given in Fig. 3.11. This flow diagram illustrates how these recursive relationships reduce the calculations extensively.

This program also removes the trend of the mean from the time series. The "detrending" is performed in a subprogram named "TREND". As described in section 1.2 this operation basically consists of fitting a polynomial regression model chosen to represent the trend of the mean, to the data.

This regression curve is then subtracted from the data. In the time series considered in this investigation the linear regression model is found to be adequate. This model can be representcd as

$$
\begin{aligned}
& y(t)=a+b(t) \\
& \text { where } y(t) \text { is the value of the regression } \\
& \text { model at time } t \text { and } a \text { and } b \text { are the } \\
& \text { coefficients to be estimated by re- } \\
& \text { gression }
\end{aligned}
$$

The expression for the constant term in this model is given in Appendix B as

$$
a=\sum_{i=1}^{N} y(i) / N
$$

where $N$ is the number of observations in the time series. The expression for the coefficient for the linear term is given as

$$
b=\frac{\sum_{i=1}^{N}(i) y_{i}-(\bar{i}) \sum_{i=1}^{N} y_{i}}{\sum_{i=1}^{N}(i)^{2}-2(\bar{i}) \sum_{i=1}^{N}(i)+\sum_{i=1}^{N}(\bar{i})^{2}}
$$

Since the independent variable in this case is the uniform time axis this expression can be reduced to

$$
b=\frac{\sum_{i=1}^{N}(i) y_{i}-1 / \mathbb{N} \sum_{i=1}^{N}(i) \sum_{i=1}^{N} y_{i}}{\sum_{i=1}^{N}(i)^{2}-1 / N\left(\sum_{i=1}^{N}(i)\right)^{2}}
$$

The flow diagrams for the program to calculate the autocorrelation function and the subprogram to "detrend" the time serics are given in Fie. 3.11 and 3.12 respectively. The programs are given in Appendix $E$.

### 3.3 The Program for Calculating the Power Spectrum

The basic functions of this program are calculating the coefficients of the harmonics of the time series and calculating the energy term for each frequency in the spectrum. The expressions for the coefficients are given in section 1.4 as

$$
\begin{aligned}
& A(T)=2 / N^{\prime} \sum_{t=0}^{N^{\prime}} y_{t} \cos (2 \pi t / T) \\
& B(T)=2 / N^{\prime} \sum_{t=0}^{N^{\prime}} y_{t} \sin (2 \pi t / T)
\end{aligned}
$$

```
where T is the period of the harmonic,
    N' is the largest multiple of I in the series.
```

In section 1.4 the energy term for measuring the contribution of the frequencies is given as

$$
\begin{aligned}
& E(T)=\frac{R^{2}(T)}{2 \sigma^{2}} \\
& \text { where } R^{2}(T)=A^{2}(T)+B^{2}(T), \\
& T=\text { the period of the harmonic, } \\
& \sigma^{2}=\text { the variance of the data. }
\end{aligned}
$$

For convenfence the value of $R(T)$ is taken as a measure of the contribution of the frequencies. This is compatable with the spectral analysis found in the literature.

The input to this program is the detrended data from the program in section 3.2. The flow diagram for the program to calculate the power spectrum is given in Fig. 3.13 and the program is given in Appendix E.
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The application of the analysis in the first three chapters is carried out on two time series. The first time series under consideration is the international airline data (Fig. 4.1) and the second time serics is the sheep production data (Fig. 4.2). The application takes the following form. First, "detrending" is performed to allow the data to be viewed without the effects of the secular trend of the mean. Second, autocorrelation analysis is performed (1) to determine if thexe is significant evidence that the time series is generated by a process and (2) to determine the basic period of the time series. Third, spectral analysis is applied to determine the contribution of the harmonics contained within the basic period. Fourth, the time series is represented by a model. Finally, general exponential smoothing is performed.

Within the context of the application of general exponential smoothing and the preceeding analysis the effectiveness and sensitivity of each technique is investigated. In the case of trend analysis the questions to be answered are:
(1) Does the "detrended" form of the data permit more effective analysis of the time series?
(2) Can trend analysis be used to effectively determine the trend of the mean of the time series?
(3) Can trend analysis be used to provide quantitative estimates for the trends of the periodic component of the time scries?

As an aid to the trend analysis a Fortran program written for the I.B.M. 1410 computer is provided which plots the "detrended" data to make the results more useable.

In the case of the autocorrelation analysis the application to the two series provides answers to the questions
(1) Does the autocorrelation function give a true measure of the basic period of the process?
(2) Can the autocorrelation function be used as a test of significance that a process exists?

In the case of the international airline data (Fig. 4.1) it is quite evident that a process exists. Moreover, it is quite evident that the basic period of the periodic component of the time series is around twelve months. In this case autocorrelation analysis can be verified in view of the expected results. The sheep data (Fig. 4.2), however, is not quite as obvious. In this case the trend of the mean seems to be following a decreasing function, but there is no immediate indication of the basic period of the periodic component or, as a matter of fact, that a periodic component exists at ail. In contrast to the international airline passenger data in which the results of the autocorrelation analysis can be immediately evaluated, the results of the analysis in the case of the sheep data can be evaluated only in the final stage of the analysis, the forecasting stage, when the effects of the choice of the basic period and the forecasting model can be tested.

Using spectral analysis it is determined in section 1.4 that the contribution of each harmonic within the basic period can be measured. This analysis, it is proposed, will lead to the most optimal selection of the periodic terms to include in the forecasting model. However, no evidence is given in section 1.4 that the application of spectral analysis to an actual time series will lead to the obvious distinction between the contribution of the harmonics. That is, it is not yet shown that the application of spectral analysis yields results which justify the selection of a limited number of hormonics to
adequately describe the periodic component of the time series.
In section 1.5 the effect of a linear trend in the mean of the time series on spectral analysis is considered. This analysis provides sufficient evidence that the "detrended" form of the data should be used for the spectral analysis. The application of spectral analysis to the "detrended form of the two time series under consideration investigates the effectiveness of this method.

The final point to be investigated in spectral analysis is its relation to autocorrelation analysis. In section 1.3 it is shown that the autocorrelation function has a local maximum at $\omega_{i}$, the periods of the harmonics which describe the periodic component of the time series. Hence, if spectral analysis is carried out over a wide enough range the basic period of the time series as indicated by autocorrelation analysis should agree with the first harmonic of the series as indicated by spectral analysis

In summary, then, the application of spectral analysis investigates the following questions:
(1) Can spectral analysis be effectively used to determine the periodic terms to be included in the forecasting model?
(2) Is the use of the "detrended" form of the data an effective method of spectral analysis?
(3) Do the results of spectral analysis verify the results of autocorrelation analysis?

Continuing to the final stage, the analysis of general exponential smoothing which forms the contents of Chapter 2 presupposes the following:
(1) An adequate choice of the fitting function which make up the forecasting model can be determined.
(2) The basic period of the forecasting model can be adequately determined.
(3) A proper choice of the smoothing constant can be determined. In the application of general exponential smoothing, trend analysis, autocorrelation analysis and spectral analysis can be effectively used to help determine (1) and (2). It is well recognized, however, that the results obtained by these measures are only approximations. Therefore, the effects of errors in these parameters should be investigated. This investigation takes the form of sensitivity analysis.

Furthermore, no method is available in the existing literature for determining the optimal value to the smoothing constant. As a matter of fact, no evidence is available to substantiate the existence of a singular optimal value of this constant. This research does not attempt to find this optimal. It is recognized, however, that a local value of the smoothing constant might exist for each particular time series and set of fitting functions. Hence, a parametric investigation of the smoothing constant is carried out for each time series.

The application of general exponential smoothing then, investigates the following questions:
(1) How sensitive is general exponential smoothing to the choice of fitting functions used in the forecasting model?
(2) How sensitive is general exponential smoothing to the choice of the basic period in the forecasting model?
(3) How sensitive is general exponential smoothing to the choice of the smoothing constant?

### 4.1 The Application of Trend Analysis

In the case of the international airline passenger data (Fig. 4.1) a linear trend seems to best represent the mean of this time series. The flow diagram for the computer program to "detrend" the time series is shown in Fig. 3.12 and the program itself is shown in Appendix E. The results of this program give a value of 112.0 for the constant term in the regression model and a value of 2.6 for the coefficient of the linear term. The detrended data is given in Fig. 4.3. Line $A-A$ which is given as $y=112.0$ suggests that the "detrending" has successfully removed the secular trend of the mean from the data.

The vertical dashed lines in Fig. 4.3 are constructed at twelve month intervals in order to indicate the basic period of the data. The most important information gleaned from the trend analysis of the international airline data, however, is the trend of the periodic component. Line $B-B$ connects the peaks of the periodic component. Since the secular trend of the mean has been removed from the data the slope of the line $B-B$ indicates the rate of growth of the amplitude of the periodic component.

Figure 4.4 is the plot of the "detrended" sheep data. In this case the linear trend is again assumed and the results yield a constant term of 2207.0 and a value of -12.2 for the coefficient of the linear term in the regression model. The line $A^{\prime}-A^{\prime}$ which can be represented as $y=2207.0$ also indicates that the linear model is a good representation of the trend of the mean. The "detrended" form of the sheep data does not obviously yield any further information at this point.

### 4.2 Application of Autocorrelation Analysis

The flow diagram for the computer program for autocorrelation analysis is given in Fig. 3.21 and the computer program is given in Appendix E. The autocorrelation function for the international airline passenger data is given in Table 4.1 and the plot of this function is given in Fig. 4.5. It can be seen that this function reaches its maximum at 12 periods and multiples thereof. Thus, the autocorrelation analysis bares out the results expected from the trend analysis. The peak of the autocorrelation function is a maximum at 12 months and decreases at multiples of this period. This decrease, or decay, in the maximum values of the autocorrelation function is due to the trend in the amplitude of the periodic component and further serves to verify the effectiveness of autocorrelation analysis.

In the case of the sheep data the autocorrelation function is given in Table 4.2 and the plot of this function is given in Fig 4.6. This function reaches a local maximum at 25 and again at 40 months. The maximum value at 40 months, however, is much more predominent. The range of the autocorrelation function for the sheep data is taken as 50 months. This range is not extended because the available range of the data is only 73 months.

### 4.3 Application of Spectral Analysis

The application of spectral analysis is performed on the "detrended" data. Hence, any distortion of the analysis due to the secular trend of the mean is eliminated. The computer program for the application of this analysis is given in Appendix E and the flow diagram is given in Fig. 3.23. As proposed earlier the purpose of spectral analysis is to determine the contributing frequencies in the time series. The plot of the power spectrum for the international airline data is given in Fig. 4.7 and the power spectrum is
given in Table 4.3. The power spectrum for this series has a clear maximum at both 6 and 12 months. This analysis indicates a 12 month period with a harmonic. Moreover, since one of the purposes of spectral analysis is to verify the results of autocorrelation analysis this basic period of 12 months obtained is quite significant. The clear distinction of the 6 month harmonic indicated by spectral analysis suggests a more thorough analysis of the periocity of the time series using this method.

In the case of the sheep data another interesting result is obtained. Figure 4.8 and Table 4.4 give the power spectrum and the plot of the power spectrum for this time series. The power spectrum reaches a local maximum at 18 months and a maximum at 36 months. In this case, however, the results do not agree with those obtained by autocorrelation analysis which indicates a basic period of 40 months. At this point no conclusion can be drawn about the validity of the two techniques. The discussion of the comparison of the two methods must be curtailed until the effectiveness of the forecasting models can be considered.

### 4.4 Application of Exponential Smoothing

The flow diagram for the computer program used in exponential smoothing is given in Fig. 3.1 through 3.7 and the program is given in Appendix E. Using this program the results of trend analysis, autocorrelation analysis and spectral analysis can be investigated. Moreover, the effect of the value of the smoothing constant on the forecast can be investigated.

The application of general exponential smoothing is aimed at determining the parameters which influence the forecast and the sensitivity of the forecast to those parameters. The parameters chosen for investigation are
(1) The ritting funetions used to describe the process
(2) The basic period of the forecasting model
(3) The smoothing constant

In the comparison of forecasts a measure of the effectiveness of each foreenst must be provided. Brown $(1,393)$ suggests the following measure of the effectiveness of the forecast

$$
\begin{aligned}
& \sum_{t=1}^{T}\left(y_{t}-\hat{y}_{t}\right)^{2} /(T-n) \\
& \text { where } y_{t} \text { is the observation at time } t \\
& \hat{y}_{t} \text { is the forecast for time } t \\
& \quad \text { is the total number of observations in the } \\
& \\
& \text { time series } \\
& n \text { is the number of fitting functions in the } \\
& \\
& \text { forecasting model }
\end{aligned}
$$

Upon consideration of this measure of effectivenss proposed by Brown the following objection is incurred. Although the above measure of effectiveness is useful for comparing forecasts of the same time series it cannot adequately compare forecasts between cifferent time series. The reason for this inadequacy lies in the fact that as the size of the observations in the time series increases, the size of the term above increases even though the errors may not be proportionately as large. Hence, a new measure of the effectiveness of the zoreeast is devised as

$$
\begin{equation*}
\sum_{t=1}^{T}\left(y_{t}-\hat{y}_{t}\right)^{2} / \sum_{t=1}^{T} y_{t} \tag{4.4.1}
\end{equation*}
$$

with this new measure of effectiveness the forecasts for different time series can be compared on an equal basis.

The application of general exponential smoothing begins with the construction of the forecasting model (see section l.1). This model represents the process which generates the time series. In the selection of the fitting functions used to represent the process the results of trend amalysis, autocorrelation analysis and spectral analysis are utilized. Beginning with the international airline data two models are chosen. The first model represents a growing sinusoid with a basic period of 12 months and the second model represents a growing sinusoid with a basic period of 12 months plus a harmonic at 6 months.

The mathematical representation of the first model is

$$
\begin{aligned}
y(T+t)=\left(a_{2}+a_{2} t\right) & +\left(a_{3}+a_{5} t\right) \sin (2 \pi t / 12) \\
& +\left(a_{4}+a_{6} t\right) \cos (2 \pi t / 12)
\end{aligned}
$$

where the terms:

$$
\begin{aligned}
& \left(a_{1}+a_{2} t\right) \text { represent the linear trend of the mean } \\
& a_{3} \sin (2 \pi t / 12)+a_{4} \cos (2 \pi t / 12) \text { represent the } \\
& 12 \text { month periodic component } \\
& \left(a_{5} t\right) \sin (2 \pi t / 12)+\left(a_{6} t\right) \cos (2 \pi t / 12) \text { represent } \\
& \text { the growing amplitude of the periodic } \\
& \text { component. }
\end{aligned}
$$

The last set of fitting functions also give the model the ability to adapt to shifting phase angles. In the case of the second model the only difference in the fitting functions is that the terms

$$
a_{7} \sin (4 \pi t / 12)+a_{8} \cos (4 \pi t / 12)
$$

are included to represent the harmonic at 6 months.

The initial estimates of the coefficients for the terms which represent the linear trend of the mean are obtained from the regression analysis as $a_{1}=112.0$ and $a_{2}=2.6$. In the case of the coefficients $a_{5}$ and $a_{6}$ of the terms which represent the growth in the amplitude of the periodic component trend analysis is used. In section 4.1 these coefficients are estimated through the use of Fig. 4.3 as 2.9 . The initial value of the coefficients of the periodic terms $a_{3}, a_{4}, a_{7}$ and $a_{8}$ are estimated by the method proposed by Brown (1,194).

$$
a_{k}=2 / P \sum_{k=1}^{P} y_{k} \sin \omega(k)
$$

for the coefficients $a_{3}$ and $a_{7}$ and

$$
a_{k}=2 / P \sum_{k=1}^{P} y_{k} \cos \omega(k)
$$

for the coefficients $a_{4}$ and $a_{8}$.
The purpose of this investigation is to determine the increase in effectiveness of the forecast due to the inclusion of the harmonic term as indicated by the spectral analysis, and the effect of the value of the smoothing constant on the forecasts. The results of this application are shown in Table 4.5. The results are reported according to the forecasting model, the value of the smoothing constant, $B$ and the basic period, $P$, of the forecasting model. The measure of effectiveness given for each forecast is the variance of the forecast (4.4.1).

In this application the effective value of the smeothing constant is reported. That is,

$$
\beta^{n}=\beta \text { (effective) }
$$

where $n$ is the number of degrees of freedom in the mocied. Alons with the results in Fig. 4.5 the other results obtained for each forecast are given
in Table 4.6. This table gives the following values for each forecast

EFFECTIVE BETA

F INVERSE
h VECTOR

VARIANCE OF THE COEFFICIENTS

The advantage of tabulating these results is that once the $h$ vector is calculated for one set of fitting functions and a particular value of the smoothing constant then, since the value of this vector is independent of the time series, it can be used to forecast any time series where the same fitting functions and smoothing constant are used.

The results of Table 4.5 clearly indicate that the value of the smoothing constant and the choice of the fitting functions are significant parameters in the forecast. In the case of this data a value for the smoothing constant of 0.70 is far superior to a value of 0.90 for either of the two models. However, it is interesting to note that the growing sinusoidel model fares better for a value of the discount factor of 0.90 than does the harmonic model. When the discount factor is reduced to 0.70 the situation is reversed. The most important information obtained from these results is that the best forecast is obtained using the harmonic model. This varifies the results of spectral analysis.

The effect on the trace of the forecast for a change in the smoothing constant can be seen in Figs. 4.9 and 4.10. These figures clearly indicate that the peaks of the periodic component of the forecast are cut down as the value of the smoothing constant is increased. This analysis of the smoothing of the peaks of the forecast is one of the most important outcomes of this investigation.

In Fig. 4.9 the ability of the model to adjust to a phase change can be clearly noted. At the beginning of the forecast the trace is clearly out of phase with the observations. However, at the end of the time series the trace is exactly in phase.

In the case of the sheep data three forecasting models are used
(1) Linear
(2) Linear plus sinusoid
(3) Iinear plus sinusoid plus harmonic

Along with the investigation of the choice of fitting functions; and the value of the smoothing constant, in this model the choice of the basic period is also investigated. The investigation of the basic period is noteworthy in this case because of the results of the autocorrelation analysis and spectral analysis noted in section 4.3.

The mathematical representation of the models used in forecasting this time series are

LINEAR

$$
\xi(T+t)=a_{1}+a_{2} t
$$

LINEAR WITH SUPERIMPOSED SINUSOID

$$
\xi(m+t)=a_{1}+a_{2} t+a_{3} \sin (2 \pi t / P)+a_{4} \cos (2 \pi t / P)
$$

LINEAR MODEL WITH SUPERIMPOSED SINUSOID AND HARVONIC

$$
\begin{aligned}
\xi(T+t)= & a_{1}+a_{2} t+a_{3} \sin (2 \pi t / P)+a_{4} \cos (2 \pi t / P) \\
& +a_{5} \sin (4 \pi t / P)+a_{6} \cos (4 \pi t / P)
\end{aligned}
$$

where $P$ is the basic period of the forecasting model and $T$ is the forccast period. In contrast to the models used in the international airline passenger data these models are presented in a more general manner to allow for the parametric study of the choice of the basic period. Table 4.7 gives the results of this study.

Just as in the case of the forecasts for the intemational airline passenger data these results indicate that the value of the discount factor and the choice of the fitting functions are significant parameters in the forecast. In this case the effectiveness of all the models used increases as the discount factor decreases.

The most interesting study in this time series, however, is the study of the choice of the basic period. The significance of choosing the correct basic period can be seen from Table 4.7 which indicates that if the basic period is chosen incorrectly at 12 months then the linear model is more effective. Hence, an incorrect choice of the basic period negates the effect of the periodic terms in describing the time series and even makes the inclusion of these terms, at the cost of increasing the calculations, detrimental to the forecast.

With the results of the application of exponential smoothing available the results of autocorrelation analysis and spectral analysis on the sheep data can be reinvestigated. Although the basic period of 36 given by spectral analysis is more effective than the result of 40 given by autocorrelation analysis the harmonic model suggested by spectral analysis is less effective
than the basic sinusoidal model. These discrepancies, however, can be partially explained by the range of the available data. The international airline passenger data in which the results of the analysis are compatible contains 12 periods of data while the sheep data contains barely 2 . Hence, it is felt that the results of this study indicate one more criteria for the use of general exponential smoothing. The data should cover enough basic periods to allow the smoothing technique to become effective.
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| 71 | . 4 |
| 77 | -67 |
| 73 | . 49 |
| 74 | . 14 |
| 75 | -. 11 |
| 76 | -. 26 |
| 77 | -. 3.5 |
| 70 | -. 41 ¢ |
| $7 \square$ | -. $5 r_{5}$ |
| 8r | -. $\mathrm{r}_{6}$ |
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| A (1) | O (I) |
| :---: | :---: |
| -2.6909600 | -. 1345705 |
| 19.3717580 | 16.136046 |
| .7956058 | -. 7461768 |
| -. $561 \cup 496$ | $5.453562^{\text {n }}$ |
| . 1521238 | 3.5783589 |
| -4.5237609 | -4.9677057 |
| -9.5527615 | 9.6571011 |
| -45.442777 | 5.3682407 |
| 7.9807889 | -15.406477. |
| 0.1524579 | $4.785990^{2}$ |
| -5.9185971 | . 6572547 |
| -.7492543 | -1.6923416 |
| -1.4585645 | 3.364016 |
| . 6870328 | -4.1212851 |
| -2.6352047 | -1.3322884 |
| 3.7815674 | 3.2022389 |
| .4096793 | 4.5957660 |
| . 412819 | -. 4917886 |
| $-1.5726409$ | 4.5032335 |
| 1.4384364 | ?.1948391 |
| 7.9611677 | 5.8909796 |
| 8.86C497 | -. 025710 |
| 1.6408514 | -2. 257428 |
| 4.5037860 | -?.6047976 |
| 3.5356237 | 1.3538123 |
| -.1470238 | 1.1067774 |
| -1.9255327 | 3.4905975 |
| 4.5081015 | 3.2721962 |
| 2.6152783 | . 8205563 |
| .0018?17 | . 8349539 |
| 4.6276560 | -. 2176798 |
| . 7362869 | -1.7051662 |
| -1.7へ5へ109 | 5.0298174 |
| -.6666127 | 6.8719076 |
| 4.7487874 | 6.404764 |
| 1.9752177 | 6.5405445 |


| P(I) | 1 |
| :---: | :---: |
| 2.6943200 | 5 |
| 25.2118380 | 6 |
| 1.0907650 | 7 |
| 5.4823447 | 8 |
| 3.5815901 | 9 |
| 6.7188168 | 10 |
| 13.5871770 | $1]$ |
| 45.7587510 | 17 |
| 17.42467 2 n | 12 |
| 10.3201550 | 14 |
| 5.9540891 | 15 |
| 1. 2503795 | 16 |
| 3.666607? | 17 |
| 4.1784864 | 19 |
| 2.9578448 | 19 |
| 4.9552572 | 20 |
| 4.6139890 | 21 |
| .6404587 | 22 |
| 4.7699374 | 23 |
| 2.6741083 | 24 |
| 6.5022407 | 25 |
| 8.8608049 | 28 |
| 2.7907653 | 27 |
| $5.780457 t$ | 28 |
| 3.7959523 | 29 |
| 1.1164999 | 30 |
| 3.9864698 | 31 |
| 5.5704786 | 32 |
| 2.7409834 | 33 |
| . 8349559 | 34 |
| 4.6377719 | 35 |
| 1.9403316 | 36 |
| 5.1963553 | 37 |
| 6.8542085 | 38 |
| 7.761~650 | 39 |
| f. ${ }^{\text {P1821 }}$ 22 | 40 |

TABLF $4 \cdot 3$ POWER SPECTRUM FSR AIRLINE NATA

A(I)
A(I)
7.5237514
8.1096308
6.2404171
4.242293?
?. 941987 ?
1.5602106
$-1.6030073$
$-4.2358422$
-1.7388835
$-1.9962514$
$-2.2479766$
-3.2275624
$-4.2244308$
$-4.7237444$
$-4.5742634$
-2. 8690448
-2.076064?
-2.7724021
-2.565C119
$-1.7659442$
$-.5327325$
.8460000
2.1018292
2.6077264
2.8C96931
3. 7963276
3.9109856
4.610780
5. 2665205
4.7558034
4.1628157
3.8577435
11.722123..
$12.201269 u$
12.6547540
13.0831700
12.489365
13.785406
13.884882

R(I)
I

| 7.6352377 | 41 |
| ---: | ---: |
| 8.8632992 | 42 |
| 13.5121000 | 43 |
| . .2942024 | 44 |
| 7.7001050 | 45 |
| 8.9161296 | 46 |
| 13.2581290 | 47 |
| 10.6310960 | 48 |
| 6.0560161 | 49 |
| 5.3071834 | 50 |
| 5.7495441 | 51 |
| 8.9254619 | 52 |
| 8.5595615 | 53 |
| 6.2566210 | 54 |
| 4.6433640 | 55 |
| 4.0179634 | 56 |
| 3.4105526 | 57 |
| .0471200 |  |

$3.0471^{2} 0058$
$2.5678130 \quad 59$
$3.8149943 \quad 60$
$5.7810959 \quad 61$
$6.4483035 \quad 62$
$5.9210143 \quad 63$
$2.9562352 \quad 64$
$3.0506643 \quad 65$
$4.2541724 \quad 66$
$5.3594233 \quad 67$
$5.8602754 \quad 68$
$5.3843797 \quad 69$
5.571002? 70
5.4845611 71
$4.3116440 \quad 72$
$11.7279110 \quad 73$
$12.2545570 \quad 74$
$12.6959700 \quad 75$
$13.1134180 \quad 76$
$13.5115690 \quad 77$
$13.7977040 \quad 78$
$14.1695180 \quad 79$

TAFLF 4.3 (CINTIMUED)

| A(I) | P(I) | R (I) | I |
| :---: | :---: | :---: | :---: |
| 9.9500209 | 6.6609684 | 11.9737770 | 5 |
| 35.0316210 | 7.3195859 | 35.7881330 | 6 |
| -13.737748C | 32.2318770 | 24.9749750 | 7 |
| 22.471249 | $66.207 C 59$ | 73.8300210 | 9 |
| -2.2220627 | -24.200488 | 24.5178190 | 9 |
| 22.032022 | -.8567271 | 33.0431230 | 10 |
| 6.8345347 | -25.212314 | 26.1?23600 | 11 |
| 9 -13r825 | -20.745791i | 24.7138ム30 | 12 |
| -2?.170291 | -42. 43977 | 48.2882640 | $1{ }^{2}$ |
| $-38 \cdot 188822$ | -2.1098473 | 38.2521230 | 14 |
| 7.0536832 | 10.768583 | 12.8727740 | 15 |
| -12.9974900 | -31.479678 | 34.0573730 | 16 |
| -56.8663860 | -29.208660 | 63.9291070 | 17 |
| -80.7530060 | 27.661924u | 85.3593990 | 18 |
| -42.520385i | 121.222650. | 128.4636400 | 19 |
| 21.048726 | 125.658000 . | 127.4087000 | 20 |
| 70.183693 | R6. $4 \mathrm{C} \cap 458$ | 111.3129000 | 21 |
| $91.922685^{\circ}$ | 31.657639 | 97.2050410 | 22 |
| 74.4770800 | -17.927160 | 76.5262400 | 23 |
| 29.63948? | $-40.002027$ | 56.052874 ? | 24 |
| 39.734692 r | 26.352426 | 53.9548440 | 25 |
| 27.551688? | 35.891007 | 48.4538530 | 26 |
| 11.682144 | 44.3637250 | 45.8760440 | 27 |
| -3.6673356 | 61.363527 | 61.4730060 | 28 |
| -3.2556433 | 80.1263290 | 80.1924250 | 29 |
| 18.8103930 | 91.347669? | 93.2642620 | 30 |
| $45 \cdot 13 C 5050$ | 91.5786660 | 102.3642900 | 31 |
| 66.7364450 | 84.638762~ | 107.7942600 | 32 |
| 96.1395960 | $68 \cdot 350432$ | 117.0593500 | 33 |
| 112.9064500 | 45.393657 | 122.6097400 | 24 |
| 170.8952900 | 21.192619 | 122.7387700 | 25 |
| 175.0n2970 | -2.8807288 | 125.0370400 | 36 |
| 9r.657702 | -15.923709 | 92.0803400 | 37 |
| 84.065782 | -20.0148920 | 86.4155700 | 38 |
| 78.0725890 | $-23.0554910$ | 81.4056650 | 39 |
| 73.7369100 | -25.585575 | 78.0496730 | 40 |

TAPLE 4.4 PEWER SPECTRUM FSR SHEEP DATA

Table 4.5 The Results of the Forecasts of the International Airline Passenger Data Using General Exponential Smoothing

MODEL GROWING SINUSOID $P=12$
BETA VARIANCE OF FORECASTS
$0.70 \quad 2.977$
0.90
8.774

MODEL GROWING SINUSOID WITH HARMONIC

$$
P=12
$$

$0.70 \quad 1.681$
0.90
13.343
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Table 4.7 The Results of the Forecasts of the Sheep Data Using General Lxponential Smoothing

```
LINEAAR MODEL
\begin{tabular}{ll} 
BETA & VARIANCE OF FORECASTS \\
0.75 & 9.025 \\
0.90 & 21.427
\end{tabular}
LINEAR MODEL WITH SUPERIMPOSED SINUSOID
P = 12
0.75 21.004
0.90 13.212
P=36
    0.70 7.550
    0.75 7.644
    0.90 9.352
    0.95 12.295
    P=40
    0.70 9.393
LINEAR MODEL WITH SUPERIMPOSED SINUSOID AJD HARMONIC
P=36
0.70 10.196
P=40
0.70
```

$\qquad$
.


Fig. 4.1 International Airline Data


Fig. 42 Sheep Population in England and Wales



Fig. 4.4 "Detrended" Sheep Data


Fig. 4.5 Auto Correlation Function for Airline Data


Fig. 4.6 Autocorrelation Function for Sheep Data



Fig. 4. 8 Power Spectrum for Sheep Data
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\therefore
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$$
0 \% \text { o }
$$

$0=$ observation
$x=$ forecast
$*=$ error

-

......

$$
\underbrace{0}_{x 0}
$$

$* \quad \mathrm{O}_{0} \mathrm{H}_{0}$


$$
\because 0
$$
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We resalts of this investigation indicate that exponential smoothing can be used successiuldy and practicably in forecasting time series. Lowever, the effectiveness of exponential smoothing must be qualified by three conditions
(1) The correct choice of the parameters of the forecasting model,
(2) An adequate choice of the value of the smoothing constant and
(3) An adequate range of the data.

If any of these conditions is not met, exponential smoothing will not yield accurate forecasts.

Brown presents the application of general exponential smoothing as a means for forecasting a time series. This investigation is concerned with developing tecnniques to aid in the selection of the forecasting model and cemonstrating the sensitivity of the forecasts obtained by exponential smoothing to the parameters of the forecast. Trend analysis was developed and it was found that this technique is quite useful in selecting the terms in the model which describe the trend in the mean and the trends in the periodic component. In the time series considered linear trend removal was used. Nowever, general polynomial trend removal was developed and it is expected that this extension can be very useful.

Spectral analysis is another technique used for determining the foreaastine model. This technique is compared with the autocorrelation analysis presented oy Brown and found to be much more effective for selecting the periodic terms in the forecasting model. The combination of spectral analysis with "aetrenaing" to remove the erfect of the trenc of the mean is an original contribution of this research and is considered one of the most
important developments. In the case of the sheep data it was shown that an incorrect choice of the basic period of the forecasting model negates the effect of the terms which describe the periodic component of the time scries and even makes the inclusion of these terms detrimental to the forecast. When the correct choice of the basic period is obtained by spectral analysis, however, these terms increase the accuracy of the forccasts.

The comparison of the forecasts obtained from the airline data and the sheep data indicates that the range of the available data is of primary importance in the application of general exponential smoothing. Through the use of spectral analysis and autocorrelation analysis it was determined that the sheep data contained barely two basic periods whereas the airline data contained twelve periods. Hence, it was determined that the more accurate results obtained in the case of the airline data were due to the requirement that exponential smoothing must be carried out over a sufficient range of the data to be effective.

The effect of the choice of the smoothing constant on the forecasts can be seen in the case of the airline data. When a value of 0.7 was used the forecasts successfull adjusted to the trencs in the data. On the other hand a value of 0.9 for this constant relulted in forecasts which degenerated in accuracy with time. This investigation did not propose a method for choosing the value of the smoothing constant but merely points out that a local optimum for a particular time series and set of fitting functions does not exist and that a study of the choice of this constant merits further investigation.

This investigation did not make any assumption about the normaity of the distribution of the forecast errors. If the normality assumption was
made then a statistical test of significance such as the $F$ test could be made on these errors. It was noted that the normality assumption, if made, would have to be preceeded by the assumption that the forecasting model is a true representation of the time series and this assumption was considered invalid.

The results of the programs presented demonstrant that the analysis of the data, trend analysis, autocorrelation analysis and spectral analysis can be successfully and economically carried out. Moreover, the program presented for general exponential smoothing shows that a general program which can accomodate changes in the forecasting model, the basic period of the model, the value of the smoothing constant and the time series can be developed and is a valuable decision aid in industrial and economic situations.
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APPENDIX A FOURIER ANALYSIS

The following definition of Fourier analysis is given by Harolc
Thayer Davis $(2,61)$
"The problem of Fourier series is that of representing,
a function, either continuous or with a finite number of finite discontinuities as exhibited by a set of discrete data, by means of a series of fundamental harmonics.

The above statement refers to a harmonic in the form:

$$
y=A \cos (2 \pi t / T)+B \sin (2 \pi t / T)
$$

where $T$ is the period of the harmonic. This expression can be written
in the form

$$
y=A^{2}+B^{2} \cos (2 \pi t / T-\alpha)
$$

where $\alpha$ is the lag angle given by

$$
\alpha=\arctan B / A
$$

An example illustrating the representation of a harmonic is given in Fig. 14.


Fig. IA Representation of a harmonic term

$$
y=6 \cos (2 \pi t / 12)+8 \sin (2 \pi t / 12)
$$

$$
=\left(\sqrt{(6)^{2}+(8)^{2}}\right) \cos ((2 \pi t / 12)-a)
$$

where $T$ is the period of the harmonic,
$1 / T$ is the frequency, $\left(A^{2}+B^{2}\right)^{\frac{3}{2}}$ is the amplitude, $\alpha$ is the phase angle.

The purpose of defining the harmonic term lies in the ability to represent a function by a series of these harmonic terms. The series composed of these harmonics is called the Fourier series. The value of the Fourier series lies in the following basic theorem

If $f(t)$ is a single-valued function which has a
derivative throughout the interval $-\mathrm{a} \leqq t \leqq \mathrm{a}$ except for
a finite number of points at which it has finite discontinuities, and for other values it is defined by the equation

$$
f(t)=f(t+2 a)
$$

then $f(t)$ can be represented by the series

$$
\begin{aligned}
y=3_{2} A_{0} & +A_{1} \cos (\pi t / a)+A_{2} \cos (2 \pi t / a)+A_{3} \cos (3 \pi t / a)+\ldots \\
& +B_{1} \sin (\pi t / a)+B_{2} \sin (2 \pi t / a)+B_{3} \sin (3 \pi t / a)+\ldots
\end{aligned}
$$

This series is the Fourier series. The coefficients are determined from the integrals

$$
\begin{aligned}
& A_{n}=1 / a \int_{-a}^{a} f(s) \cos (n \| s / a) d s, \\
& B_{n}=1 / a \int_{-a}^{a} f(s) \sin (n \pi s / a) d s
\end{aligned}
$$

In the case above the continuous series is considered. When analyzing data such as a time series a transformation to the discrete case is in order. Moreover, it is often useful to convert from the symmetric form shown above to another, more suitable form. Since in a time series the data is given over the range

$$
0 \leqq t \leqq 2 a
$$

the transformation

$$
g(t)=f(t-a)
$$

is made and the integrals are rewritten as

$$
\begin{aligned}
& A_{n}^{\prime}=1 / a \oint^{2 a} g(t) \cos (n \Pi t / a) d t, \\
& B_{n}^{\prime}=1 / a \int_{0}^{2 a} g(t) \sin (n \Pi t / a) d t .
\end{aligned}
$$

If the data is given in the form

$$
f_{2}, f_{2}, f_{3}, \ldots, f_{N}
$$

Then the Fourier coefficients can be conviently represented in the form given by Davis (2.64).

$$
\begin{aligned}
& A_{n}=2 / N \sum_{t=1}^{N} f_{t} \cos (2 \pi t / N) \\
& B_{n}=2 / N \sum_{t=1}^{N} f_{t} \sin (2 \pi t / N)
\end{aligned}
$$

## APPENDIX B REGRESSION ANALYSIS

In the case of linear regression a straight line is fitted to the data in such a way as to minimize the sum of the squares of errors (6). In this case the error is defined as the difference between the actual data point and the value obtained by the straight line at that point.

The equation for the straight line is utilized in the form

$$
y^{\prime}=a+b(x-\bar{x})
$$

where $b$ is the slope of the line and $a$ is the $Y$ intercept on the line $x=\bar{x}$. The problem is to determine the parameters $a$ and $b$ so that the sum of the squares of the errors of estimation will be a minimum. Let the coordinates of the $i^{\text {th }}$ point be denoted by ( $x_{i}, y_{i}$ ). Then the term to be minimized is

$$
\sum_{i=1}^{n}\left(y_{i}-y_{i}^{\prime}\right)^{2}
$$

where $y_{i}^{\prime}$ is determined by $\mathrm{B}-1$.
If this function is denoted by $G(a, b)$ and written as

$$
G(a, b)=\sum_{i=1}^{n}\left(y_{i}-a-b\left(x_{i}-\bar{x}\right)\right)^{2}
$$

then the conditions for the above expression to be a minimum are that its partial derivatives vanish. Hence $a$ and $b$ must satisfy the equations

$$
\begin{aligned}
& \frac{\partial G}{\partial a}=\sum 2(y-a-b(x-\bar{x}))(-1)=0 \\
& \frac{\partial G}{\partial b}=\sum 2(y-a-b(x-\bar{x}))(-(x-x))=0
\end{aligned}
$$

When the summations are performed term by term and the sums that involve $y$ are transposed, these equations assume the form

$$
\begin{aligned}
& a n+b \sum(x-\bar{x})=\sum y \\
& a \sum(x-\bar{x})+b \sum(x-\bar{x})^{2}=\sum(x-\bar{x}) y
\end{aligned}
$$

Since $\sum(x-x)=0$, the solution of these equations is given by

$$
a=\bar{y} \text { and } b=\frac{\sum(x-\bar{x}) y}{\sum(x-\bar{x})^{2}}
$$

For computational purposes, it is convenient to change the form of the expression for $b$ in the following manner

$$
\begin{aligned}
b & =\frac{\sum x y-\bar{x} \sum y}{\sum x^{2}-2 \bar{x} \sum x+\sum \bar{x}^{2}} \\
& =\frac{\sum x y-n \bar{x} \bar{y}}{\sum x^{2}-n \bar{x}^{2}}
\end{aligned}
$$

The concept of linear regression can be easily extended to polynomial regression. (6) Let the degree of the polynomiad be $k$ and let the equation of the polynomial be written in the form

$$
Y^{\prime}=c_{0}+c_{1} X+c_{2} X^{2}+\ldots+c_{k} X^{k}
$$

As in the case of linear regression the unknown coefficients are estimated by the method of least squares. This is equivalent to minimizing the sum

$$
\sum_{i=1}^{n}\left(r_{i}-Y_{i}\right)^{2}
$$

Since it is more convenicnt to work with variables measured from their sample means than with the variables themsclves, the following definitions are macie

$$
\begin{aligned}
& y=Y-\bar{Y} \\
& X_{j}=X_{j}-\bar{X}_{j}
\end{aligned}
$$

If $y^{\prime}$ is defined by $y^{\prime}=Y^{\prime}-\bar{Y}$, then

$$
Y-Y^{\prime}=y+\bar{Y}-\left(y^{\prime}+\bar{Y}\right)=y-y^{\prime}
$$

If now the capital $X^{\prime \prime}$ s and Y's are expressed in terms of the small $x$ 's and $y^{\prime}$ s the polynomial regression model can be written in the form

$$
y^{\prime}=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{k} x^{k}
$$

$$
B-2
$$

Since minimizing $\left[\left(Y-Y^{\prime}\right)^{2}\right.$ is equivalent to minimizing $\sum\left(y-y^{\prime}\right)^{2}$ it is just as well to determine the a's to minimize the latter swi which because or b-2 raay be written as

$$
G\left(a_{0}, a_{1}, \ldots a_{k}\right)=\left[\left(y-a_{0}-a_{1} x-\ldots-a_{k} x^{k}\right)^{2}\right.
$$

If this function is to have a minimum value, it is necessary that its partial derivatives vanish there. Hence, the a's must satisfy the equations

$$
\frac{\partial G}{\partial a_{0}}=\frac{\partial G}{\partial a_{1}}=. .=\frac{\partial G}{\partial a_{k}}=0
$$

$$
\begin{aligned}
& {\left[2\left(y-a_{0}-a_{1} x \cdots a_{k} x^{k}\right)(-1)=0\right.} \\
& {\left[2\left(y-a_{0}-a_{1} x-\cdots \cdot a_{k} x^{k}\right)(-x)=0\right.} \\
& \cdot \cdot \cdot \cdot \cdot \cdot \\
& {\left[2\left(y-a_{0}-a_{1} x-\cdots \cdot a_{k} x^{k}\right)\left(-x^{k}\right)=0\right.}
\end{aligned}
$$

If these equations are multiplied by $\frac{1}{2}$, the summations performed term by term, and the first sum transfered to the right side, these equations will assume the form

$$
\begin{aligned}
& a_{0} n+a_{1} \sum x+\ldots+a_{k} \sum x^{k}=\sum y \\
& a_{0} \sum x+a_{1} \sum x^{2}+\cdots+a_{k} \sum x^{k+1}=\sum x y \\
& \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
& a_{0} \sum x^{k}+a_{1} \sum x^{k+1}+\cdots \cdot+a_{k} \sum x^{2 k}=\sum x^{k} y
\end{aligned}
$$

Since

$$
\sum x^{j}=\sum\left(x^{j}-\bar{x}\right)=0
$$

and

$$
\sum y=\sum(Y-\bar{Y})=0,
$$

all terms in the first equation except the first term vanish. This implies that $a_{0}=0$, and thus the number of equations to be solved has been reduced by one. The problem is now reduced to solving the equations

$$
\begin{aligned}
& a_{1} \sum x^{2}+a_{2} \sum x^{3}+\cdots+a_{k} \sum x^{k+1}=\sum x y \\
& a_{1} \sum x^{3}+a_{2} \sum x^{4}+\ldots+a_{k} \sum x^{k+2}=\sum x^{2} y \\
& \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
& a_{1} \sum x^{k+1}+a_{2} \sum x^{k+2}+\cdots \cdot+a_{k} \sum x^{2 k}=\sum x^{k} y
\end{aligned}
$$

Having developed the expressions for the coefficients in the regression model for the general polynomial, the next step is to consider a more general regression model. Suppose the model contains terms of the following types
(1) polynomials
(2) trigonometric functions
(3) exponential functions
(4) emperical functions

In this case the vector of coefficients can be represented as

$$
a=\left[\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
\vdots \\
a_{m}
\end{array}\right]
$$

and the fitting functions are represented in vector notation as

$$
f(t)=\left[\begin{array}{c}
f_{1}(t) \\
f_{2}(t) \\
\vdots \\
f_{m}(t)
\end{array}\right]
$$

Where $f_{i}(t)$ is the value of the $i^{\text {th }}$ fitting function evaluated at time $t$. Hence, the data is represented by the model

$$
\hat{x}_{t}=\sum_{i=1}^{m} a_{i} f_{i}(t)=a^{\prime} f(t)
$$

The criterion for the selection of the coefficients is taken as

$$
\min \sum_{t=1}^{T} w_{t}^{2} e_{t}^{2}
$$

where $e(t)$ is the residual defined as

$$
e(t)=x(t)-a^{\prime} f(t)
$$

and $w_{t}$ is the weight given the residual at time $t$.
The above expressions can easily be put into matrix form. A matrix $Z$ is defined as an $m x T$ matrix of elements $f_{i}(t)$, the value of the $i^{\text {th }}$ fitting function at time $t$. A row vector $\hat{x}$ is defined to be the sequence $\left(x_{1}, x_{2}, \ldots, x_{T}\right)$ of values given by the model $a^{\prime}$. Moreover, e is defined as the sequence $\left(e_{1}, e_{2}, \ldots, e_{T}\right)$ of residuals, where

$$
e_{t}=x_{t}-\hat{x}_{t}=x_{t}-a^{\prime}(T) f(t)
$$

In order to find the expression for the coefficient vector that satisfies the regression criteria matrix notation is continued. Let $W$ be a TxT matrix in which $W_{i i}$ is the square root of the weight given the residual at time $i$. All off diagonal elements of $W$ are zero. Noting that the expression of the model is

$$
\mathrm{a}^{\prime} \bar{y}=\mathrm{x}-\mathrm{e}
$$

the residuals can be expressed as

$$
e=x-a^{\prime} z
$$

Now for a particular choice of a the sum of squares is

$$
\begin{aligned}
S a=e e^{\prime} & =\left(x W-a^{\prime} \not Z W^{\prime}\right)\left(x W-a^{\prime} \not Z W\right)^{\prime} \\
& =x^{2} W^{\prime} W-2 a^{\prime} x \not Z^{\prime} W W^{\prime}+\left(a^{\prime}\right)^{2}(\not Z W)\left(\nexists W^{\prime}\right)
\end{aligned}
$$

The particular set of coefficients that minimize this sum is found from

$$
\frac{\partial S a}{\partial a}=-x W^{\prime} \not z^{\prime}+a^{\prime} \not Z W\left(\not{ }^{\prime} W\right)^{\prime}=0
$$

Hence

$$
x W W^{\prime} z^{\prime}=a^{\prime} Z W W^{\prime} z^{\prime}
$$

By denoting the $n \times n$ symmetric matrix as

$$
Z W(\nexists W)^{\prime}=\sum_{t=1}^{T} w_{t}^{2} f^{2}(t) f^{\prime}(t)=F
$$

then

$$
x W W^{\prime} \mathcal{Z}^{\prime}=a^{\prime} F
$$

Now the conditions for $F$ to have an inverse are
(1) There are at lesst as many observations, $x$, as degrees of freedom in the model
(2) The fitting functions are lineariy independent.

If the above two conditions hold true then by postmultiplication of $\mathrm{E}-3$ by $\mathrm{F}^{-1}$

$$
a^{\prime}=x w^{2} Z^{\prime} F^{-1}
$$

This is the expression for the vector of coefficients that minimize the welghted sum of squared residuals.

APPENDIX C Correlation and Autocorrelation

Given the two variables

$$
\begin{aligned}
& x_{i}=x_{1}, x_{2}, \cdots, x_{n} \\
& y_{i}=y_{1}, y_{2}, \cdots, y_{n}
\end{aligned}
$$

The correlation coefficient $r$ may be expressed as

$$
\begin{array}{r}
r=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right) /(n) s_{x} s_{y} \\
\text { where } s_{x}^{2}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2} / n \\
s_{y}^{2}=\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2} / n
\end{array}
$$

If the variables are first converted to standard form then C-I may be expressed more conveniently. That is if

$$
\begin{aligned}
& u_{i}=\left(x_{i}-\bar{x}\right) / s_{x} \\
& v_{i}=\left(y_{i}-\bar{y}\right) / s_{y}
\end{aligned}
$$

then

$$
r=\sum_{i=1}^{n} u_{i} v_{i} / n
$$

Two properties of the correlation coefficient are significant
(1) $-1 \leq r \leq+1$
(2) $r= \pm l$ only if the points lie on a straight line.

Hence, the correlation coefficient is a measure of the strength of the Inear relationship between the two variables. If the correlation coefficient is $l$ then the two variables are directly linearly related. If it is -l then an inverse linear relationship exists. A correlation coefficient
of zero indicates that no linear relationship exists between the two variables.

The idea of correlation between two variables can be extended to the consideration of the lag correlation of a single variable. Consider the variable $x(t), t=1,2, \ldots, n$, where $x(t)$ represents the value of $x$ at time $t$. The idea of autocorrelation is a measure of the correlation, or the strength of the linear relationship, between $x(t)$ and $x(t+k)$. Consider the expression

$$
\sum_{j=k+1}^{T} x(j) x(j-k)
$$

where $T$ is the range of the series. The expected value of this term is called the average lagged product. Moreover, if the series has been adjusted so that the expected value, $E(\hat{x})$, is zero, where $\hat{x}$ denotes the adusted series, then the average lagged product is the autocovariance

$$
R_{x x}(k)=\sum_{j=k+1}^{T} \hat{x}_{j} \hat{x}_{j-k} / T-1-k
$$

where $R_{x x}(k)$ is the autocovarience evaluated for lag $k$.
Since the variance of a sequence of numbers which have been adjusted to have an average value of zero is just the expected value of their squares, $E\left(\hat{x}^{2}\right)$, by virtue of the notation just defined this can be expressed as $\mathrm{R}_{\mathrm{xx}}(0)$. Hence, by $\mathrm{C}-2$ the autocorrelation coefficient can be expressed as

$$
\rho(k)=R_{x x}(k) / R_{x x}(0)
$$

The set of values of this function for all lags $k= \pm 1, \pm 2, \ldots$ is cailed the autocorrelation coefficient.

## APPENDIX D Exponential Smoothing

The smoothed statistic for exponential smoothing is defined as

$$
S_{t}(x)=\alpha x(t)+(1-\alpha) S_{t-1}(x)
$$

where $x(t)$ is the observation at time $t 0 \leq 1 \leq 1$ $\oint$ is an undimensioned positive ratio less than 2 . If the above definition of exponential smoothing is defined as single smoothing then double smoothing can be defined as

$$
S_{t}^{(2)}(x)=\alpha S_{t}^{(1)}(x)+(1-\alpha) S_{t-1}^{(2)}(x)
$$

Similiarly multiple smoothing of order $k$ is defined as

$$
S_{t}^{(k)}(x)=S_{t}^{(k-1)}(x)+(1-\alpha) S_{t-1}^{(k)}(x)
$$

The fundamental theorem of exponential smoothing proves that it is possible to estimate the ( $n+1$ ) coefficients (derivatives) in an $n^{\text {th }}$ order polynomial model by linear combinations of the first $n+1$ smoothed statistics.

THE FUNDAMENTAL THEOREM OF EXPONENTIAL SMOOTHING
If the observations $x(t+\tau)$ are represented by the model ( 1,233 )

$$
x(t+\tau)=\sum_{k=0}^{n} \tau^{k} x_{t}^{(k)} / k:
$$

where $t$ is the forecast period then

$$
S_{t}^{(p)}(x)=\sum_{k=0}^{n}(-1)^{k}\left(x_{t}^{(k)} / k!\right) \alpha p /(p-1): \sum_{j=0}^{\infty} j^{k} \beta^{j}(p-1+j): / j:
$$

where $x_{t}^{(k)}$ is the $k^{\text {th }}$ derivative evaluated at time $t$.
As a proof to the fundamental theorem of exponential smoothing two vectors are defined, a vector $x$ which represents the infinite sequence of observations $x(t)$ for $t=-, \ldots,-1,0,2, \ldots, \infty$, and a vector $s$ with components

$$
S_{t}=\begin{aligned}
& 0 \\
& \alpha \beta^{t} \quad(t<0) \\
& (t \geq 0) .
\end{aligned}
$$

Exponential smoothing can be represented as a convolution of the two vectors x* S which has the components

$$
(x * S)_{t}=S_{t}(x)=\sum_{j=0}^{\infty} x(t-j) S_{j}=\alpha \sum_{j=0}^{\infty} \beta^{j} x(t-j)
$$

Having defined the convolution relationship for single smoothing, since the convolution operation is associative, multiple smoothing of order $p$ is equivalent to the convolution $x * S^{(p)}$ where $S^{p}$ necessarily has the components

$$
\left(S^{(p)}\right)_{t}=\begin{array}{ll}
0 & (t<0) \\
\alpha^{p_{B}}{ }^{t}(p-1+t): / t:(p-1) & (t \geq 0)
\end{array}
$$

Therefore

$$
S_{t}^{p}(x)=\sum_{j=0}^{\infty} x(t-j)\left(\alpha^{p} \beta^{j}(p-1+j)!\right) / j(p-1): .
$$

But since

$$
x(t-j)=\sum_{k=0}^{n}(-1)\left(x_{t}^{(k)} / k!\right) j^{k}
$$

the theorem is proved.
The first five smoothed statistics can be written as
$S_{t}(x)=\sum_{k=0}^{n}(-1)^{k} \frac{x_{t}^{(k)}}{k!} \alpha \sum_{j=0}^{\infty} j^{k} \beta^{j}$
$S_{t}^{(2)}(x)=\sum_{k=0}^{n}(-1)^{k} \frac{x_{t}^{(k)}}{k!} a^{2} \sum_{j=0}^{\infty} j^{k}(j+1) \beta^{j}$
$S_{t}^{(3)}(x)=\sum_{k=0}^{n}(-1)^{k} \frac{x_{t}^{(k)}}{k!} \frac{\alpha^{3}}{2} \sum_{j=0}^{\infty} j^{k}(j+1)(j+2) \beta^{j}$
$S_{t}^{(4)}(x)=\sum_{k=0}^{n}(-1)^{k} \frac{x_{t}^{(k)}}{k!} \frac{\alpha^{4}}{6} \sum_{j=0}^{\infty} j^{k}(j+1)(j+2)(j+3) \beta^{j}$
$S_{t}^{(5)}=\sum_{k=0}^{n}(-1)^{k} \frac{x_{t}^{(k)}}{k!} \frac{\alpha^{5}}{24} \sum_{j=0}^{\infty} j^{k}(j+1)(j+2)(j+3)(j+4) \beta^{j}$

From the structure of these terms the following is determined.
(1) The $p^{\text {th }}$ order of smoothing is given as the alternating sum of the $n$ coefficients in the Taylor series

$$
x_{t}^{(k)} / k \text { : }
$$

(2) The coefficients of these derivatives are infinite sums involving the smoothing constant.

By referring to the closed form of the infinite sums (1,135).
n Form $\quad$ Sum
$0 \quad\left[\beta^{j} \quad 1 / 1-B\right.$
$1 \quad\left[j \beta^{j} \quad B /(1-\beta)^{2}\right.$
$2 \quad\left[j^{2} B^{j} \quad B(1-\beta) /(1-\beta)^{3}\right.$
$3 \quad\left[j^{3} B^{j} \quad B\left(1+4 \beta+\beta^{2}\right) /(1+\beta)^{4}\right.$
$4 \quad\left[j^{4} \beta^{j} \quad B\left(1+11 \beta+11 \beta^{2}+\beta^{3}\right) /(1+\beta)^{5}\right.$
$5 \quad\left[j^{5} B^{j} \quad B\left(1+26 B+66 B^{2}+26 B^{3}+B^{4}\right) /(1+\beta)^{6}\right.$
$6 \quad\left[j^{6} \beta^{j} \quad B\left(1+57 \beta+302 \beta^{2}+302 \beta^{3}+57 \beta^{4}+\beta^{5}\right) /(1+\beta)^{7}\right.$
and writing the vector of coefficients as

$$
a=\left[\begin{array}{c}
a_{0}^{(t)} \\
a_{0}^{(t)} \\
\vdots \\
\vdots \\
a_{n}^{(t)}
\end{array}\right]=\left[\begin{array}{c}
x_{t}^{(0)} / 0! \\
x_{t}^{(1)} / 1! \\
\vdots \\
\vdots \\
x_{t}^{(n)} / n:
\end{array}\right]
$$

the fundamental theorem can be expressed as

$$
S_{t}=M a
$$

where $M$ is an nxp matrix with elements involving infinite sums of powers of the smoothing constant

$$
M_{i k}=\frac{a^{i}}{(i-1)!} \sum_{j=0}^{\infty} j^{k} B^{j} \frac{(i-l+j)!}{j!}
$$

```
    where Nix}\mathrm{ is the element in the Ath row and x th
    column of the mstrix: M
    S is the vector of the p smoothed statistacs evolumted
        at time t. By necessity n=p.
    a is the vector of the coefficients
    With the fundamental theorem in matrix fom thertl simulvonenus
    equations in the n+l derimatives given in D-1 con be solve% :or theac
    derivatives in terms of the n+1 swoothed stotisticcs. If D-2 is yostu
multiplied by M}\mp@subsup{M}{}{-1}\mathrm{ the result is
\[
a=S_{t} M^{-1}
\]
```


## APPENDIX E'

The purpose of this appendix is to present the computer programs. The programs are referred to by figure numbers in the following manner. E-1 The first phase of the program for general exponential smoothing - "INCONT"

E-2 A model for a linear trend plus a superimposed sinusoid (included in Phase I)

E-3 Phase II - "RAY"
E-4 Phase III - "MATINV"
E-5 The subprogram to calculate the $h$ vector - "HVEC"
E-6 Phase IV - "FORCST"
E-7 Phase V - "PLOTTER"
E-8 The subprogram to plot the observations, forecasts and errors - "PLOTS"

E-9 Monitor cards used for phasing in the PR-155 system
E-10 The program for calculation the autocorrelation function
E-11 The subprogram to remove the trend from the time series "Trend"

E-12 The program to calculate the power spectrum

```
    Nつ*!な*
        J\R
        MENG.4 ASGN NJR.I?
        NONGक ASGN MGO,16
        NONSS MODF GS.TEST
        MCNG5S EXEQ FORTRAN,,OO,,,,INCONT
    DIMENSIONCHK(10)
    DIMENSISNX(50U)
    DINENSISNCI(9),A(9,1),TN{9,9)
    910 FORMAT(1X,1CF10.5)
    909 FSRMAT(1X,6I1C)
    998 FSRMAT(1X.F30.7)
    920 FתRNAT(F5.1)
    447 FNPNAT(5^X,I4)
    1 FORMAT(I4)
& CHOOSF THF NEXT MEOEL TO SF TRIFD
    PFWIND7
    NNM=9
C READ I* THE SSSERVATIONS
            DEAD(:.1)(ND)
            2%141=1,NO
        414 PEAD(1. 229)(X(!))
C RFAN IN THF PERISD NTOU
            RFAD(1.1)(NTSU)
        675 IF(NNN-7)77,88,88
            R& ¢TOP
    77 Gこ TS(33,66),NNN
```

            FIG. E-1
    ```
    33 CONTINUE
        MN=4
        N=4
        「1(1)=?クワ7.
        C!(7)=-1?.?
        CI(2)=1.0
        CI(4)=(0.0
        DC3I=1,NTCU
        TCU=NTOU
        R=I
        C3=x(I)*SIN(2.*3.14*B/TOU)
        CI(3)=CI(3)+C3
        C4=X(I)*(OS(2.*3.14*B/TCU)
        3C:(4)=CI(4)+C4
            CI(?)=(?./TOU)*CI(3)
            C:(4)=(7./TSU)*C(1(4)
            A(1,`)=1.
        A(7, ])=0.
        N(3,1)=C.
        A(4, ) )=`.
        (-HK(1) = 0.0
        CHK(7)=1.U
        CHK(3)=1.0
        CHK(4)=0.0
C READ IN THE TRANSITION MATPIX
    TN(1,1)=1.U
    TM(1.2)=0.0
    TM(1,2)=C.0
    T"(1,4)=0.0
    TN(2,1)=1.C
    TM(7.?)=?.0
    TM(7.3)=0.0
    TM(7,4)=0.U
    TM(3,])=0.C
    TN(3.7)=0.U
    TN(3,3)=COS(2.*3.14/TCU)
    TM(3.4)=SIN(?**3.14/TOU)
    TM(4.1)=2.0
    TM(4.7)=0.0
    TN(4.3)=-5IN(7.*3.14/TSU)
    TM(4.4)=COS(?.*2.14/TSU)
    G^Tミ多名
    G& CON:TN!!F
81R V:RITF(7)NO,NTEU•N•(N(I•I)•I=I•N!)
    ,(X(I),I-1,ND),(CI(1),I-I,N),NNN,
    1NH,(CHK.(I),I=I,N)
    0.817I=1,N
817 जRITF(7)(TN(I,J),J=\,N)
    NNN=N^N+1
    GO TO 675
    FND
```

                                    FIG. F-?
    ```
        UnAष& FXEC FSPTRAN,..O?....RAV
        \ATTERFRRNO
        C!MFNC!SN:M1(1n.!)
```



```
        のツ下Nく!SNEK(O.G).r!!(O.O)
```



```
        MTNFA!E!SNRS!(9)
        DIVENSIONX(5CL),C1(9),A1(9.1).H15.1)
        DINENSISNAC(9,1)•TH(9,9)•AF(9, 1)
    1 FERMAT(14)
    111 FERMAT(?X.1CF!].4)
    11? Fのp:M\ (IX,\4)
    900 F-GRMAN(IX,6I:I:)
    929 E!FMAT(?X.F3E.7)
    9!n Fのロッ^人(1X.!NE!0.5)
```



```
    444 FこDMAT(5F?5.5)
    625 F2RNAT(1X,12FO.5)
    25 Fのッ!^^T (36x.F2.4)
    22. FERMAT(5F2C.4)
    24 FSPMAT(1JX.5F20.4)
    624 FSRMATIIX,I8H F INVERSE IS,
        Q5WIND7
    RFNINO5
    RFWINNO
    NPN=?
    DNP= =
C*****A MFW MODFL IC RFAN IN STAFTING HFRF.
C*****コFTA !c INIT!ZLIZFNTS 0.7
    45 ATETA=L.70
        READ (T)ND.NTCU\cdotN,(A(I P1) I I= 1 N )
        3•(X(I)•I= ! ND)•(CI(I) ! I=I.N),NNN.N
        ]MN•(CHK(1),I=1•N)
            DS&17I=1,N
    8!7 PEAU (7)(TM{I,J)•J=1,N)
            TN=N
            AP={1./TV1)
O QAVF THE INITIAL VAIMEG OF THF CONSTANTS
            \capのクシムI=?.N
    つこム 「ला(I)= !(!)
C*****CNVF THF INTT!ML VALIIFC
O*****E THF FITTING FIJNCTISNS
            50771=?,V
        77 A气(1.1)=^(!.!)
<****STADTIPG HEPF THF F NATRIX IS
```




```
O****#OINITINL'ZF THF VFCTSO
C****%のF F!TT!Mr品 FUMCTISN:
            n42!=1.N!
            C!!!)=rN!1!)
```



```
C*****enNDITE THE F "NTVIX FOO
```



```
        2n&!=`,*
        のค方=, *
        EK(I,J)=0.0
    & F{i,j)=0.l
        RFTA=1.
        CNT=!.
    <=1
    99 0.3こし=1,N
    20 13(1,1)={(1,1)
    づ!!=1•N
    \because=!
    nn!"!ノ=N•N
    C!(!.J)=A(!.\)*R(1.J)*(RETA)
    4? RONTINMT
    023!=?.v
    v=1
    n<43J=N•v
    4. (11(:,N)=(1(I,J)*, ETA
    IF(K-1)66,16,66
C*****CHFCK THE CONVERGFNCE OF TUE
C*****F VATRIX AT FACH SOTH ITERAT:SN.
C*****THIS ROUTINF CHFCKS UNTIL IT
C****TINDC MM FLFMENT WHICH IS
(*****NOTCTADT!17E=
    6,5 IF(CNT-5n.115.44.1R
    仏 กのダにけ=?,N
        CNT= = .
        N=!
        DことしJ=「",N
        O&NM=F(I,J)
        ANUN=C.1(:, J)
        RAT:C=ANUN/DFNN
        IF{RAT1こ-.COO!O1):80.80.16
        on rantTMIF
```




```
SM****TPIY MLFT THF CONVFRCENCT CPQTERIA.
```




```
C****CHFCVETS CFE,OF)THF RANGF OF RETA
C*****HAS :2F+M CEVERFS
        いこを7I=?,N
        L={-}
        ロッタフJ=?,L
        Fr(I.J)=5r(J.l)
    n7+1!0,!=F(J.!?
```





Fir. r-z Irovtivern


```
        ク^GEI=1.N
    &R URITF(F)(F(I,J)\cdotJ=1,N)
        クの48!=!.N
        40 wRITE(か){FV(!.J!.J=1,N゙い
C*****DARAMETKIC SN RETA
            1F(AGFTA-0.70)102.45.45
        45 RNR=RNP + I
            IF(RNR-NRN:146.14.14
        14 STOP
    1Nつ ADFT^=AFETA+O.20
C*****QEPIFNISH THF VFCTOR &F
C*****FITTINT. FIMCTIONG ANO l'EE A UF!:
```



```
            「のTのK7
```



```
C*****THE CこAVEQGENTE CRITFRIA IS VET NFT
C%****A HO NORMAL ITERATIGN CONTINUES.
    16「ご5ん!=?,V
        N=!
        ES50J=N,N
        FK(I\cdotJ)=FK(I,J)+CJI(I,J)
        5r F(I:J)=F(I,J)+C1(I!J)
C*****IDMATE THE VFCTOR OF FITTMNOR F!MN-
```




```
            n21!=1.N
        2) AF(1,?)=な.!
        DOgi, 1=1, v
        「のツ!.j=1,N
    gr.AF(I,I)=TM(I,J)*AA(J,I)+AF(I.I)
        「へ!!行=1,N
        0こ!&!う=1.N
        AA(I, I)=AF(I,1)
    10n A(I,1)=AF(1,1)
C*****THIS POUTTMF CONVFRTG, THF VFCTSR
「*****FFFYTINR FIMICTISNS FVALYATFD FOR
```



```
C*****FVALIINTEA ESR A "OVING TIME ORIGIN
    \563I= ] N
    CK=CHV!!)
        1F(CK-1.)62.55.62
    55 ^(1,1)=-A(1.1)
    K2 CONTIMUF
C SAVF F(1) \S? FSRECAST
            IF(K-1)6?,?7,0?
        7) nnG7!=1.N
        A?!1•?1=^^1!-!)
    a> COAT!NMIF
```

                        FIG. r-3 (rONT• (IFN)
    ```
BFTA=O尸ETA*&ETA
CNT=CNT+1.
K=k+1
50 T- 99
STCP
ENO
```

FIG. $\quad=-3$ (CONTINLED)

```
    NSN:SG FXET FSRTRAH...O?....NATINV
    T NTCGE゙RRNN
    O!MFNGISNFK19.91
    D:"ENSISNV?(10.10)
    C!ツENGI?NV1!1C.10!
    CIMFNE:ก^^气(0.1),H(9.1)
    OMFNGISNC(O.O),V(O).F(O.O)
777 FORNAT////IX.!RH THF H VFCTO? !S?
```



```
44h FSRMAT(9F!2.2)
777 SRNAT////10X•3OH THE VARIANCE OF
    1THE C.OLFEICIENTS IS
8RQ FORNAT1///1X,IIH F INVFRSE,
809 FGRNAT(///\OX.GH REFTA=.F%.6)
    PNR=?
    NPN=?
    FGWINNT
    DFWINC 5
    AS PEAN(5)N•(AS(I•1) ! = ) N) CRFTA
    OG7I=I,N
    A7 ?FNO\51(F(I,J)\cdotJ=? N)
    Oこ331=1,N
    33 RFAD(5)(FK(I,J):J=1,N)
    Dこ6I=1,N
    DN5J=1•N
    6(1, 1,J)=F(I,J)
    NN=N-1
    DO 666~ L=1,N
    ALL=C(1,1)
    \capO 444' J=1,NN?
444\capV(J)= (1), J+1)/ALL
    V(N)=1./ALL
    DO 999: I=I,NM?
    IPI= I +1
    CIP11=C1!PI*1)
    D~ 555, J=1,NMI
555uc(1,J)=C(:P1,J+1)-C1P11*V(J)
6990(C(I,N)=(-1.C)*CIPII*V(N)
    0S 666% J=1,N
G6&% ( (N,J)=V(J)
```

    Fif. F-4
    ```
    nn|ん==1.N
    0016J=I.v
    16F(I,J)=C(I , こ)
C CALClLLATF THF H VECTOF
    (ALL HVEC(F,AO,N•H)
C**关苔wRITE THE EFFECTIVF סETA
    WPITF\{,88OISRETA
```



```
    #R!TF(3, R&Q)
    ワの?221=1,N
```



```
6.NPTT! SU!T THF H VECTSR
    ,M!TF(2,7つ7)
    CO6RKI=1,N
    धRITF(3.789)(1,(1.1))
    626 WRITF(2,789)(H(1.11)
    DC7I=1,N
    7 :*RIT=(7)(F(I,J):J=] •N)
    &RITE(7)(H(I,I).I=1.N)
C****FOR:N THE V WATRIX
    のn!4!=},N
    n?!4コ=4,v
    l4 V2(I,J)=0.C
    Oこ11I=?,N
    0011K=?,N
    DCllJ=1,N
```



```
    Dこ!スI=].N゙
    DC13J=1,N
    12 VI(I,J)=0.し
    Mこう?I=1•v
    0ッ12v=?.N
    Nの!?J-!,N
    17 V1(K.I)=V?(K.J)年F(J,l)+V1(k.I)
    !⿰!⿰亻⿱丶⿻工二十\
    Nの!フ.アV=1, *
    12? %RITr(2,7星年)V1(K.N)
```



```
        If(RNK-NRN)66.68.68
    6Q STこP
        FN
```

    FIG. F-4 (CONTINUIT)
    ```
    MOMT& ExFC FOPTRAN...C:C....HVFF
```




```
7RO F\Omega?シ^\(F12.5)
    กnx2!=1.#
    22 H(I.1)=0.
    n542I=1,N
    Dこ543.J=1,N
    HF(I,!)=F(I,J)*AO(J.1)
542 H(I,!)=H(I, 1)+HF(I & ])
6つ& CこNT!N゙に
    gETlGN
    "an
```

    FIG. E-5
    

```
    !*TECFRR*N?
    n!NENEISNF(O.O)
    NINENCISNCEI(O)
    DINFNS:SNX(500).H(9.1).C1(0).
    1.TM(3.9).CIF(9).CIL(9)
    0I:NEN3IN\A1(9,]),A(9.1)
    DINHNS!こNTT"(9.9)
    22? FこRVAT1///\X.31H THF VARIANKF ढF
    1THF FSRFCASTS=.F\5.6/1Hl)
```



```
    1\capR 「\capRNA+(!X.?5H NEW! FOPFCAST )
```



```
    1 BFTA=, (4, 2)
    }口R FSRNAT(1X, つCH***THE ERROR IC#*** (
    ด7? FЯロNATIT2H PERISN SRGFRVATISN
    1. FERFCAST FRROR CUN EQROR ।
    673 FSRNAT(「23.5)
    105 FSRWAT(1 5!S.3)
    11.4 F气PNAT(IB,F15.7.FT5.?,F15.?.F15.?)
    1NG FGRNAT(24H SUA OF SQLAFF OF FRFOR=.F15.3)
            DFOINAE
            DEM!NN7
            OF1,!NOS
            *PN=?
            PNR=C
```




```
        ,M19)TF(5)ND,(X(1), i= ! •ND)
        !口1TF(?.1G8)
C*****サR!TE SUT THF N゙ODEI NUMEER NND
C*****VALUF AF REFTA FOR THIS F MATRIX
        VRITF(3,]U])MN,ARITA
    0ヘフ!=`.N
    7 DEPN(A)(TM(I,J), J=1.A!)
    Cのム!=`.N
    4 DFMN(7)(F(I,J),J=?.N)
        DEMN(7)(H(! | 1), I=1.N)
「****"A<F THF TPANSPOSF OF THF TPANSITIAN
「***名年NATD|X
```

                    Fic. F -
    ```
    c!MN=^.
    c!m^=n.?
    5!1"x=0.C
    へのタクロ:=1.N
```



```
    4>0 T+N(T,J)=TM(J.!)
C******AKF THF FODECAST
    W?!F(2.n72)
    กヘフロット=1•ザ年
    7=C
    @ニフ!?!=\.V
    ZN=CI(1)*A11!1.1)
    7112=2+7N
    4口!TF(5)7
O****C.ALCIII ATF THF FQROR
    FR=x(V)-7
```



```
    S|M=C:1',+ +RNER
    Gl*NA=C1MMA+C?
C*****CALCHLATF THE SUN OF THE ORCFRVATIOMR
    Sun }X=CLMMX+X(K
C UDDATE THE CSNSTANTS
    D_4491=1,N
    449 CIL(!)=0.0
    25244!=1.N
```



```
    CTF(!)=TTM(I,J)*CI(J)
    0月4 CIL(I)=riL(I)+r!F(T)
            ッの0クロ丁=1.N
    のクタC!(!)=CIL(!)+H(1.!)*FR
            MDITF(3.164)(V.X(K), 7. TR.(1'MA)
            W1TTF(?, ! (4)(K.X(K).7.F?)
    17? CONTINUF
            MDITF(3,1 วЯ)
            NDITT(3,106)(S(1M)
            !FITF(2.107)StM.FFTA
C*###*CALCIMATF THE VARIANCE ST THIF FORFCASTS
            VAD=6.1m/cilvx
            kD!T「13.227)VAR
            \squareNア=DNP+!
            IF(PNP-N1RN)GA, 1,8,G星
    AR STOD
    &゙心!
```

                    Fir. E-6 (I2NIINWFI?
    ```
    vこNW4 EXEG FORTRAN...O马....PINTTER
    INTFRERRRNR
    CINFVSISNX(500).FCST(500)
    PFW!NNS
    つべつ=「
    *加=?
LK %=AN(5)N゙.(X(:),:=1.ND)
    Mng8K=1.N
    วFAN(5)Z
gQ F゙CST(V)=Z
    CALL PLSTS(X,FCST)
    2ND=QNR+1
    IF(RNR-NRN)66,68,68
ड& STSP
    [ND
    FIN.F-T
```



```
    S\ITBN|T!NTD!NTC(Y.7)
    NyMrNr:I:NY(I).7(9)*NO(?2?)
? F \capP:*AT(?X,!224')
1 rn@NAT(的N! - 214)
4 F{DMAT(1X,932(1H+))
2 FnQ*AT(!H!)
FFSRMATI//1LX.4CH TIWF CSRIES.
    Fの:E(AC+,FQQS\)
6 FN!ッッ^NT1//1:X.13HX=TI ME GE?IFC.I\capX.
    \M胃=FのR=
```




```
    &P!TFF(2,2)
```



```
    \becauseRリTF(*.4)
    NCrAI=!N\DeltaX-N?*1/130
    NSNL=NIN-NSCAL*5/2
    #P(1)=:MA
    \\11 I=1,"!PTS
    J=(IFIX(Y(I))-NGAL)/NSTAL
    k=(JFIXI7(I))-NGA!)/NGTAL
    *=\ARく(J-V)+?
    *口(J)="C!
    "D(")="C?
    \becauseロ(で)="く?
    ックITr(3.2)(ND(1.)*!=1.127)
    ND(N')=N!2
    \cdotsD(J)=:!ra
j)}\cdotsD(K)=|P
    :1P)TF(3.4)
    4.7TTF(2.5)
    #P!TF(3.5)
    &D+Tr(2,7)VAX*NIN.NCCNI
    #DITr(3.3)
    orTlema
    ra.a
```

                    rir. r- 8
    rxen linvinas bHAGEINRONT
CALL INCONT
PHASERAV
TALL RAY
PHASEMATINV
CALL VATINV
PHASFFORCKT
rALL FORCT
DHASFDLOTTFP
CALL PLOTTFP
EXFG INCONT．N．jn
タのがす
EXF？RAY．N！？


NONTG EXER PLOTTER，NJS
FIG．E－9

```
        NMn`% Jon
        MnN! * ASGA MJJ.12
        NONAT ACGN VG`.]6
        Mnace v\DFFGn.TECT
        #nvec FXF= FתRTRAN.......RAY
            INTROFR P
            DINFNSISNX(5C5),F(100).G(10!)\cdotS(1:)
            DINENSIONC(105)\cdotW(10:1)
            OI&ENSIOWS(2CC). F'?C(1).T(100)
    GCG FSR"AAT(1X.]?H SHFEP NATA)
    { FORMAT([1L,F36.?)
    5 F\capRMAT(! ! ,! 2)
            GR!Tr(3,6\cap6)
            *ロITF(?.6\cap6)
            ロEAN(7.5)N,N
C CALL THF GURROUTINF T? NETRFNN THE OATA
    CNL!. TマENO(AX, X,N1)
    SIM=C.
    ก0
    10 S!M=5\M+X(I)
        D=N
        ANEAN=(SUM)/0
        s x = 0.0
        DC 3I=I,N
        X(I)=X(I)-NNFAN
        3 〔<= < x+(x)(!))**?
        Sx=(cx/0)**.5
    M& 1クI=?,N
17x(1)=x(!)/<x
    D=\mp@code{V}
    T}?=1!,
    & 7 = C.!
    D=131=T,N
    TZ=T7+X(I)
3 5,7= 5,7+x(1) ***?
    {7=T 7
    37=57
    *(9)= + フ- - (!)
    F(1)=F7-X(N)
    C(1)=r7-x(1)**?
    5(1)=57-X(N!)**?
```


FIG. $E=10$
$L=N-P+1$
$K=P-1$
$T(D)=T(K)-X(P)$
$F(\Gamma)=F(K)-X(L)$
$c(P)=e(K)-X(F) * * ?$
$1 / \rightarrow(D)=C(K)-X(L) * * ?$
$n=1$
ワの15 $\mathrm{P}=$ ？• • •
$(\quad(P)=r . ?$
$J=N-P$
のの J KI＝1．J
$N N=I+P$
$16 C(P)=C(P)+X(I) * X(N N)$
$H=J$
$t \cdot(P)=H *(P)-F(P) *(P)$
$P(P)=(H * G(P)-(F(P)) * * 2) * * 5$
$F(D)=(H * S(P)-(T(D)) * * 2) * * 5$
$R(P)=A(P) /(E(P) * F(P))$
15 भPITF（3，1）P，R（D）
＝MC

FIG．E－10（CONTINUFD）


```
    (1HENEION ) : 500) • \(1 \times(50 \cap)\)
11 FORTAT(23H IHIS IS DFTRFND= DATA)
    1 「लロMAT (つF? ? ©
    4 FORNAT (F26. श)
    a FARNAT1FG.])
    くだy=「
    rercy=*
    くいッマV =
    cinc \(x=0\)
    c.er \(X=\) ?
    のヘ5! ! = ? , N
    クニAn(?, (t) (AX(1))
    \(S=!\)
    \(\sin Y=\sin Y+s\)
    scoy \(=6 \cos +5 * * ?\)
    cin: \(Y . y=r \ln 4 X v+\Delta X(1)\) *c
    sin \(X=\cos x+\Lambda X(1)\)
```






```
    い?ITF(3.4) (A?)
    !RIT \(\quad\) ( 7.4 ) (A])
    い 1 :TE(3.! )
    क口斤阝! ? 11)
    10 6:II=1, N
    \(\mathrm{S}=1\)
    \(>(1)=A \times(1)-(A 1) * C\)
```



```
大
    DETIRN
    FNM
```

Fic. r-II

```
    "0nieg Jo!!
    #OM&G CO:T ?C N:IN!ITEC. 4 PAGFS
    "Mng= AESGN "JP.T?
```






```
    9 FصONAT(!?)
```



```
    2) E^!:心N+(14X, [1(C.4)
        O=3.74+5C27
    PEAM!`.?\NO
    TMin=Mn
    つーAM(`.")LIV
    ~19!=`, vn
```



```
    PANT=^.n
    のの2!= - べの
    2-MNT= rnatT+y(I)
        ranit=rnNT/TNN
C*****CN1.CIサATF THE FSURIFR CNFFFTCIFNTS
    Oこ&.\N=5.L!`
    A(N)=^.0
    A(N)=0.0
    T:U=N
    NB=4
    N!S=人
KA N'刀=NMQ+N!S
    !F(NM-NRP)77,44.66
```




```
    n=4C1=1.NO
    F=I-1
    R(N')=R(N)+SIN(2**P!*F/TSU)*X(I)
    A(N)=A(N)+COS(?.*DI*F/TO!!)**(!)
4% CNMTIN!!!
    ANP=NR
    U(N)=(?./AAR)*R(N)
    A(N)}=(7./AMD)*N(A)
    D(*)=(A(N)**?+п(N)**?)**.5
```



```
    WO!T=(?•?)N(N)•R(N)•R(N)•N•N?
Gr.cNATTM!1f
    ST\Omegaр
    ranM
```

FIG．F－12
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In many industrial and economic situations a series of discrete observations are taken on a uniform time scale. This sequence of observations is called a time series. The object of this investigation is to develop a method for forecasting these time series.

If the series of observations is not merely random it can be described as being the sum of two components. One component is the process which generates the time series and the other is the variation, or sureria osed


[^0]:    Table 3.10 continued

[^1]:    HE 031729

[^2]:    Linear \& Sinusoid
    $1-a=0.95 \quad P=36$

[^3]:    Fig. 4.9 Forecast for International Airline Data $\quad$ BETA $=0.7$

