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Abstract 

Combustion turbine performance deterioration, quantified by loss of system power, is an 

artifact of increased inlet air temperature and continuous degradation of the machine. 

Furthermore, the combustion turbine operator has to meet ever changing stricter emission levels.  

Different technologies exist to mitigate the impact of performance loss and meeting the emission 

standard. However an upgrade using one or more of the available technologies has associated 

capital and operating costs. Thus, there is a need for a tool that can evaluate power boosting and 

emission control technologies in concert with the machine maintenance strategy. 

This dissertation provides the turbine operator with a new and novel tool to examine each 

of the upgrades and determine its suitability both from the cost and technical stand point. The 

main contribution of this dissertation is a tool-kit called the Combustion Turbine Operation and 

Optimization Model (CTOOM) that can evaluate both power-boosting and emission control 

technologies. It also includes a machine maintenance model to account for degradation recovery. 

The tool-kit is made up a system level thermodynamic optimization solver (CTOOM-

OPTIMIZE) and two one-dimensional, mean-line, aero-thermodynamic component level solvers 

for the compressor (CTOOMCOMP1DPERF) and the turbine (CTOOMTURB1DPERF) 

sections.  

In this work, the cogeneration system as given by the classical CGAM problem was used 

for system level optimization. The cost function was modified to include the cost of emissions 

while the maintenance cost of the combustion turbine was separated from the capital cost to 

include a degradation recovery model. Steam injection was evaluated for NOx abatement, power 

boosting was examined by both the use of inlet air cooling and steam injection, and online 

washing was used for degradation recovery. Based on the cost coefficients used, it was seen that 

including the cost of emissions impact resulted in a significant increase in the operational cost.  

The outcomes of the component level solvers were compressor and turbine performance 

maps. It was demonstrated that these maps could be used to integrate the components with the 

system level information. 
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Nomenclature 

A  Area of annulus m
2
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C  Capital cost $ 
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mC  Velocity - Gas (Axial) m/s 
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Q  Heat transferred kW 

T  Temperature K 
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W  Velocity - Gas (Relative) m/s 
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a  Velocity of sound m/s 
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m  Mass flow rate kg/s 
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p
 Partial pressure Pa 

mr  Radius at mean-line m 

evalr  Radius of evaluation – user specified m 
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mt  Blade thickness - Maximum m 

et  Blade thickness- Trailing Edge m 

y  Mole fractions Dimensionless 

z  Axial distance m 
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  Flow angle (Relative) ° 

  
Ratio of specific heats (

p

v

c

c
) 

Dimensionless 
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p  Pressure drop % 

appraochT  Approach temperature K 
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Subscripts 
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&G PT  Gas and power turbine  
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a  Absolute  

a  Air  

c  Capital   

&c m  Capital and maintenance  
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env  Environment  

eva  Evaporator  
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m  Maintenance  
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1 

 

Chapter 1 - Introduction 

 Goal 

Combustion turbine, more commonly known as gas turbine, is widely used either as a 

power generating device or as a mechanical driver. The goal of this research was to develop a 

performance modeling tool, for the combustion turbine, which can evaluate performance 

advantages to system upgrades. 

 The need for upgrade - Characterizing the combustion turbine performance 

its deterioration and means to offset the deterioration    

Combustion turbine performance is essentially characterized by the power developed at a 

single operating point, usually called as the rated power. However, there are other quantities of 

interest such as the fuel flow rate and the highest temperature attained in the thermodynamic 

cycle (firing temperature) which can provide additional insight into the turbine performance and 

is thus routinely used to quantify performance. A commonly used industry metric to quantify 

combustion turbine performance is the heat rate. Heat rate is the ratio of fuel energy input to the 

output power and thus heat rate has an inverse relation to the output power. Therefore, increased 

heat rate which would alternately mean drop in power developed would signify deterioration of 

performance. Additionally, increase in emissions would be the other characteristic of 

performance deterioration. The following paragraphs identify the parameters that cause 

performance deterioration and commercially available technologies to offset the same. 

 Inlet air condition  

The combustion turbine performance is influenced by anything that affects the density 

and/or mass flow rate of air at the inlet. Since ambient air is drawn in at the inlet the ambient air 

condition i.e. the air temperature, pressure (i.e. the site elevation) and humidity will affect the 

inlet air density which in turn influences the performance. Thus, to establish a baseline all 

combustion turbines are always rated for the inlet ambient condition of 15°C, 1.013 bar and 60% 

RH established as a reference by ISO standard. Any increase or decrease in the inlet ambient air 

quality described below is with reference to this ISO condition. 
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Increase in inlet air temperature reduces the power output i.e. increases the heat rate. 

Every combustion turbine would have its own temperature effect data usually provided as 

correction curves by the manufacturer. For a single shaft GE MS7001 turbine a 5°C increase in 

temperature would translate into a 3% drop in power or a 1% increase in heat rate (Brooks. 

2000). On heavier frame turbines, the power output could drop by as much as 20% with a 

corresponding heat rate increase of about 5% when ambient temperature reaches 40°C (Al-

Amiri, et al. 2006). Thus, for a combustion turbine unit even when brand new there is 

performance deterioration from nighttime to daytime. Similarly, identical turbine units located in 

the Saharan desert would perform worse than one located in Canada. The impact of increase in 

inlet air temperature can be mitigated by inlet air cooling. 

Inlet air pressure is a function of the site elevation. Similar units installed at different 

elevation would perform differently since the air density reduces as the site elevation increases. 

Decrease in air density would result in a proportional reduction in mass flow rate and power 

developed. However, the heat rate remains unaffected (Brooks. 2000). An increase in 2400 m in 

elevation from the ISO condition could result in a 30% drop in power (Brooks. 2000). Standard 

altitude correction curves are provided for power correction. However, once installed at a 

particular location there will be very little day-to-day variation in the ambient pressure and thus 

negligible performance deterioration. 

The other inlet air characteristic that influences the performance is the humidity. Humid 

air is less dense than dry air and thus higher the humidity lower is the density which in turn 

lowers the mass flow rate at the inlet. This results in a drop of power or increased heat rate. 

Manufacturers provide first order humidity correction charts to account for the same. The direct 

impact of increase in humidity from the ISO specific humidity on the performance deterioration 

is not terribly severe. An increase from 60% RH to 130% RH has correction factors less than 

0.4% for power reduction or 0.8% for heat rate increase (Brooks. 2000). However, more than the 

direct impact, humidity has an indirect impact on the performance through the control system 

algorithm used in the combustion turbine. Depending on the governing mechanism the power 

could reduce or increase. This work does not delve into modeling the governing mechanisms and 

thus the effect of humidity on performance will be limited to examining its impact on air 

temperature alone. 
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It is evident from above that the increase in air temperature is the primary cause of 

performance deterioration as far as the influence of the ambient air is concerned. Clearly, the 

technique to mitigate the impact of increase in air temperature would be to cool the inlet air. Inlet 

air cooling (IAC) is thus identified as a possible system upgrade to boost power and reduce heat 

rate. Inlet air cooling has been commercially successfully achieved by evaporative cooling, 

chillers, LNG vaporization or a combination of these referred to as hybrid (Phillips and Levine. 

2004). Bianchi, et al. (2010) present a detailed review and comparison of the different power 

augmentation technologies using IAC. Evaporative cooling includes the use of wetted media 

(Mehraban, et al. 2012), fogging (Al-Amiri, et al. 2006, Bhargava, et al. 2005, Mee. 1999) or wet 

compression (Bracco, et al. 2007, Khan. 2009, Sanaye and Tahani. 2010). Chillers could be 

either of the mechanical type (Ameri, et al. 2005, Farzaneh-Gord and Deymi-Dashtebayaz. 2011) 

or of the absorption type (Mohanty and Paloso Jr. 1995, Popli, et al. 2011). An alternative to inlet 

air cooling for power boosting is the use of water or steam injection into the combustor (Bultzo. 

1969, Coutant. 1959, Ediss. 1966, Ediss. 1970, Heard. 1976, Stephens and Boho. 1965)   

 Exhaust emissions 

Nitrogen oxides (NOx), carbon monoxide (CO), unburned hydrocarbons, sulfur oxides 

and particulate matter are the combustion turbine exhaust emissions. Emission regulations have 

become more stringent over the years. Thus, older combustion turbine units that met the 

environmental regulations may not be able to meet the ever changing standards. Emission levels 

are a function of the fuel used (natural gas or distillate oil), type of engine (single shaft or two 

shaft), the thermodynamic cycle used (simple or combined) and the operating characteristics. 

Similar to the output power, emissions are also reported at ISO base conditions. 

NOx is usually reported in parts per million by volume dry (ppmvd) with 15% oxygen in 

the exhaust or on lb/hr basis. NOx is a direct function of the combustion temperature. It is also a 

function of the air-to-fuel ratio where the maximum NOx occurs at slightly lean air/fuel mixtures. 

Water injection has been successfully used for NOx control within 25 ppmvd (Fitts, et al. 1990). 

Steam injection is the other alternative means used to reduce NOx and can reduce NOx by 70% 

from unabated NOx (Anonymous, 2006). Both water and steam injections are done into the flame 

area which reduces the flame temperature and thereby the thermal NOx. Inlet fogging is the other 

technique to reduce NOx and can provide about 18% reduction from unabated NOx (Mee. 1999, 
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Sexton, et al. 1998). As seen in the previous section, inlet fogging can also provide power 

augmentation and thus is a very useful upgrade. Exhaust treatment using selective catalytic 

reduction (SCR) is an alternative technique to reduce NOx. The SCR technology reduces NOx by 

injecting ammonia into the flue gas. The ammonia reacts with NOx in the presence of catalyst to 

form water and nitrogen. SCR technology is often used in conjunction with steam injection and 

the combination reduced NOx from 148 ppmv (uncontrolled) to 9 ppmv for the MS6001 gas 

turbine (Anonymous, 1993).  Another NOx reduction strategy is the use of Dry Low Nox or 

SoLoNOx combustors where the combustion process is staged over two stages. The first stage 

has a richer fuel-air mixture which lowers the combustion temperature while the second stage 

runs lean. It can provide about 1/10
th

 reduction of NOx from standard combustors. These 

combustors also reduce CO and unburned hydrocarbons (Cowell. 2003). CO reduction can also 

be achieved by using exhaust treatment i.e. the use of catalyst. 

 Degradation 

Degradation of the engine components over its operational life is the other cause of 

performance deterioration. The mechanisms of combustion turbine degradation are fouling, 

erosion, corrosion, damage by foreign objects and abrasion. A detailed description of each of 

these mechanisms is available in Kurz and Brun (2001), Kurz and Brun (2007), Kurz and Brun 

(2009), Kurz, et al. (2009).  One of the earliest characterizations of fouling problem in 

turbomachines was presented by Upton (1974). The paper also covered briefly the erosion and 

corrosion mechanisms. According to the author, since ingestion of air-borne particles was the 

fundamental cause of fouling, the effect of fouling was most severe in the compressor section of 

the combustion turbine. Thus, investigations have been done on the effects of fouling in the 

compressor section of the combustion turbine (Vigueras Zuniga. 2007) or in an axial compressor 

alone (Baker. 2002). The consequences of fouling are increased tip clearances; changes in airfoil 

geometry and/or increased surface roughness, all of which will lead to lower compressor 

discharge pressure and eventually loss of turbine power developed. Diakunchak (1991) estimated 

an annual cost of approximately $522,500 on a 46 MW machine due to degradation on account 

of fouling on a simple cycle turbine with no injection. Thus, for a three year operating period the 

cost of degradation would be about 1.5 million dollars. Since fouling is caused by buildup of 

particles on the airfoil or at the tip clearances some of the degradation due to fouling can be 
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recovered by washing while some may not be recovered (Diakunchak. 1991) at all. Washing can 

be done either online i.e. the turbine is in operation or offline when the turbine is brought to a 

halt. Washing is thus part of the overall machine and plant operational and maintenance strategy. 

Since off-line washing requires shut-down of the machine most turbine operators perform this 

activity as a part of their time based plant shut-down maintenance program. However, if fouling 

causes severe performance deterioration then such a time bound maintenance plan would result 

in continuous loss of turbine power or increased fuel consumption and consequently impact the 

plant output. Therefore, good filtration system and regular online washing can mitigate some of 

the deterioration due to fouling. However, there is a cost associated with online washing and thus 

the frequency of the same needs to be made based on economic considerations. Asplund (1997) 

provides a comprehensive cleaning strategy for a wide variety of combustion turbines. There is a 

significant amount of literature on compressor fouling, its recovery and its modeling 

(Lakshminarasimha and Saravanamuttoo. 1986, Lakshminarasimha, et al. 1994, Meher-Homji, et 

al. 2009, Millsaps, et al. 2004, Saravanamuttoo and Lakshminarasimha. 1985, Seddigh and 

Saravanamuttoo. 1990, Tarabrin, et al. 1996, Tarabrin, et al. 1998). On the turbine side, fouling 

can effectively block the cooling passages in turbine blades thus resulting in higher turbine 

temperatures and loss of turbine efficiency. 

Fouling alone is not the only mechanism which leads to changes in airfoil geometry and 

increased surface roughness. Erosion to some extent is also responsible for the same. The effect 

of erosion as a degradation mechanism has been studied in detail by Ghenaiet (2001). Some 

earlier work on the same was reported by Singh, et al. (1996), Tabakoff and Balan (1983), 

Tabakoff (1987). Clearly, fouling as the degradation mechanism has attracted more attention 

partly because some of the performance deterioration can be recovered whereas for erosion the 

only way for performance recovery would be part replacement. Part replacement upgrades could 

involve flange-to-flange replacement or replacement of individual blade rows, blade repairs, tip 

seal replacement etc. depending on the extent of erosion. Such replacement or machine overhauls 

also are part of the comprehensive operation and maintenance plans to minimize production 

losses due to repair based shut downs. 

The other degradation mechanisms i.e. damage due to foreign object and corrosion also 

warrant part replacements. An example of such a part replacement would be of hot gas path 

components such as the turbine blades or combustion liners due to hot corrosion. It can be thus 
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concluded that recovery of performance deterioration due to component degradation can be done 

only by an effective maintenance plan. 

 The need for this work 

The brief review above has shown that a system upgrade would encompass techniques to 

boost power (alternately reduce heat rate) and reduce emissions in concert with a comprehensive 

operation and maintenance (O&M) strategy and multiple alternatives exist to meet that objective. 

Upgrade solutions are usually provided by vendors specializing in combustion turbine upgrades. 

However, these vendors usually have expertise only in specific upgrade solutions and tend to 

promote those among the combustion turbine operators. With a plethora of vendors and their 

upgrade solutions it becomes challenging for the operator to make judicious choices. It is 

therefore necessary to develop an optimization model that includes power boosting, emissions, 

and machine maintenance strategies. To the best of the author’s knowledge such an optimization 

model that includes machine maintenance strategies as an optimization variable is not available.  

 Contributions of this dissertation and its outline 

The contributions of this dissertation are: 

1. A thermo-economic model for a cogeneration combustion turbine system with 

power boosting, emission control and degradation models is presented in Chapter 

2. The thermo-economic model was developed in MS Excel. 

2. Chapters 3 and 4 extend the system level thermodynamic models to component 

level models for the compressor and the turbine. This allows for a more detailed 

investigation into component level changes. The component level models are 

aero-thermodynamic models based on the mean-line analysis technique for the 

turbomachinery components (compressor and turbine sections). Appropriate loss 

models as available in open literature to characterize design point and off-design 

losses were incorporated. The component level models were developed in 

FORTRAN 90. 

3. Chapter 5 presents the overview of the computer program both the MS Excel 

model and the FORTRAN code. 
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4. Chapter 6 describes the case studies and validation examples for the optimization 

problem and for the compressor and turbine component models. 

5. Chapter 7 summarizes the work done and outlines the conclusions and future 

work.  
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Chapter 2 - Thermo-economic system optimization 

Equation Chapter 2 Section 1 

 The combustion turbine (CT) system 

 

Figure 2-1 Cut-away of a combustion turbine system (www.eetd.lbl.gov)  

 

 

Figure 2-2 Simple cycle system 

Figure 2-1 shows the cut-away of a commercially available combustion turbine (CT) 

system. Any combustion turbine system will have four primary components i.e., the compressor, 

the combustor, the gas generator (gas producer) turbine and the power turbine. Figure 2-2 shows 
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the schematic of the CT system and also illustrates the basic operations of the components. 

Ambient air is drawn into the compressor where it is compressed consequently raising both the 

pressure and the temperature. This high pressure high temperature air is fed to the combustor. In 

the combustor it mixes with the injected fuel and this air-fuel mixture is ignited. The combustion 

process results in very high pressure high temperature exhaust gas. The exhaust gas is then 

expanded in the gas generator or gas producer section of the CT system which reduces both the 

pressure and the temperature of the exhaust gas referred to as medium pressure medium 

temperature exhaust in the Figure 2-2. The primary role of the gas producer turbine is to supply 

enough power to the compressor to operate and is only a driver for the compressor.  Thus, the 

three components i.e., the compressor, the combustor and the gas producer turbine are really a 

system that feed and drive each other and don’t seem to be doing any useful work. However, the 

exhaust gas leaving the gas producer turbine has enough energy left which when further 

expanded in the power turbine can be used to drive external devices. So, it’s really the power 

turbine that is the power generator but can do so only in conjunction with the other three 

components. The power turbine can be on the same shaft or on a different shaft (as in the Figure 

2-2). Though the fundamental processes for any CT system remain as described above there are 

many other additional processes that often take place. These are, and not limited to, bleed air 

from compressor stages for cooling the combustor and/or cooling the turbine blades, changing 

the stator vane angle setting in the compressor to change its operational characteristics, using 

dual fuel system in the combustor or steam/water injection to reduce NOx etc. Furthermore, some 

CT systems employ a twin shaft design where a high pressure compressor is driven by a high 

pressure turbine and a low pressure compressor driven by a low pressure turbine. A detailed 

review of the different gas turbine configurations is provided in Bathie (1996), Boyce (2012) and 

Soares (2008). Simple cycle CT systems are most commonly used as mechanical equipment 

drivers. The driven equipment can be in a wide variety of applications such as gas transmission 

pipelines, exploration and production both onshore and offshore, or even downstream refinery 

operations. For a system level evaluation, characterization of the downstream equipment and its 

operating envelope is paramount. Therefore, for the purpose of developing the model, it was 

assumed that the CT is used for power generation. Usually, a power generation CT would not 

operate on a simple cycle but on a modification of the simple cycle.  
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Figure 2-3 Cogeneration system 

The primary modifications are the use of an air-preheater in between the compressor and 

the combustor. It should be noted that the air preheating is accomplished by the exhaust gas 

leaving the power turbine. The exhaust gas leaving the air preheater then further continues into 

the Heat Recovery Steam Generator (HRSG) resulting in steam being produced. Thus, the 

system not only delivers power at the shaft end of the power turbine but also delivers steam. 

Such a system is known as the cogeneration system. The focus of this dissertation was to develop 

a comprehensive model that included power boosting, emission control and degradation. Thus, 

two power boosting technologies were incorporated into the system i.e. steam injection and inlet 

cooling. Steam injection was also a NOx abatement strategy. Furthermore, a machine 

maintenance strategy was included in the system model. 

 Combustion turbine system optimization 

Optimization of any system necessitates identifying the objective function which is then 

either maximized or minimized. The objective function is expressed in terms of the decision 

variables and the solution to the optimization problem seeks to determine the most optimal 
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combination of the decision variables that can result in either a maximum or minimum value of 

the objective function. The minimization optimization problem is given by equation (2.1) 

(Vanderplaats. 2005): 

  min f x  (2.1) 

subject to, 

   0jg x  , for 1,...., ej m  (2.2) 

   0jg x  , for 1,.....,ej m m   (2.3) 

 l ux x x   (2.4) 

Equation (2.2) and (2.3) are the equality and inequality constraints. As seen there are a 

total of m constraints. Of these there are em  number of equality constraints while the rest are 

inequality constraints. Equation (2.1) is a minimization problem. A maximization problem would 

simply mean a minimization of the negative of the objective function. Equation (2.4) refers to 

bound constraints where the decision variables are controlled between lower and upper bounds. 

Bounds are an artifact of either numerical or physical constraints. Problems where there is more 

than one objective are known as multi-objective optimization problems. A minimization of a 

multi-objective function also called as vector minimization problem is mathematically expressed 

as (Rao. 2010): 
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 (2.5) 

Which minimizes,      1 2X , X , Xkf f f  (2.6) 

Subject to  X 0,      1,2, ,j eg j m   (2.7) 

   X 0,      1, 2, ,j e eg j m m m     (2.8) 

The subscript k  in equation (2.6) denotes the number of objective functions to be 

minimized. No solution vector X  exists that can minimize all the k  objective functions 

simultaneously. Therefore, the concept called the Pareto optimal solution is used in multi-

objective functions. A feasible solution X is called Pareto optimal if no other feasible solution Y
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exists such that    Y Xi if f
 
for 1,2, ,i k with    Y Xj if f

 
for at least one j . In other 

words, a feasible vector X  is called Pareto optimal if no other feasible solution X  would reduce 

some objective function without causing a simultaneous increase in at least one other objective 

function. 

There are many methods to solve a multi-objective optimization problem i.e., the 

constraint method, weighting method (Rangaiah. 2009), utility function method, global criterion 

method, bounded objective function method, lexicographic method and the goal programming 

method (Rao. 2010). In the  constraint method the multi-objective optimization problem is 

transformed into a single objective function problem by retaining only one of the objectives and 

converting all other objectives into inequality constraints. This method was used in this work. 

The three fundamental objectives were to minimize the system operating cost, minimize 

the NOx but maximize the degradation recovery.  Of these three objectives, the objective that 

was retained was minimizing the system operating cost. The remaining two objectives i.e. 

minimizing the NOx and maximizing the degradation recovery were converted into constraints. 

This was done because the level of NOx is always mandated by emission regulations so 

achieving a minimum is not necessarily a principal objective. Similarly, complete degradation 

recovery is never a possible option. Thus, rather than trying to achieve a maximum recovery by 

retaining it in the objective function, it seemed more plausible to apply a reasonable constraint on 

the amount of degradation recovery required. Therefore, the system then comprised of only one 

objective function with two additional constraints. Changing the constraint values on these two 

constraints would then provide a Pareto optimal if desired. 

Thus, the objective function was the system operating cost which was a combination of 

the fuel consumption cost, equipment capital cost, and the maintenance cost of the system. For i  

components in a system, the objective function was (Bejan, et al. 1996) 

 
, ,t f c i m i

i i

C C C C     (2.9) 

The terms in equation (2.9) are cost rates in $/s. However, equation (2.9) does not 

account for the cost of environmental impact. Thus, equation (2.9) was modified to include the 

additive term (Frangopoulos. 1992): 

 
, ,t f c i m i env

i i

C C C C C      (2.10) 



13 

 

Valero et al. (1994) suggested combining the cost rates for capital cost and maintenance 

cost by the use of a maintenance factor (
,m i ). Thus, instead of two separate terms ,c i

i

C  and 

,m i

i

C , these can be combined into & ,c m i

i

C . In such a case, the objective function in equation 

(2.10) can be modified to: 

 
& ,t f c m i env

i

C C C C    (2.11) 

However, this approach did not allow any characterization of maintenance procedures 

and their incorporation into the optimization process as a decision variable. Therefore, in this 

work an independent model for the maintenance cost rate was proposed. The focus of this work 

was on the CT system alone and thus a maintenance cost rate model was proposed only for the 

maintenance of the CT. For the other components such as the HRSG, the air preheater, and the 

air cooler the maintenance factor model were retained. The objective function can be recast as: 

& , & , & , , , , & , , , &t f c m APH c m HRSG c m AC c C c CC c G PT m C CC G PT envC C C C C C C C C C          (2.12) 

For the i th component Valero et al. (1994) suggested the following capital and 

maintenance cost rate model:  

 ,

& ,

( )

3600

i i m i

c m i

hrs

C CRF
C

N


  (2.13) 

It is a function of the capital cost (purchase cost) of each equipment ( iC ), it’s capital cost 

recovery factor ( iCRF ) which is the annualized return on investment, the number of operating 

hours ( hrsN ) and the maintenance factor (
,m i ). Thus, the capital and maintenance cost rate 

models for the air preheater (
& ,c m APHC ), heat recovery steam generator (

& ,c m HRSGC ) , and the air 

cooler (
& ,c m ACC ) were obtained from equation (2.13): 

 
,

& ,

( )

3600

APH APH m APH

c m APH

hrs

C CRF
C

N


  (2.14) 

 
,

& ,

( )

3600

HRSG HRSG m HRSG

c m HRSG

hrs

C CRF
C

N


  (2.15) 

 
,

& ,

( )

3600

AC AC m AC

c m AC

hrs

C CRF
C

N


  (2.16) 
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However, as described earlier the cost rate models for the compressor, the combustion 

chamber, and the turbine (gas generator and power) were distributed into two parts, i.e. the 

capital cost rate model and the maintenance cost rate model. The capital cost rate models for the 

compressor (
,c CC ), the combustion chamber (

,c CCC ), and the turbine (gas generator and power) (

, &c G PTC ) were obtained from equation (2.13) by excluding the maintenance factor: 

 
,

( )

3600

C C
c C

hrs

C CRF
C

N
  (2.17) 

 
,

( )

3600

CC CC
c CC

hrs

C CRF
C

N
  (2.18) 

 & &
, &

( )

3600

G PT G PT
c G PT

hrs

C CRF
C

N
  (2.19) 

The maintenance cost rate was an artifact of the machine maintenance procedure and 

schedule. From the CT standpoint it is intrinsically related to the degradation of the same. All 

CT’s will exhibit performance deterioration over time and will never run at the desired design 

point as time progresses. This deterioration is due to fouling, erosion, and/or corrosion. 

Irrespective of the deterioration mechanism the fundamental effect of the deterioration is the loss 

of system efficiency, which in this case would translate into a loss of plant power output and/or 

steam generated. Some of the loss in system efficiency can be recovered by online and offline 

washing. Online washing is usually carried out on a continuously running machine at about 80% 

load. The online washing system comprises of a set of spray nozzles that inject heated distilled 

water and/or detergent into the machine. The washing continues for about 10 to 15 minutes. This 

recovers most of the deterioration that had accumulated since the last wash. Online washing can 

be done daily, once in two days, etc. The frequency of online washing will be a cost contributor 

to the maintenance cost of the CT. The online washing is supplemented by an off-line washing 

which depends on the maintenance strategy and can vary from two weeks to six months. The 

cost rate model for the deterioration recovery due to washing can then be expressed as a function 

of the cost of washing ( , , , &wash C CC G PTC ) as: 

 
, , , &

, , , &
3600

wash C CC G PT

m C CC G PT

hrs

C
C

N
  (2.20) 
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The cost rate of fuel fC
 
was expressed in terms of the fuel flow rate (

fm ), the lower 

heating value of the fuel ( LHV ) and the fuel cost per energy unit (
fc ) as: 

 f f fC c m LHV  (2.21) 

The cost rate of environmental impact envC
 
was expressed in terms of the emission flow 

rate ( emissionm ) and the emission cost per unit flow rate ( emissionc ) as: 

 env emission emissionsC c m  (2.22) 

In this work the only component of emissions that were evaluated was the NOx. Thus, 

equation (2.22) can be recast as: 

 
X Xenv NO NO EIC c m  (2.23) 

In equation (2.23), the cost per unit flow rate of NOx (
xNOc ) is expressed in $/kg of NOx. 

The capital cost of any equipment and the cost of washing are really empirical 

information obtained either from the manufacturer’s pricelist or collected over time at the 

operational site as would be in the case for cost of washing. However, from an optimization 

standpoint these costs need to be expressed in terms of decision variables. These can be either 

obtained from open literature such as those provided in Valero et. al (1994) or developed 

independently. The capital cost models for compressor ( CC ), combustor ( CCC ), gas generator 

and power turbine ( &G PTC ), heat recovery steam generator ( HRSGC ), and air preheater ( APHC ) are 

similar to those provided by Valero et. al (1994) with modifications to include the injected 

steam. The cost models for the inlet air cooling ( IACC ) and for the degradation recovery i.e. 

washing ( washC ) were developed independently based on empirical information available in open 

literature and relevant assumptions: 

  11

12

lna
C C C

C

C m
C PR PR

C 

 
  

 
 (2.24) 
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LMTD LMTD

    
         
     

 (2.28) 

 61 *IAC cC C P  (2.29) 

 71 * c
IAC

steaminject

P
C C

m
  (2.30) 

 81 82 83*wash onlinewashC C f C C    (2.31) 

The formulation of the objective function was completed after making appropriate choice 

of decision variables and associated constraints. Seven different variables were chosen as the 

decision variables i.e., CPR , C , 
fm , 

steaminjectm , &G PT , 3T  and onlinewashf . The process constraints 

were the power to be delivered by the system ( PowerGenerated ) and the steam to be generated 

( SteamGenerated ), the NOx level to be attained ( xNO Level ), and the degradation recovery (

Degradationreco ) to be achieved. All these constraints were inequality constraints: 

 
systemW PowerGenerated  (2.32) 

 steamm SteamGenerated  (2.33) 

 
xNO xm NO level  (2.34) 

 reco Degradationreco   (2.35) 

The equality constraints were a result of the thermodynamic performance model of the 

system that needs to be satisfied.  

 Thermodynamic performance model of cooler 

Inlet air cooling can be accomplished by evaporative cooler, inlet fogging, or use of a 

refrigeration system either of the mechanical or absorption type. Each system has different 

physics and thus different cooling models. In the present work it was assumed that the air was 

cooled using chilled water. Such a system would be representative of using a refrigeration 

system. Since, the goal was to only determine the amount of cooling load required to cool the 

inlet air from conditions at state 0 to the conditions at state 1, the refrigeration system was not 

modeled. The energy required by the cooler is comprised of the energy needed to cool the dry air 
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from 
0T

 
to 1T , to cool the vapor from 

0T
 

to 1T , and if the cooling is accompanied by 

condensation of water vapor then the energy needed for the same. 

  1 1 0dryair dryair dryair dryairQ m h h   (2.36) 

  1 1 0vapor vapor vapor vaporQ m h h   (2.37) 

  1 1condensation condensate g vapor l vaporQ m h h   (2.38) 

 
cooling dryair vapor condensateQ Q Q Q    (2.39) 

The refrigeration load in tons was then calculated using: 

 
*1000

1200*3.4121

cooling

refrig

Q
Load   (2.40) 

 
refrig

cooling

chiller

Load
Power


  (2.41) 

Equations (2.36), (2.37),  and (2.38) require the following information; the amount of dry 

air, the amount of moisture present in the air, the amount of condensate, and the relevant 

enthalpies. These were determined by a detailed humidity model. Furthermore, the mass flow 

rate of the condensate was computed from: 

 
1 0condensate vapor vaporm m m   (2.42) 

 Humidity model 

The humidity model was developed assuming that the moist air is a mixture of the dry air 

and the water vapor. The humidity model was required both at the inlet and the exit of the cooler 

i.e. at state 0 and 1. In the equation set developed below, subscript j  denotes either 0 or 1 to 

determine the conditions at the state of interest. The saturated pressure of water vapor at the inlet 

temperature was calculated from the model provided by Flatau et. al (1992). It is a polynomial 

function of the temperature alone. In this work the symbol  is the notation used for 

expressing properties evaluated as a function of other properties.  

 
jvsat jP f T  (2.43) 

The partial pressure exerted by the vapor on the mixture was then obtained from the 

known relative humidity (
jRH ). 
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j j jv RH vsatp P  (2.44) 

The partial pressure exerted by the dry air on the mixture was calculated by applying 

Dalton’s law of partial pressure. 

 
j jda j vp P p   (2.45) 

The mole fractions of the water vapor and dry air in the mixture were: 

 j

j

v

v

j

p
y

P
  (2.46) 

 1
j jda vy y   (2.47) 

The molar mass of the water vapor and dry air in terms of kg/kmol of the mixture were 

then obtained from: 

 
j jmv v waterm y MW  (2.48) 

 
j jmda da airm y MW  (2.49) 

And the mass fractions were: 

 j

j

j j

mda

da

mda mv

m
mf

m m



 (2.50) 

 j

j

j j

mv

v

mda mv

m
mf

m m



 (2.51) 

The mass of dry air and the mass of water vapor in the moisture were obtained from: 

 *
j jda a dam m mf  (2.52) 

 *
j jv a vm m mf  (2.53) 

And, the humidity ratio was calculated from: 

 j

j

v

j

da

m

m
   (2.54) 

The entropy of the humid air was then obtained from: 

    , ,
j j j jj a da j v v js mf s p T mf s p T   (2.55) 

In equation (2.55) the entropy of the dry air at the relevant partial pressure and 

temperature ,
jda js p T  was obtained from a C++ property routine “Thermodynamic Properties 
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in SI” (TPSI) provided by Knopf (2011). The routine is based on the work done by Reynolds 

(1979).  Similarly, the properties of water vapor were also obtained from the TPSI package. 

Finally, the enthalpy of the humid air was calculated from: 

   ,
j j jdd da da jh mf h p T  (2.56) 

   ,
j jv v vj jh mf h p T  (2.57) 

 
j jj da vh h h   (2.58) 

 Thermodynamic performance model of the compressor  

The entropy at the compressor inlet 1s  was obtained from equation (2.55). For an 

isentropic compression, the isentropic entropy at state 2 was same as that at 1. 

 
2, 1isens s  (2.59) 

The pressure at state 2 was calculated using the decision variable ( ACPR ). 

 2 1 * ACP P PR  (2.60) 

The isentropic temperature and enthalpy were determined using the TPSI routines. 

 2, 2 2,,isen isenT f P s  (2.61) 

 2, 2 2,,isen isenh f P s  (2.62) 

The enthalpy at state 2 was then determined using the known enthalpies at state 1, 

isentropic enthalpy at state 2, and the compressor isentropic efficiency. 

 2, 1

2 1

isen

AC

h h
h h




   (2.63) 

Subsequently, the temperature at state 2 was obtained from the TPSI package.  

 2 2 2,T f P s  (2.64) 

 Thermodynamic performance model of the air preheater – air side 

The pressure downstream of the preheater on the air side was obtained using a known 

pressure drop. It should be recalled that the temperature at state 3 was a decision variable and 

thus a user specified value would commence the calculations.  

  3 2 ,1 APH aP P p   (2.65) 
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The enthalpy at state 3 was obtained from the TPSI property routine. 

 3 3 3,h f P T  (2.66) 

 Thermodynamic performance model of the combustor 

The pressure at state 4, i.e., downstream of the combustion chamber was calculated 

similar to the state 3 except for the use of a known pressure drop across the combustor. 

  4 3 1 CCP P p   (2.67) 

The mass and energy conservation across the combustion chamber resulted in the 

following equations: 

 
a f steaminject gm m m m    (2.68) 

    3 , 4 ,a a ref f g g ref CCm h h m LHV m h h Q      (2.69) 

Where,  1CC f CCQ m LHV    (2.70) 

Equation (2.69) can be recast as: 

      3 , 4 , 1a a ref f g g ref f CCm h h m LHV m h h m LHV        (2.71) 

    3 , 4 ,a a ref f CC g g refm h h m LHV m h h     (2.72) 

     3 , 4 ,a a ref f CC a f steaminject g refm h h m LHV m m m h h       (2.73) 

  
 
 

3 ,

4 ,

a a ref f CC

g ref

a f steaminject

m h h m LHV
h h

m m m

 
 

 
 (2.74) 

In equation (2.74) fuel flow rate (
fm ) and the steam injected (

steaminjectm ) were both 

decision variables. The enthalpies at the reference condition were determined from: 

 , , ,,a ref a ref a refh f P T  (2.75) 

 , , ,,g ref g ref g refh f P T  (2.76) 

The formulation of equation (2.74) is left at 
4 ,g refh h

 
because the combustion library 

implemented here uses that as an input for the calculations or returns that as an output. The 

calculations of the product side properties involve combustion reaction calculations and thus the 

same are explained next. 
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  Combustion reaction calculations 

The combustion reaction of a  moles of a hydrocarbon fuel with b  moles of dry air ( DA ) 

along with steam injection is expressed as: 

              2 2 2 2x ya C H b DA c H O d CO e H O f DA g O       (2.77) 

A chemical balance of the above gives the molar constituents of the products as: 

 d ax  (2.78) 

 
2

y
e a c   (2.79) 

 f b  (2.80) 

 
4

y
g a x

 
  

 
 (2.81) 

Usually, the steam injected is expressed as a mass fraction of the dry air. Thus, if Z

denotes the mass fraction of steam (% ) then the corresponding molar constituent of the injected 

steam is given by: 

 

2
100

air

H O

MWZ
c b

MW
  (2.82) 

The mole fraction of nitrogen (
2,in Ny ), oxygen (

2,in Oy ) and argon (
,in Ary ) in dry air are 

assumed as 0.7809, 0.2095 and 0.0096. With the molar constituents of the products known, the 

mole fraction of each product was calculated as: 

 
2CO

d
y

d e f g


  
 (2.83) 

 
2

( )
2 4

CO

ax
y

y y
ax a c b a x



    

 (2.84) 

 
2

( )
2 4

CO

x
y

y c b y
x x

a a



    

 (2.85) 

 
2

2
100

( )
2 4

CO
air

H O

x
y

MWZ
b

MWy b y
x x

a a



    

 (2.86) 
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2

2

( )
2 100 4

CO
air

H O

x
y

MWy Z b b y
x x

a MW a



    

 (2.87) 

 
2

2

1 ( )
2 100 4

CO

air

H O

x
y

MWy b Z y
x x

a MW


 

     
 
 

 (2.88) 

Equation (2.88) was developed at the molar level. However, the amount of air and the 

fuel supplied is usually presented as mass flow rates. The air-to-fuel ratio is expressed as:  

 a

f

m
AFR

m
  (2.89) 

Further the stoichiometric air-to-fuel ratio ( stoichAFR ) is the amount of the air required for 

complete combustion of one mole of fuel. Thus, the ratio of the actual air-to-fuel ratio to the 

stoichiometric air-to-fuel-ratio is the excess dry air ( DAR ) in the combustion process and is:  

 actual

stoich

AFR
DAR

AFR
  (2.90) 

The moles of dry air used for complete combustion is: 

 

2,

4

in O

y
x

y



  (2.91) 

Thus, the amount of dry air used for actual combustion is: 

 

2,

4

in O

y
x

DAR
y

 
 

  
 
 

 (2.92) 

However, the amount of dry air used for the combustion of a  moles of fuel is 
b

a
. 

Therefore, we get: 

 

2,

4

in O

y
x

b
DAR

a y

 
 

  
 
 

 (2.93) 

Substituting, from equation (2.93) to (2.88) we get: 
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2

2 2,

4 1 ( )
2 100 4

CO

air

in O H O

x
y

y
x

MWy Z y
x DAR x

y MW


 

   
       

  
 

 (2.94) 

 
2

2 2,

1

1
41 1 (1 )

2 100 4

CO

air

in O H O

y
y

MWy Z yxDAR
x y MW x


 
   

       
  
 

 (2.95) 

y

x  
is the ratio of the hydrogen atoms to the carbon atoms in the fuel and defining it as 

HbyCRatio  then equation (2.95) becomes:  

2

2 2,

1

1
41 1 (1 )

2 100 4

CO

air

in O H O

y
HbyCRatio

MWHbyCRatio Z HbyCRatio
DAR

y MW


 
   

       
  
 

(2.96) 

2

2 2,

1

4
2 44 1

2 100 4

CO

air

in O H O

y
HbyCRatio

MWHbyCRatio Z HbyCRatio
DAR

y MW


 

      
             

 

(2.97) 

2

2 2,

1

4
2 44 1

2 100 4

CO

air

in O H O

y
HbyCRatio

MWHbyCRatio Z HbyCRatio
DAR

y MW


 

      
             

 

(2.98) 

 
2

2 2,

1

2 4 1
1 1

2 4 100

CO

air

in O H O

y
MWHbyCRatio HbyCRatio Z

DAR
y MW


     

               

 (2.99) 

 
2

2 2,

1

2 4
1 1

2 4 100

CO

air

in O H O

y
MWHbyCRatio HbyCRatio DAR Z

y MW


    

            

 (2.100) 
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If 
4

4

HbyCRatio

 
is designated as 2SpentO then equation (2.100) becomes: 

 
2

2 2

,

2

,

1

2
1 1

2 100

out CO

air

in O H O

y
MWHbyCRatio DAR Z

SpentO
y MW


   

            

 (2.101) 

Equation (2.101) gives the mole fraction of CO2 in the product stream in terms of 

HbyCRatio , 2SpentO , and DAR .  

The mole fraction of water vapor (
2,out H Oy ) was: 

 
2,out H O

e
y

d e f g


  
 (2.102) 

But, 

 

2,out CO

d
d e f g

y
     (2.103) 

 
2

2

,

,

out H O

out CO

e
y

d

y

  (2.104) 

 
2 2, ,out H O out CO

e
y y

d
  (2.105) 

 
2 2, ,

2
out H O out CO

y
a c

y y
ax



  (2.106) 

 
2 2, ,

2
out H O out CO

y c

ay y
x



  (2.107) 

 2

2 2, ,

100

2

air

H O

out H O out CO

MWZ b

a MWy
y y

x x

 
 
  
 
 
 

 (2.108) 

 
2 2

2

, ,

1

2 100

air
out H O out CO

H O

MWy Z b
y y

x x a MW

 
  

 
 

 (2.109) 
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2 2

2 2

, ,

,

1 4

2 100

air
out H O out CO

in O H O

y
x

MWy Z
y y DAR

x x y MW

  
  

   
   

  

 (2.110) 

 
2 2

2 2

, ,

,

1
4

2 100

air
out H O out CO

in O H O

HbyCRatio
MWHbyCRatio Z

y y DAR
y MW

  
  

   
   

  

 (2.111) 

 
2 2

2 2

, ,

,

4

4

2 100

air
out H O out CO

in O H O

HbyCRatio
MWHbyCRatio Z

y y DAR
y MW

   
  

   
   

  

 (2.112) 

 
2 2

2 2

2
, ,

,2 100

air
out H O out CO

in O H O

MWSpentOHbyCRatio Z
y y DAR

y MW

  
    

  
  

 (2.113) 

Equation (2.113) provides the mole fraction of H2O in the product stream in terms of 

HbyCRatio , 2SpentO , and DAR .  

The purpose of expressing the mole fractions of the product stream in terms of 

HbyCRatio , 2SpentO , and DAR  was to be able to make the modification in the C++ routine 

provided as part of the TPSI package to compute the product side enthalpy, entropy, and the 

combustor exit temperature. The original TPSI formulation did not allow for the injection of 

steam into combustor and thus the C++ routine needed modifications. The mole fractions of the 

excess air in the product stream, nitrogen and argon remained unchanged from the original 

formulation presented by Knopf (2011): 

 
2

2

,

, , 2

,

in Ar

out Ar out CO

in O

y
y y SpentO

y
  (2.114) 

 2

2 2

2

,

, , 2

,

in N

out N out CO

in O

y
y y SpentO

y
  (2.115) 

 
 

2

2

2

, 2

,

,

1 out CO

out N

in O

DAR y SpentO
y

y


  (2.116) 
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The fuel here was assumed to be pure methane and thus 1x   and 4y  . The enthalpy at 

point 4 was used to calculate the combustor exit temperature. However, the temperature was 

additionally a function of DAR , HbyCRatio , and Z . Thus, 

  4 4 4, , , ,refT f P h h DAR HbyCRatio Z   (2.117) 

And the entropy was, 4 4 4, , , ,s f P T DAR HbyCRatio Z  (2.118) 

 Thermodynamic performance model of the turbine 

For the gas generator and power turbine combination assuming an isentropic expansion 

the isentropic entropy at state 5 was then known.  

 5 4isens s  (2.119) 

The pressure at state 5 was obtained from using a known pressure drop across the gas 

side of the air preheater.  

 6
5

,1 APH g

P
P

p



 (2.120) 

The isentropic temperature and enthalpy were computed at state 5. These along with the 

isentropic efficiency of the turbine were then used to calculate the enthalpy at state 5. It may be 

recalled that the isentropic efficiency of the turbine was assumed as a decision variable. 

 5 5 5, , , ,isen isenT f s P DAR HbyCRatio Z  (2.121) 

 5 5 5, , , ,isen isenh f P T DAR HbyCRatio Z  (2.122) 

 4 5
5 4

&

isen

G PT

h h
h h




   (2.123) 

 5 5 5, , , ,T f h P DAR HbyCRatio Z  (2.124) 

 Thermodynamic performance model of the air preheater- gas side 

An energy balance on the gas side of the air-preheater led to the following: 

    3 2 5 6a gm h h m h h    (2.125) 

     3 2 5 6a a f steaminjectm h h m m m h h      (2.126) 
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 3 2

6 5

a

a f steaminject

m h h
h h

m m m


 

 
 (2.127) 

The pressure at state 6 was known from the pressure drop across the HRSG and the 

pressure to the stack which was assumed to be ambient. 

  6 7 1 HRSGP P p   (2.128) 

 7 1P P  (2.129) 

The logarithmic mean temperature difference for the air preheater ( APHLMTD ) required 

for the cost model was: 

 
   

 
 

5 3 6 2

5 3

6 2

ln

APH

T T T T
LMTD

T T

T T

  


 
 

 

 (2.130) 

 Thermodynamic performance model of heat recovery steam generator 

In the heat recovery steam generator (HRSG), the exhaust gas first enters the evaporator 

section and then the economizer section. In the HRSG the additional parameters of interest are 

the pinch temperature difference and the approach temperature difference. In the economizer 

section water enters at conditions 8T
 
and 8P

 
and is heated to a temperature slightly less than the 

saturation temperature of the steam. The temperature to which the water is heated is known as 

the approach temperature. The difference between the approach temperature and the saturation 

temperature is the approach temperature difference (
approachT ). On the evaporator side, the 

exhaust gas enters the HRSG at conditions 6T
 
and 6P  and exits the evaporator at a temperature 

higher than the saturation temperature of water. The difference between the temperature the gas 

exits the evaporator and the saturation temperature of water is the pinch temperature difference (

pinchT ). The temperatures at the pinch and approach point, 
7 pT

 
and 

8 pT
 
were calculated using a 

pre-defined approach and pinch temperature differences. 

 8 9P approachT T T   (2.131) 

 
7 9P pinchT T T   (2.132) 

The pressure at the pinch point ( 7 pP ) was an average of the pressures at state 6, and 7 

while the enthalpy was obtained from the modified TPSI package. 
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 7 6
7

2
p

P P
P


  (2.133) 

 7 7 7, , , ,p p ph f T P DAR HbyCRatio Z  (2.134) 

The heat lost by the evaporator was calculated as: 

  6 7eva g pQ m h h   (2.135) 

   6 7eva a f steaminject pQ m m m h h     (2.136) 

The pressure at 8p was assumed to be the same as at 8, and 9. Thus, 

 
8 9pP P  (2.137) 

 8 9P P  (2.138) 

An energy balance on the gas side and the steam side of the evaporator provided the rate 

of steam generation: 

 
9 8

eva
s

p

Q
m

h h



 (2.139) 

It may be recalled from the discussion earlier that the enthalpy 9h  is the enthalpy of 

superheated steam at the pressure 9P  and temperature 9T . The pressure 9P  and temperature 9T  

are dictated by the plant requirements. The heat gained by the economizer was: 

  8 8eco w pQ m h h   (2.140) 

The enthalpy and temperature at 7 were calculated from: 

 7 7
eco

p

a f steaminject

Q
h h

m m m
 

 
 (2.141) 

 7 7 7, , , ,T f h P DAR HbyCRatio Z  (2.142) 

The logarithmic mean temperature difference for the economizer ( ecoLMTD ) and the 

evaporator ( evaLMTD ) required for the cost model were: 
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 (2.143) 
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 Thermodynamic performance model of the system 

Finally, the compressor work required and the turbine power generated were calculated 

from: 

  2 1C aW m h h   (2.145) 

   & 4 5G PT a f steaminjectW m m m h h     (2.146) 

And the system work was: 

 
&system G PT C IACW W W Power    (2.147) 

 Degradation model 

As seen earlier, the fundamental impact of degradation is loss of system output. Since, 

the system has to continuously meet the process constraints, therefore, the most optimal values of 

decision variables are not necessarily the same as time progresses. The operation and 

optimization model developed here was not a time dependent model so the influence of 

degradation over time could not be modeled directly. However, the determination of optimal 

system information can be done at different snapshots in time.  For such a model, degradation 

factors that correct the performance of a new machine at different time intervals can be 

incorporated. The optimization would then provide new optimal values for the system 

performance which would include the degradation of the machine over time. The models to 

establish the suitable values of the correction factors would have to come from empirical data. 

The CTOOM-OPTIMIZE model includes degradation factors for compressor pressure ratio, 

compressor efficiency and turbine efficiency. When these degradation factors are set to 1, the 

evaluation is exactly as that of a new machine. When these variables have suitable values that are 

reflective of the current state of the machine then the optimal values determined are for a 

degraded machine. A simple model as explained above would allow the user of new machine to 

know and forecast the departure from the new machine optimal decision variable values as the 

machine is in service.  
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A slightly more sophisticated model would be to determine machine maintenance 

strategies that could recover some of the degradation. Figure 2-4 illustrates the performance 

decrease due to fouling over time (service hours) as presented by Diakunchak (1991). It can be 

seen that washing/cleaning of the machine can recover some of the degradation. Figure 2-4 does 

not show any numbers because these can vary widely from 8% loss of power over two weeks to 

4.3% over six months (Diakunchak. 1991) of continuous operation for a compressor that was not 

cleaned.   

 

Figure 2-4 Effect of washing on a fouled compressor (Diakunchak. 1991) 

However, 99.5% of the power short fall was recovered using a series of online water 

washes at reduced load (Diakunchak. 1991). Figure 2-4 shows the performance decrease to be an 

exponentially increasing function over time. On the contrary, as seen in Figure 2-5, Anonymous 

(2005) presents the performance decrease to be a linear function over time. In this work, a linear 

function (Figure 2-6) was assumed. Thus, considering the overall loss in performance at the end 

of 8000 hours of operation as 2.4% of the design performance, the loss recovery due to washing 

can be presented as a function of the frequency of both the on-line washing and the off-line 

washing. If the loss recovered due to the off-line washing is assumed to be a constant then the 

loss recovered due to the on-line washing is: 

 totalreco onlinereco offlinerecol l l   (2.148) 
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  0.0071* 1.175totalreco onlinewashing offlinerecol f l     (2.149) 

In equation (2.149) 
offlinerecol is set at 1.3954%. 

 

Figure 2-5 Effect of on-line and off-line washing on efficiency (Anonymous. 2005) 

 

Figure 2-6 Loss recovery due to online washing 
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 Emissions model 

In this work the focus of emissions was on NOx. Thus, only NOx models are reviewed. 

The most fundamental NOx prediction model, the Zeldovich model is obtained from the solution 

of the combustion equation with all relevant reaction mechanisms. However, from the 

optimization standpoint, a simpler correlation based emissions prediction model was a more 

suitable approach. From the CT standpoint, the five most widely accepted NOx emission models 

(Lefebvre. 1984, Lewis. 1991, Odgers and Kretschmer. 1985, Rizk and Mongia. 1994, Rokke, et 

al. 1993) are presented below: 

 
 8 1.259 10 exp 0.01c st

NOx

a pz

P V T
m

m T


  (2.150) 

  6 0.53.32 10 exp 0.008NOx cm T P   (2.151) 

  0.6621670
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m P
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 (2.153) 

  
0.721.4218.1NOx am P m FAR  (2.154) 

All the above models were based upon specific combustor geometry and are not 

necessarily universal models. However, for this work from the optimization standpoint, the 

objective was to implement a NOx model, the suitability of which was dependent on the choice 

of decision variables. Equation (2.150) needed information about the combustion volume ( cV ) 

and the primary zone temperature (
pzT ). The combustion model implemented in this work was 

not a zone based model and thus, the primary zone temperature was not available. Therefore, this 

model was not found suitable. Equation (2.152) was more suitable for aircraft combustors and 

thus, was not considered as a candidate here. Equation (2.153) required the calculation of 

evaporation time ( et ) and the knowledge or assumption of the residence time ( t ) and was not 

considered to be a suitable choice. Equation (2.154) was expressed in terms of mass flow rate of 

air and the fuel-to-air ratio. However, in the problem set up since the cost of fuel was minimized 

wherein the solution always seeks the lowest fuel flow rate, therefore, any NOx correlation based 

on air flow rate and the fuel-to-air ratio was not a suitable model.  A NOx model in terms of the 
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combustion temperature (
cT ) as presented by Lewis (1991) in the equation (2.151) was the most 

suitable. The coefficient 0.008 was corrected to 0.108 to ensure reasonable values of NOx for the 

dataset in consideration in this study. Thus, the NOx model used for this work was: 

  6 0.53.32 10 exp 0.108
xNO cm T P   (2.155) 

The NOx value obtained using equation (2.155) was in ppmv. This was converted to the 

emissions index (EI) using the rule of thumb suggested by (Lefebvre and Ballal. 2010) : 

 
12.1

x

x

NO ppmv

NO EI

m
m   (2.156) 

 *
1000

x

x

NO EI

NO f

m
m m  (2.157) 

 

 The emissions index (EI) is in grams of NOx per kg of fuel. The conversion was 

necessary since the cost of environmental impact due to NOx emissions in equation (2.22) was 

expressed in $/ kg of NOx. 

 Optimization solver 

The minimization of the objective function formulated above subject to process and 

thermodynamic constraints for seven decision variables is a classic multivariable non-linear 

optimization problem of a single objective function. There are many techniques to solve such a 

problem and a review of these techniques are available in Vanderplaats (2005) and Rao (2010). 

The technique used in this study was the Generalized Reduced Gradient (GRG) search algorithm. 

The solver is based on the sparse implementation of the GRG algorithm as provided by Drud 

(1994). The global optimum was determined using the algorithm presented by Lasdon, et al. 

(2002) which uses different starting points and solves each to a local optimum and then returns 

the best solution found. The solver used was available as a DLL plugin for MS EXCEL called 

What’s Best! (Anonymous. 2011) supplied by LINDO systems. The advantage of using the 

plugin was the ability to use Excel to develop the model.  
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Chapter 3 - Component level turbomachinery models-Compressor  

Equation Chapter (Next) Section 1 

 Aero-thermodynamic performance modeling  

Aero-thermodynamic performance modeling of a turbomachine can be done using high 

fidelity 3D or 2D models or low fidelity 1D models. The 3D turbulent flow solution is a full 

blown CFD problem that is computationally expensive and was not a suitable option for this 

development of this tool. The next possible alternative was to use a 2D axisymmetric solution 

also known as the hub to shroud analysis. In a hub to shroud analysis the conservation equations 

in the differential form are solved numerically. Of significant interest is the conservation of 

momentum solution which provides the radial variation of axial velocity. To accomplish this, the 

annulus domain of interest is divided into number of stream tubes and the solution is carried out 

in each stream tube. Since the path of the streamtube is not known a priori hence computation is 

commenced with a guessed path and the mass conservation is used to correct the stream tube 

path in each iteration. The solution technique is presented by (Novak. 1966, Novak. 1973, Novak 

and Hearsey. 1976, Novak and Hearsey. 1976, Novak and Hearsey. 1977, Wu. 1952). However, 

a close examination of the scheme showed that apart from the radial distribution of the axial 

velocity no additional advantage was gained from the performance stand point. Furthermore, the 

performance characteristics were finally mass averaged over the passage. The 1D passage 

averaged solution technique uses non-linear algebraic equations as the mathematical model. 

These have been widely reported (Bathie. 1996, Farokhi. 2009, Mattingly. 1996) in the literature 

and were a suitable choice from an implementation standpoint for developing this tool. 1D model 

would provide sufficient correlation with actual tested performance data as long as the loss 

characterization is accurately done and therefore, a hub to shroud analysis does not provide any 

additional advantages over the 1D technique. Thus, the 1D method also known as the mean line 

or pitch line was chosen since it provided the appropriate combination of capturing sufficient 

details without sacrificing computational speed. Irrespective of the choice of 1D, 2D or 3D 

models the most fundamental concept in any turbomachinery are the Euler’s equation and the 

velocity diagrams which have been reviewed next. The concepts are illustrated using a 

compressor but would apply to a turbine as well.  
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 Compressor construction 

 

Figure 3-1 Cross section of a compressor 

An axial compressor is a series of blade rows that are alternately either fixed to the casing 

or the hub and can be best visualized in the cross sectional view shown in Figure 3-1. The blade 

row fixed to the casing is called the stator while the one fixed to the hub is called the rotor. The 

hub of the axial compressor is mounted on a shaft (not shown in the Figure) that rotates and thus 

the rotor rows are the rotating set of blade rows while the stator rows are the stationary set. The 

combination of one rotor row and the subsequent stator row constitutes a stage of the 

compressor. Often, the rotor may be preceded by a stationary blade row called the inlet guide 

vane. The purpose of the inlet guide vane (IGV) is to provide the necessary swirl to the entering 

fluid. As seen in the Figure 3-1 the hub has a continuously increasing cross sectional area as 

traversed axially (in the z direction) while the casing has a fixed cross sectional area. This results 

in a continuously decreasing annulus area between the casing and the hub and is the most 

fundamental geometric parameter that influences the aero-thermodynamic performance of the 

compressor. From a modeling standpoint, the annulus areas of interest are the regions in between 

the blade rows. These regions are known as stations. Thus, as seen in Figure 3-1, station 0 

represents the inlet to the IGV, station 1 represents the inlet to rotor row 1 and the exit of the 

IGV, station 2 is at the exit of the rotor row 1 and inlet of stator row 1, station 3 is at the exit of 

stator row 1 and so on. The annulus area at any station j  is given by (Mattingly. 1996): 

  2j m j t j h jA r z r z r z     (3.1) 
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In the equation (3.1), 
m jr z is the mean radius at station j and is modeled as (Mattingly. 

1996): 

 
2

t j h j

m j

r z r z
r z


  (3.2) 

Apart from the annulus area the other parameters that influence the performance are the 

attributes of the blade geometry. Figure 3-2 illustrates each of these attributes. Figure 3-2 also 

shows the sign convention that was used for this work. Using the sign convention shown, the 

attributes  ,  , i , and e are negative for the rotor row while they are positive for the stator 

row. It is customary to define the airfoil using the following ratios: solidity (
c

s
), maximum 

thickness-to-chord ( mt

c
), trailing edge thickness-to-chord ( et

c
), point of maximum camber-to-

chord (
a

c
), and throat opening-to-pitch (

o

s
). The blade pitch ( s ) is a function of the radius at 

which it is evaluated and the number of blades: 

 
2 eval

blades

r
s

N


  (3.3) 

 

Figure 3-2 Blade geometry 
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Sometimes, as in the case of NACA 65 series, the airfoils are designated by their lift 

coefficient ( 0lC ) and maximum thickness-to-chord ratio ( bt

c
). In such case, the blade camber 

angle  is calculated from the lift coefficient 0lC  by equation (3.4).  

 
0tan 0.05515

4
l

a
C

c

  
  

 
 (3.4) 

Further, the blade metal angles at inlet and exit (
i  and 

e ) are related to the blade 

stagger ( ) and camber angles ( ) by equations (3.5) and (3.6). 

 2i e     (3.5) 

 i e     (3.6) 

The absolute values in equations (3.5) and (3.6) ensure that the same formulation can be 

also be used for the blade rows where these angles have a negative sign. As stated earlier, in this 

work the rotor row is that blade row. Thus, as long as any two of the four angles ( , , ,i e    ) are 

known the other two can be determined. It has been seen earlier that  can either be user defined 

or computed from a user defined value of 0lC . Furthermore, it is a common practice to specify   

instead of i  
and e . That is because in a compressor   for stator rows is often allowed to be 

changed during operation to optimize the compressor performance. In CTOOMCOMP1DPERF 

the necessary input blade attributes are parameters bladesN , evalr , 
a

c
, c ,  , bt

c
, et

c
, and either   

or 0lC . Finally, CTOOMCOMP1DPERF, being a mean-line analysis solver, the evaluation 

radius ( evalr ) is the mean radius  
m jr z  unless any other radius is explicitly user defined for 

evaluation. 

The ratio (
o

s
) can be computed either by calculating the throat opening ( o ) directly or 

use an empirical model. The direct method utilizes the blade stagger angle, camberline and 

profile coordinates to locate the minimum distance between the blades i.e., the throat opening ( o

). The empirical model is obtained from the family of curves published by Dunavant et al., 

(1955) that relates the ratio (
o

s
) to the stagger angle and the lift coefficient. 
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 Velocity Triangles 

In a compressor energy is removed from the fluid by the rotating components or the rotor 

row. The Euler’s equation relates the change in angular momentum to the change in energy 

across the rotor row. In order to determine the change in angular momentum the velocity 

distribution in the flow field should be known. This is best characterized by velocity triangles. 

Figure 3-3 illustrates the velocity triangles on the z  plane for one stage of the compressor. 

The z   plane is at the evaluation radius ( evalr ) between the hub and tip at a particular station. 

For a mean-line analysis the z  plane is at the mean radius ( m jr z ) at each station. For 2D 

and 3D analyses the velocity triangles at different radii are necessary since analysis is done at 

more than one radius. 

 

Figure 3-3 Velocity triangles in a compressor 
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At station 1, i.e., inlet to the rotor, the rotor blade has a tangential velocity 1U  due to the 

rotational speed N of the compressor and is calculated using: 

 
1

1

2

60

mr z N
U


  (3.8) 

The fluid attacks the rotor blade with the relative velocity 1W  at an angle 1  to the axial 

direction. 1W  is a consequence of the blade tangential velocity 1U  and the absolute velocity 
1V  

with which the fluid enters. As seen in the Figure 3-3, 1V  is at an angle 1  to the axial direction. 

1  is called the swirl angle. In absence of the swirl i.e., 1 0  , the fluid would enter the rotor 

axially. The swirl is an artifact of the IGV. From the modeling standpoint, either the IGV can be 

explicitly modeled or a swirl angle can be imposed at the rotor inlet. In this work a swirl angle 

was imposed at the rotor inlet. 

If 1W were along the tangent to the blade at inlet then its direction would correspond to 

the blade metal angle, iR1 , else it results in an angle of incidence 1 and is given by: 

 1 1 1iR     (3.9) 

The tangential components of 1W  and 1V  are related to 1U by: 

 1 1 1U V W    (3.10) 

Additionally, the tangential and axial components of 1W  and 1V  are related by the 

trigonometric entities: 

 1 1 1cosmV V   (3.11) 

 1 1 1cosmV W   (3.12) 

 1 1 1sinV V   (3.13) 

 1 1 1sinW W   (3.14) 

At station 2, the fluid leaves the rotor blade with the relative velocity 2W  at an angle 2  

to the axial direction. As at the inlet, if 2W were along the tangent to the blade then its direction 

would correspond to the blade metal angle, 1eR , else it results in an angle of deviation 2 which 

is given by: 
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 2 2 1eR     (3.15) 

The remaining mathematical model at station 2 is identical to station 1 and thus equations 

(3.8), (3.10), (3.11), (3.12), (3.13), and (3.14) hold with only the suffix 1 changed to suffix 2. 

Thus, these equations are: 

 
2

2

2

60

mr z N
U


  (3.16) 

 
2 2 2U V W    (3.17) 

 2 2 2cosmV V   (3.18) 

 2 2 2cosmV W   (3.19) 

 2 2 2sinV V   (3.20) 

 2 2 2sinW W   (3.21) 

Station 2 is the interface between the rotor row 1 and stator row 1. At station 2 the 

velocity of fluid leaving the rotor 2W  and rotor blade tangential velocity 2U  result in the absolute 

fluid velocity 2V  and thus the fluid enters the stator row 1 with the absolute velocity 2V . Similar 

to the rotor, even in the case of the stator if velocity of fluid entering the stator ( 2V ) were along 

the tangent to the blade inlet then its direction would correspond to the blade metal angle 1iS , 

else the resulting angle of incidence 2  at station 2  is: 

 2 2 1iS     (3.22) 

 Finally, at station 3, the fluid exits the stator blade with the absolute velocity 3V . Similar 

to the rotor, the angle of deviation 3  would exist if 3V  is not the blade metal angle at exit eS1

and is given by: 

 3 3 eS2     (3.23) 

The remaining mathematical model at station 3 would be identical to that of station 2 or 

station 1 unless station 3 is the last station. In such case any relative quantity would cease to exist 

due to the absence of downstream rotor row. 

Thus, in summary the salient points of the velocity triangles are: 

1. For the rotor blade, the relative flow angle   is associated with the calculation of 

the incidence angle   and the deviation angle  . 
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2. For the stator blade, the absolute flow angle   is associated with the calculation 

of   and  . 

3. The sign for   and  depend on the numerical values of the associated flow 

angles in relation to the blade metal angles. Thus,   and   are positive if the flow 

angles are greater than the blade metal angles and are negative if otherwise. The 

sign convention of   and   are independent of the sign convention used for the 

flow angles and the blade metal angles. Thus, equations (3.9), (3.15), (3.22) and 

(3.23) can be recast using the absolute values of the flow and metal angles as: 

 1 1 iR1     (3.24) 

 2 2 eR1     (3.25) 

 2 2 iS1     (3.26) 

 3 3 eS2     (3.27) 

 Euler’s equation for turbomachines 

The change in angular momentum can now be calculated from the relevant velocity 

components known from the velocity triangles. Euler’s pump equation relates the change in 

angular momentum to the change in energy across the rotor row and is given by (Mattingly. 

1996): 

  2 1 2 2 1 1ta tah h r C rC     (3.28) 

The equation (3.28) is applicable for stator, where 0  leads to: 

 3 2 0ta tah h   (3.29) 

 Conservation of mass 

The conservation of mass across the blade row applies to both the rotor row and the stator 

row and for the rotor row is: 

 1 2m m  (3.30) 

where, the mass flow rate is: 

 mm AC  (3.31) 
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 Conservation of Rothalpy  

As noted earlier, the Euler’s pump equation relates the change in angular momentum to 

the change in energy across the rotor row and leads to the classic turbomachinery conservation of 

rothalpy equation (Aungier. 2003, Cumpsty. 2004). 

 1 2I I  (3.32) 

The rothalpy I in equation (3.32) is given by: 

 
taI h UC   (3.33) 

Alternately, I can also be expressed as: 

  
2

2
tr

U
I h   (3.34) 

 
2 2

2 2
st

W U
I h    (3.35) 

It is applicable for steady, adiabatic flow including the viscous regions except the casing 

region of the rotor. For the stator row since 0U  in equation (3.33) the rothalpy simply 

corresponds to the absolute total enthalpy tah
 
and thus the conservation of rothalpy is really the 

conservation of absolute total enthalpy. 

 1 2ta tah h  (3.36) 

 Mathematical description of aero-thermodynamic properties at compressor 

rotor row inlet  

At the rotor row inlet the blade velocity 1U  can be evaluated at the mean radius ( 1mr ) 

from the speed ( N ) of the turbomachine,  

 1 1 1

2

60
m

N
U r z


  (3.37) 

Then, for the known total absolute temperature ( 1taT ) and pressure ( 1taP ) the 

corresponding total absolute enthalpy ( 1tah ) and the entropy ( 1s ) can be determined from the 

equation of state: 

 1 1 1,ta ta tah f P T  (3.38) 

 1 1 1,ta tas f P T  (3.39) 



43 

 

At any given state point, the total absolute entropy (
tas ), the total relative entropy (

trs ) 

and the static entropy ( sts ) are the same and thus is simply denoted by s  (Mattingly. 1996). 

The static enthalpy (
sth ) is determined from the total absolute enthalpy and the absolute 

fluid velocity as: 

 
2

1
1 1

2
st ta

V
h H   (3.40) 

From the velocity triangles: 

 
 

1
1

1cos

mC
V


  (3.41) 

 Thus, using equation (3.41), equation (3.40) can be re-written as: 

 
 

2

1
1 1 2

12 cos

m
st ta

C
h h


 
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 (3.42) 

The fluid density 1s  can be determined from the static enthalpy 1sth  and the entropy 1s  

using the EOS: 

 1 1 1,st stf h s   (3.43) 

The mass flow rate ( 1m ) at the rotor inlet is given by equation (3.31) and has been re-

written below with inlet suffix (1) for clarity: 

 1 1 1 1st mm AC  (3.44) 

Similarly, the rothalpy ( 1I ) at the rotor inlet is given by equation (3.33) and has been re-

written below with inlet suffix (1) for clarity: 

 1 1 1 1taI h U V   (3.45) 

Once again, from the velocity triangles, 

  1 1 1tanmV C   (3.46) 

Thus, combining equations (3.45) and  (3.46), we get, 

  1 1 1 1 1tanta mI h U C    (3.47) 

The aero-thermodynamic conditions at the rotor inlet can be completely described by 

equations (3.42), (3.43), (3.44) and (3.47). The four unknowns being evaluated are 1sth , 1st , 1mC

and 1I . However, the equation for 1I  
does not need to be solved simultaneously with the other 
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equations. Thus, at rotor inlet, a simultaneous solution of the three equations (3.42), (3.43), 

(3.44) provide the requisite information. The remaining variables are known either from the 

geometry ( 1A ) or the operating inlet conditions ( 1tah  and 1s  from 1taP
 
and 1taT ) or from a 

combination of the geometry and the operating characteristic ( 1U  from N and 1mr ). The only 

other variable, the swirl angle 1 , is either specified by the user, or assumed equal to zero for an 

inlet with no swirl or can be determined using an inlet guide vane model.  Using this scheme 

some of the properties at the rotor row inlet do not get calculated as they are not a part of the 

system of equations. These are 
1 , 

1 ,
1trP , 

1trT , 
1a , 

1V , 1W , 1sP , 1sT , 1aM and 
1rM . These are 

independently evaluated after the system is solved and are: 

   1
1 1

1

arctan tan
m

U

C
 

 
  

 
 (3.48) 

 1 1 1iR     (3.49) 
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1
1

1cos

mC
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  (3.50) 

  
 

1
1

1cos

mC
W


  (3.51) 

1trP , 1trT , 1a , 1sP , 1sT  come from the EOS and is given by: 

 1 1 1,tr trP f h s  (3.52) 

 1 1 1,tr trT f h s  (3.53) 

 1 1 1,st stP f h s  (3.54) 

 1 1 1,st stT f h s  (3.55) 

 1 1 1,sta f h s  (3.56) 

1aM and 1rM  can be calculated from: 

 1
1

1

a

V
M

a
  (3.57) 

 1
1

1

r

W
M

a
  (3.58) 
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 Mathematical description of aero-thermodynamic properties at the 

compressor rotor row exit 

Analogous to the compressor rotor inlet, the system of equations at the compressor rotor 

exit is: 

 2 2

2

60
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N
U r


  (3.59) 
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 (3.63) 

 2 2 2 2st mm A C  (3.64) 

 2 2 2,st stf h s   (3.65) 

The closure for 2I  and 2m can be obtained from the conservation of rothalpy and mass, 

 2 1I I  (3.66) 

 2 1m m  (3.67) 

Equations (3.60) allows the calculation of 2trh  and  then equations (3.63), (3.64), and 

(3.65) can be solved to determine the three unknowns i.e., 2sth , 2st , and 2mC . 

However, the outlet flow angle 2  in the equation (3.63) and the entropy at rotor row exit 

2s
 
in the equation (3.65) are also unknown. The outlet flow angle 2  is a function of the blade 

metal angle at exit 1eR
 
and is given by: 

 2 1 2eR     (3.68) 

where, 
2  is the angle of deviation. If 

2  
is assumed to be zero, then the equation (3.68) 

reduces to: 

 2 1eR   (3.69) 
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If the compression process across the rotor row was isentropic then:  

 2 1s s  (3.70) 

Thus, with the assumptions of an isentropic compression process and 
2 0 

 
equations 

(3.69) and (3.70) will result in closure for the blade row exit. Equation (3.70) automatically 

ensures the following 

 2 1tr trP P  (3.71) 

Thus, at the rotor exit the simultaneous solution of three independent equations with 

associated boundary conditions would suffice. In case of a non-isentropic solution, i.e., a system 

with losses, equation (3.70) no longer is suitable. On the contrary, 2s
 
needs to be calculated from 

the EOS for a known value of 2trP  and is: 

 2 2 2,tr trs f P h  (3.72) 

 However, 2trP  is unknown and is expressed as a function of the loss parameter, 
1R , and 

the pressure loss due to blade row clearances, 1clRP , and given by: 

  2 1 1 1 1 1tre tr R tr s clRP P P P P      (3.73) 

Therefore, if the loss parameter and the clearance losses are known then the simultaneous 

solution of five independent equations (3.63), (3.64), (3.65), (3.72), (3.73) with associated 

boundary conditions would provide the aero-thermodynamic properties. The methodology to 

model the loss parameter 1R , the clearance loss 1clRP and the deviation angle 1  
is covered in 

the section “Loss characterization in compressor”. 

 Mathematical description of aero-thermodynamic properties at compressor 

stator row inlet  

The properties at the stator row inlet are the same as that of the rotor row exit. 2I , 2trP , 2s

, 2sth , 2st , 2mC  and 2trh  are already known and no additional simultaneous solution is required.  

In order to continue the calculations further downstream of the stator 2tah
 
should be known 

which can be calculated from (3.33) and is re-stated in a re-arranged form here for clarity. 

 2 2 2 2tah I U C   (3.74) 
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Though no other property is necessary for downstream calculations, it is useful to 

compute the remaining properties i.e., 2 , 
2 , 2trP , 2trT , 2taP , 2taT , 2stP , 2stT ,

2a , 
2V , 

2W ,
2aM , and 

2rM prior to the stator row exit. 2 and 2 are calculated from the following: 

   2
2 2

2

arctan tan
m

U

C
 

 
  

 
 (3.75) 

 2 2 1iS     (3.76) 

2taP and 2taT come from the EOS: 

 2 2 2,ta taP f h s  (3.77) 

 2 2 2,ta taT f h s  (3.78) 

The remainder of the properties listed above can be determined using exactly the same 

equations (3.50) through (3.58) with the subscripts changed from 1 to 2 . 

 Mathematical description of aero-thermodynamic properties at compressor 

stator row exit  

The conservation of rothalpy as applied to the stator row results in the conservation of 

total absolute enthalpy: 

 3 2ta tah h  (3.79) 

Once 3tah
 
is known then the stator exit properties can be determined using the following 

five equations: 

 
 

2

3
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32 cos
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
 

  

 (3.80) 

 3 3 3 3st mm A C  (3.81) 

 3 3 3,st stf h s   (3.82) 

 3 3 3,ta tas f P h  (3.83) 

  3 2 1 2 2 2ta ta S ta st clSP P P P P      (3.84) 

The exit flow angle 3 in equation (3.80) can be obtained from the following: 

 3 1 3eS     (3.85) 
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3  
can be calculated from the deviation angle model while 1S  and 

1clSP  from the loss 

parameter model and the clearance loss model respectively, and the same are described in the 

next section. Similar to the treatment used for the rotor row inlet, rotor row exit and the stator 

row inlet additional properties not calculated so far at the stator row exit were done here. 

 Loss characterization in compressor 

Characterizing a non-isentropic process requires modeling the pressure losses across each 

individual blade row. This is closely tied to determining the deviation angle at blade row exit. 

Both the pressure loss across the blade row and the deviation angle at exit are functions of the 

incidence angle (the design incidence and the actual incidence) at the blade row inlet. The 

subsequent sections describe the models used to characterize the design incidence angle, the 

pressure loss and the deviation angles.   

 Design incidence angle 

The design incidence angle defines a near-optimum or minimum loss incidence angle for 

any blade row. The design incidence angle model is an empirical model obtained from two-

dimensional cascade tests done by Emery, et al. (1958). Figure 3-5 presents the data from Emery, 

et al. (1958). Figure 3-5 plots the design angle of attack against the blade solidity for nine 

different NACA 65 series blade types with 0.1bt

c
  and 0.5

a

c
 . The angle of attack is related 

to the incidence angle by: 

 i       (3.86) 

Lieblein (1960), also presented in NASA SP-36 (Johnsen and Bullock. 1965), extends 

Emery’s design angle of attack chart to other blade profile types and other thickness-to-chord 

ratio by applying correction factors to the design angle of attack for zero camber angle. The 

blade profile correction factor ( shK ) is 0.7 for double circular arc profile, 1.1 for C4-series 

profile and quite obviously 1.0 for the NACA profile itself. The blade thickness correction factor 

( ,tK  ) is provided graphically in Johnsen and Bullock (1965) and is reproduced here in the Figure 

3-4.  Aungier (2003) provides a mathematical correlation for Figure 3-4:  

 , 10

q

b
t

t
K

c


 
  
 

 (3.87) 
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Where, 
0.3

0.28

0.1 b

q
t

c


 

  
 

 (3.88) 

 

Figure 3-4 Blade thickness correction factor for design incidence angle 

 

 

Figure 3-5 Design angle of attack 

Furthermore, Aungier (2003) provides the empirical model (equation (3.89)) for the 

design angle of attack which is a mathematical correlation for Emery’s chart in Figure 3-5. The 

model incorporates Lieblein’s blade profile correction factor ( shK ) and blade thickness 

correction factor ( ,tK  ) to expand usability of the chart for all the blade types. Additionally, the 
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blade attribute 
a

c
was incorporated into the model to extend the correlation to include NACA 

A4K6 inlet guide vanes. 

 

0.25

*

,3.6 0.3532 e

sh t

a
K K

c
  

  
   

   

 (3.89) 

Where, 0.65 0.002e    (3.90) 

Once *  is calculated from equation (3.89), the design incidence angle *  can be 

calculated using equation (3.86). It can be seen from the equations (3.86) and (3.89) that the 

design incidence angle is purely a function of the blade geometry. 

 Design deviation angle 

The empirical model for design deviation angle corresponding to the operation at design 

incidence angle is available originally in Lieblein (1959) and reported again in NASA SP-36 

(Johnsen and Bullock. 1965). The model is mathematically expressed as: 

  * *

, 0 10sh tK K m     (3.91) 

 

Figure 3-6 Zero camber deviation angle 
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In equation (3.91)  *

0 10
 is the design deviation angle for a 10% thick blade, i.e., 0.1bt

c
  

and with zero camber. The empirical model for  *

0 10
 is obtained from the low speed cascade 

testing results and is a relationship between the inlet flow angle (
i ) and the blade solidity ( ). 

    
1.67 1.09

* 1.9
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0.01 0.74 3
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


   



 
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 
 (3.92) 

Further, in equation (3.91) shK
 
is the profile correction factor and already explained 

earlier while ,tK   
is the thickness correction factor to incorporate other blade thicknesses and 

was modeled as a simple second order polynomial from the graphical data of (Johnsen and 

Bullock. 1965).  
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 (3.93) 

  The last correction parameter ( m ) in equation (3.91) allows to extend the correlation to 

blades of other camber angles apart from zero camber and is given by 

 1.0

b

m
m


  (3.94) 

In equation (3.94), the numerator 1.0m
 

was determined for a solidity of 1 and the 

denominator allows it to be extended to other blade solidities. The term 1.0m  was modeled as a 

second order polynomial for NACA 65-series blades using the empirical relationship  

 

2

1.0 0.17 0.0333 0.333
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i im
  

    
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 (3.95) 

In contrast, for circular-arc camberlines it was modeled as a third order polynomial and 

given by  

 

2 3
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 (3.96) 

The exponent b  is also a third order polynomial function of the inlet flow angle ( i ) and 

was expressed as 
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 (3.97) 
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Equations (3.95), (3.96), and (3.97) are the mathematical representations of the graphical 

relationships presented in NASA SP-36 (Johnsen and Bullock. 1965). 

 

Figure 3-7 Variation of parameter 1.0m  with inlet flow angle 

 

Figure 3-8 Variation of parameter b  with blade solidity 
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Figure 3-9 Blade thickness correction factor for design deviation angle 

 Compressor losses  

Pressure losses in a compressor are classified into profile loss and blade tip clearance 

loss. Profile loss as determined from the low speed cascade testing is a function of the wake 

momentum thickness, blade geometry, and inlet and exit velocities (total relative). Profile loss is 

represented by a profile loss coefficient ( ). 
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The parameter w

c



 
can be correlated to another parameter called the diffusion factor D  

(Johnsen and Bullock. 1965). In such a case the loss coefficient should also correlate with the 

diffusion factor which consequently would result in the following: 
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Or , 
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 

 
cos

2

e
f D

 


  (3.100) 

Thus, as long as the correlation for  f D
 
is known the   profile loss coefficient can be 

determined.  f D
 
has the profile as shown in Figure 3-10 reported in Johnsen and Bullock 

(1965). The corresponding empirical model is: 

  4( ) 0.0035 1 3.5 37f D D D    (3.101) 

However, Figure 3-10 is only suitable for design incidence angles (Aungier. 2003) and 

thus for the off-design operations the corresponding design diffusion factor is represented by 
*D  

which would result in the following modifications to equations (3.101) and (3.100): 

   4
* * *( ) 0.0035 1 3.5 37f D D D    (3.102) 
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 


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Figure 3-10 Loss coefficient as a function of the design diffusion factor 
*D  
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Furthermore, Aungier (2003) suggests that Figure 3-10 is suitable only for design 

diffusion factors less than 0.6. Lieblein (1959) proposed a modification to the diffusion factor D

and presents it as an equivalent diffusion factor 
eqD . The evolution of 

eqD
 
is well illustrated in 

Aungier (2003) and is not explained here. From its usage standpoint the more important aspect is 

that 
eqD  allows the Figure 3-10  to be extended well beyond 0.6, in fact to 2.4 and the same is 

shown in the Figure 3-11. It can be seen from Figure 3-11 that beyond 2.0eqD   the loss 

coefficient rapidly increases and Lieblein (1960) suggested to limit the use of Figure 3-11 to 

2.0eqD  . It should be recalled that similar to the case of D , 
eqD  is also suitable for design 

incidence angles only and thus in the Figure 3-11, 
eqD  is represented as 

*

eqD . 

 

Figure 3-11 Loss coefficient as a function of the design diffusion factor 
*

eqD  

The functional form of 
*

eqD  is empirically represented as: 

      
2 8

* * *0.004 1 3.1 1 0.4 1eq eq eqf D D D     
  

 (3.105) 

Thus, the loss coefficient is then given by: 
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 (3.106) 

Comparing equations (3.106) with (3.104), it can be seen that the change from using 
*D  

to 
*

eqD
 
results in a slight modification as to how the loss coefficient is represented. The additional 

term 
*

*

i

e

W

W
 

adds to more complexity in the model but provides better fit to the cascade data. 

Aungier (2003) suggests that the coefficient 0.004 and the constant 1 in equation (3.106) can be 

used as model constants to allow the model to fit a variety of axial compressor designs. Thus, 

using Aungier’s proposition, equation (3.106) was modified as: 
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 (3.107) 

In equation (3.107), the model constants 1K and 2K
 
were used to perform a sensitivity 

study on the NASA 10 stage compressor case study. 

At this point, if the value of 
*

eqD  is known then the design loss coefficient can be 

calculated. Lieblein (1960) proposed the evaluation of 
*

eqD  as: 
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Where,  
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 (3.109) 

Finally, *

i  and *

2 can be calculated equation (3.15) for a known * .  

So far, models to compute the design incidence angle, the design deviation angle and the 

design loss coefficient have been reviewed. The goal of this work is to also determine off-design 

performance characteristics. Lieblein (1960) proposed a modification to (3.109) to extend its use 

for off-design cases and is: 
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Where, 0.0117 for NACA 65 series blades and 0.007 for circular arc camber line 

cases. A further modification was presented in Lieblein (1960) which allowed extending the 

equation (3.110) to rotating cascades with non-constant axial velocity and radius. 

  
2

1.43
*max cos

1.12 0.61 i i i e e

i i mi

W rV rV

W rC

 
 



 
    

 
 (3.111) 

However, Lieblein (1960) limits the use of the equation (3.110) and consequently 

equation (3.111) to situations where *  . On account of this limitation neither of the equations 

have not been used for the model here. Instead, equation (3.109) was chosen which is primarily 

applicable for only determining the design loss coefficient and then other modeling approaches 

outlined below were used to correct it for off-design performance. In order to make the 

corrections, computing the stall incidence angle is mandatory. 

 Stall angle calculation and off-design corrections for incidence angle and loss 

coefficient  

In order to understand the stall angle calculation the loss profile pattern as a function of 

the incidence angle needs to be examined. Figure 3-12 presents the same. It is seen that the loss 

profile has a reverse bell shape (parabolic) nature about the design incidence angle. The loss 

coefficient is the least at the design incidence angle and rises continuously with departure from 

the design incidence angle. It is a standard practice to limit the loss coefficient value to twice the 

minimum value and thus on the curve there are two incidence angles with a loss coefficient of 

2 . The negative value is the negative stall incidence angle c  
while the positive value 

corresponds to the positive stall incidence angle s . Operating at incidence angles beyond the 

positive and negative stall values is not recommended. It is thus critical in an off-design 

performance evaluation to determine both the stall limits. 
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Figure 3-12 Loss coefficient profile  

The stall limits are provided by Emery, et al. (1958) graphically out of a low speed 

cascade test for NACA 65 series blades. The mathematical models for the Herrig’s chart as given 

by Aungier (2003) are: 
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 (3.112) 
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   

 (3.113) 

Since   is a function of i  each of the equations (3.112) and (3.113) have to be 

iteratively solved to determine the corresponding *  value. 
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Figure 3-13 Positive and negative stall angle of attack as function of camber angle 

 Though, the above models are for NACA blades, Aungier (2003) reports that the same 

correlations have been successfully applied to other blade types as well, except for the NACA 

A4K6 camberline profile.  In this work the NACA 65 series blade has been the primary focus of 

development. Modifications for other blade types can be subsequently added when requisite 

information is available. Once *

c   and *

s  is known c and s can be determined from 

equation (3.86). During the performance analysis the actual incidence angle ( ) is determined 

directly from equation (3.9) for rotor row and equation (3.22) for the stator row. The knowledge 

of c and s  
provides an exit criterion for the code to stop if the stall angles exceed the incidence 

angle. Aungier (2003) also provides a mechanism to correct the stall angles for the Mach number 

and the empirical models are: 
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c
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 
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 (3.114) 
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
 (3.115) 

The corrected stall angles can then be used to determine a minimum loss angle of 

incidence ( m ) as below (Aungier. 2003): 
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Further, the design loss coeffiecient * can be corrected to the minimum loss coefficient (

m ) using the following correlation (Aungier. 2003): 
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 (3.117) 

  Off-design correction for deviation angle 

The design deviation angle calculation explained earlier needs a correction for off-design 

performance evaluation. An empirical model for the slope of the off-design angle (Figure 3-14) 

is available in Johnsen and Bullock (1965) as a family of curves for different blade solidity and 

inlet flow angles. The mathematical model is given by: 
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 (3.118) 

Aungier (2003) then provides a model to compute the off-design deviation angle using 

the deviation angle slope and the same is: 

  
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 (3.119) 
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Figure 3-14 Off-design deviation angle slope 

 Off design loss coefficient 

Once, all the above information is known the off-design loss coefficient can be calculated 

using Aungier’s proposed model (Aungier. 2003): 

  21 ; 2 1s m           (3.120) 

  5 4 2 ; 2s m             (3.121) 

  2 2 1 ; 1s m            (3.122) 
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 Clearance loss 

As indicated earlier apart from the profile loss the tip clearance loss is of importance. In 

case of the rotor row it is usually known as the tip clearance loss while in case of the stator row 

the clearance losses would depend on if the stator row is shrouded or non-shrouded (Figure 

3-15). 

 

Figure 3-15 Blade tip types (unshrouded on left and shrouded on right) 

 If the stator row tip is shrouded then the shroud model is used while if it is un-shrouded 

then the tip clearance model is used. In this work, it was assumed that the stator row is un-

shrouded and thus the un-shrouded tip clearance model is covered in this section. The tip 

clearance model was first presented for centrifugal compressor performance modeling (Aungier. 

2000) and later extended to the axial compressor (Aungier. 2003). The model is based on the 

philosophy that the pressure difference across the blade row must balance the blade torque. For 

the rotor row the blade torque is expressed as: 

        R m mi e e i
r C r C rV rV              (3.125) 

The average pressure difference across the blade row is given by: 

 
cosb tip R

P
N r c



 
   (3.126) 

 The fluid velocity of the leakage flow can then be estimated from: 
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  (3.127) 

An explanation for   is not provided by Aungier and it was assumed to be the average of 

the inlet and exit densities. rowN
 
is the blade row number and it accounts for the reduction of the 

leakage flow as one traverses downstream across the multistage compressor. This has been 

determined from measured performance data. The leakage mass flow rate is then expressed as: 

 coscl c b Rm U N c    (3.128) 

The clearance gap total pressure loss is then given by: 

 cl
cl

m
P P

m
    (3.129) 

 Summary of loss modeling for off-design performance 

1. Calculate the design incidence angle- It is a function of the blade geometry alone. 

2. Calculate the design deviation angle- It is also a function of the blade geometry 

alone. 

3. Use design incidence and deviation angles to calculate the design flow angles at 

inlet and exit. 

4. Use the design flow angles and the axial velocities to determine equivalent design 

diffusion factor. 

5. Use the diffusion factor to determine the design loss coefficient. 

6. Correct the design loss coefficient to determine the minimum loss coefficient. 

This is achieved by determining the stall angles (positive and negative), correcting 

the stall angles for Mach number, using the corrected stall angles to compute a 

minimum loss incidence angle and then using the minimum loss incidence angle 

to determine the minimum loss coefficient. 

7. Use the minimum loss coefficient to determine the off-design coefficient by using 

a normalized incidence angle parameter. 

8.  Correct the design deviation angle for off-design by determining the deviation 

angle slope. 
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 Equation of state model 

The equation of state (EOS) package REFPROP developed at NIST was used here for the 

property data (Lemmon, et al. 2010). REFPROP implements three models for the 

thermodynamic properties of pure fluids:  equations of state explicit in Helmholtz energy, the 

modified Benedict-Webb-Rubin equation of state, and an extended corresponding states (ECS) 

model.  Mixture calculations employ a model that applies mixing rules to the Helmholtz energy 

of the mixture components; it uses a departure function to account for the departure from ideal 

mixing.    
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Chapter 4 - Component level turbomachinery models-Turbine  

Equation Chapter (Next) Section 1 

 Turbine construction 

 

Figure 4-1 Cross section of a turbine 

An axial turbine is the opposite of a compressor in terms of both the construction and the 

performance. Figure 4-1 shows the cross-section of a turbine. Similar to the compressor, it also 

has a series of blade rows that are alternately either fixed to the casing or the hub. The blade row 

fixed to the casing is called the stator but more often as nozzle while the one fixed to the hub is 

called the rotor. Similar to the compressor, the combination of a nozzle row and the rotor row 

constitute a stage. From the construction stand point there are two fundamental differences 

between the turbine and the compressor. The turbine has a consistently increasing cross-sectional 

area while the compressor has a decreasing cross-section. Also, the turbine stage has nozzle 

(stator) followed by the rotor, unlike the compressor where the rotor precedes the stator. Since 

the evolution of turbine sections in a CT is more from the steam turbine area rather than from the 

compressor so the terminology and blade sign convention is slightly different. To ensure 

consistent mathematical formulation for this work much of the compressor conventions are used. 

As an example, in the steam turbine world all angles are measured against the tangential 
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direction and references in the gas turbine area also follow the same. In this work however, the 

angles are measured against the axial direction similar to the compressor described earlier.  As 

seen in Figure 4-1, station 1 represents the inlet to the nozzle row 1, station 2 represents the inlet 

to rotor row 1 and the exit of the nozzle row 1, station 3 is at the exit of the rotor row 1 and so 

on. The annulus area at any station j  is given by equation (3.1) (Mattingly. 1996). 

The remaining geometry parameters that influence the turbine performance are attributes 

of the blade (airfoil) such as the profile shape given by the camber line distribution (shown as 

 y f x
 
in the Figure 3-2), the blade stagger angle (  ), the blade camber angle ( ), the blade 

metal inlet and exit angles ( i  and e ), the blade chord ( c ), the blade pitch ( s ), the blade 

maximum thickness ( mt ), the location of the blade maximum thickness along the chord ( a ), the 

trailing edge thickness ( et ) and the throat opening ( o ). Detailed definitions and explanations of 

the blade geometry are available in number of references (Aungier. 2006, Bathie. 1996, Farokhi. 

2009, Mattingly. 1996). Figure 4-2 illustrates each of these attributes. It also shows the sign 

convention that was used for this work. The stagger angle   is set positive for all rows unlike in 

the case of the compressor and consequently the blade angles i , and e  
are positive for all the 

blade rows. It is customary to define the airfoil using the following ratios: solidity (
c

s
), 

maximum thickness-to-chord ( mt

c
), trailing edge thickness-to-chord ( et

c
), point of maximum 

camber-to-chord (
a

c
), throat opening-to-pitch (

o

s
). The blade pitch ( s ) is a function of the 

radius at which it is evaluated and the number of blades and is given by equation (3.3). In the 

turbine 
o

s
is an important parameter and leads to the well-known gauging angle: 

 arccosg

o

s


 
  

 
 (4.1) 

If the stagger is set to positive then the gauging angle is always set as negative. Unlike in 

the case of the NACA-65 series compressor airfoils, the literature reviewed in the turbine section 

did not provide any relationship between the blade metal angles and the stagger angle. Thus, the 

blade metal angles at the inlet and exit would be used as input parameters for the performance 
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evaluation. Thus, in CTOOMTURB1DPERF the necessary input blade attributes are parameters 

bladesN , evalr , 
a

c
, c ,  , bt

c
, et

c
, 

i , i , and 
o

s
 . Finally, CTOOMTURB1DPERF, being a mean-

line analysis solver, the evaluation radius ( evalr ) is the mean radius  
m jr z  unless any other 

radius is explicitly user defined for evaluation. 

 Velocity triangles for turbine 

 

Figure 4-2 Velocity triangles in a turbine 
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The velocity triangles for the turbine are quite similar to the compressor. At the nozzle 

row inlet there is no relative velocity since the nozzle is stationary. The inlet velocity 
1V  makes 

an angle 1  with the axial direction. The velocity components are: 

 
1 1 1cosmC V   (4.2) 

 1 1 1sinV V   (4.3) 

If the inlet flow angle 
1 0  , then  

 1 1mC V  (4.4) 

At the nozzle row exit, the gas leaves at an angle 2  
and the velocity triangle gives: 

 2 2 2cosmC V   (4.5) 

 2 2 2sinV V   (4.6) 

In the equation (4.5) and (4.6) 2  
is unknown. As seen in the compressor section, the gas 

exit flow angle is related to the blade metal angle at exit and a known angle of deviation. In the 

turbine the exit flow angle is called the gas efflux angle and is strongly correlated to the gauging 

angle: 

 
2 1gSf   (4.7) 

The other half of the velocity triangle is expressed as: 

 2 2 2cosmC W   (4.8) 

 2 2 2sinW W   (4.9) 

 2 2 2U V W    (4.10) 

At station 3, the gas efflux angle 3  
can be determined from the rotor row gauging angle 

(
1gR ) and relevant equations then are: 

 3 3 3cosmC W   (4.11) 

 3 3 3sinW W   (4.12) 

 3 3 3cosmC V   (4.13) 

 3 3 3sinV V   (4.14) 

 3 3 3U V W    (4.15) 
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Note that the rotor blade has a tangential velocity 
2U  due to the rotational speed N of the 

compressor and is calculated using: 

 
2

2

2

60

mr z N
U


  (4.16) 

Equation (4.16) remains valid for computing 3U
 
by changing the subscripts from 2 to 3. 

 Mathematical models for nozzle inlet, nozzle exit, rotor inlet and rotor exit 

The mathematical model for the turbine components is similar to that of the compressor 

and the equations are listed below. At the nozzle row inlet the following three equations are 

solved simultaneously: 

 
 

2

1
1 1 2

12 cos

m
st ta

C
h h


 

  

 (4.17) 

 1 1 1 1st mm AC  (4.18) 

 1 1 1,st stf h s   (4.19) 

In the equations (4.18) 1m , 1  and 1A  are user specified. 1tah
 
and 1s  

can be calculated  a 

priori from the user specified values of 1taP
 
and 1taT . Nozzle inlet model is complete only when 

the variables 1 , 1a , 1V ,  1stP , 1stT , 1aM  are computed. Relevant equations for these variables 

have been documented earlier in the compressor section. 

At the nozzle row exit the equations are: 

 
 

2

2
2 2 2

22 cos

m
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C
h h


 
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 (4.20) 

 2 2 2 2st mm A C  (4.21) 

 2 2 2,st stf h s   (4.22) 

 2 2 2,ta tas f h P  (4.23) 

 1 1 2
2

11

ta S s
ta cl

S

P Y P
P P

Y


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
 (4.24) 

Equation (4.24) is derived from the definition of the turbine loss coefficient (Y ) which is: 
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 (4.25) 

Equation (4.24) adds another unknown 2stP , hence for closure an additional equation is 

necessary, which is: 

 2 2 2,st stP f h s  (4.26) 

Thus unlike the compressor stator exit where only five equations were sufficient to 

describe the system, at the turbine stator exit six equations are necessary. However, there are two 

additional unknowns in the system of equations i.e., efflux angle and loss coefficient. As long as 

these are modeled separately and specified the above system can be solved. It should be recalled 

that the stator exit is also the rotor inlet which then gets fully described. In equation (4.25) the 

suffixes for absolute or relative quantities have been dropped in the description of total pressure 

to provide a generalized model. For nozzle row the quantities are absolute while they are relative 

for the rotor row. Re-arranging equation (4.25) to solve for 2tP
 
would provide the first term of 

equation (4.24). The second term is simply added to account for the clearance losses if the 

clearance losses are modeled separately. In the classic Ainley-Matheison-Durham-Came 

(AMDC) loss model the clearance losses are tied into the secondary losses and the second term 

then is dropped. For completeness the remaining variables 2a , 2V , 2W , 2stP , 2stT , 1aM , 1rM , 2 ,

2I  , 2trH  , 2trP , 2trT
 
at the stator exit are computed. Finally, at the rotor exit six equations to be 

solved simultaneously are: 
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 3 3 3 3st mm A C  (4.28) 

 3 3 3,st stf h s   (4.29) 

 3 3 3,tr trs f h P  (4.30) 
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tr R st
tr cl
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P Y P
P P
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
 (4.31) 

 3 3 3,st stP f h s  (4.32) 
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Turbine losses are usually categorized into profile losses, secondary losses and clearance 

losses. The clearance losses could be modeled separately (Aungier. 2006) or they could be 

modeled as part of the secondary losses (Ainley & Mathieson. 1951). The Ainley-Mathieson 

model is presented here. 

 Profile loss coefficient 

 Ainley and Mathieson (1951) published graphical correlations for loss coefficient for 

both nozzle blades and the impulse blades. Aungier (2006) provides the analytical form for it. 

For the Ainley-Mathieson correlations low speed cascade testing was done for 0.02et

s
  and 

hence all of the below is applicable only for the same. Ainley and Mathieson used the axial 

direction as the reference for measuring all angles and the same is done here. Aungier, however, 

uses the tangential direction as the reference. Thus, in order to use Aungier’s analytical model 

the first step is to do a reference coordinate transformation. This was accomplished as below: 

 90et e    (4.33) 

In equation (4.33) e denotes the gas flow efflux angle i.e., the flow angle at exit. For the 

nozzle row it would be 2 while for the impulse row it would be 3 . 
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 Nozzle row profile loss coefficient 

 

Figure 4-3 Nozzle row profile loss coefficient 

Figure 4-3 provides the nozzle row profile coefficient. It is a modification by Aungier of 

the original Ainley-Mathieson model, the modification being the reference transformation from 

axial to tangential. A generalized one equation does not fit very well for the entire set of curves 

and thus the graph has been split into two pieces one for 30et  and the other for 30et  . et

is the exit flow angle in the tangential direction. The loss coefficient can then be approximated as 

follows: 

 
2 3

1 ;       30p N N N etY A B X C X      (4.34) 

  1 ;       30
n

p N N etY A B X     (4.35) 

where, 
min

s s
X

c c

 
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 (4.36) 
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 (4.38) 

While the values of the coefficients are 
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 (4.42) 

 1
30

etn


   (4.43) 

The Ainley-Mathieson correlations were developed for the blade angle 0i 
 
which 

represents 90i 
 
for the Aungier modification.  
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 Impulse blade row profile loss coefficient 

 

Figure 4-4 Impulse row profile loss coefficient 

Figure 4-4 provides the impulse row profile coefficient plots. It is a modification by 

Aungier of the original Ainley-Mathieson model, the modification being the reference 

transformation from axial to tangential. Even in this case a generalized one equation does not fit 

very well for the entire set of curves and thus the graph has been split into two pieces one for 

30et  and the other for 30et  . The loss coefficient can then be approximated as follows: 

 
2 3

2p I I IY A B X C X    (4.44) 

where, 
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While the values of the coefficients are 
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These impulse row correlations were developed for et i  . 

 Overall profile loss coefficient 

 The nozzle row profile loss coefficient (
1pY ) and the impulse row profile loss coefficient 

(
2pY ) can be combined to compute the overall profile loss coefficient (

pY ): 

  1 2 1 5 m
p p p p

t
Y Y Y Y

c




         

 (4.51) 

In case of the nozzle row alone the 
2pY
 
is zero while in case of evaluating the impulse 

blade both the 
1pY
 
and 

2pY
 
terms are used.  

 Incidence angle correction 

An incidence angle correction is required for determining the off-design incidence loss 

coefficient. In order to determine that first the stall incidence angle needs to be calculated.  

 Stall incidence angle  

The stalling incidence angle as presented by Ainley-Mathieson (1959) is a function of e

,   and 
s

c
. Ainley-Mathieson’s graphs revised by Aungier (2006) are presented in Figure 4-5.  
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Figure 4-5 Stall angle of incidence for 0.75
s

c
  

The graphical relationship is specific for 0.75
s

c
 . The Ainley-Mathieson model is 

applicable for 40et  . The empirical equation for the model is: 
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Aungier (2006) suggests that the model can be extrapolated beyond 40et  and 

furnishes an analytical model for the extrapolation as: 

  
  0

0

40, 55
, ;      40

15

sr s et

sr et s et

   
    

 
    (4.58) 

 

Figure 4-6 Stall angle correction factor 

 

The equations (4.52) and (4.58) provide a reference stall incidence angle,  ,sr et   , for 

the problem specific et  and   but for 0.75
s

c
 . Thus, a correction factor of ,s et

s

c
 
 

  
 

 is 

added to the reference stall incidence angle to determine the problem specific stall angle, s . The 

correction factor is modeled as: 
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 (4.60) 

Thus, the problem specific stall angle can now be calculated using: 

  , ,s sr et s et

s

c
     

 
   

 
 (4.61) 
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 Incidence angle correction factor 

 

Figure 4-7 Stall angle of incidence for 0.75
s

c
  

The incidence angle correction factor for off-design incidences is presented in Figure 4-7 

as proposed by Ainley-Mathieson. Since a single empirical model cannot satisfy the curve four 

separate models for portions of the curve are: 
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 Secondary flow loss coefficient 

The secondary flow loss is a function of the lift and the lift coefficient and defined as: 

  2 tan tan cosL i e m

s
C

c
     (4.66) 

where, 
tan tan

arctan
2

i e
m

 


 
  

 
 (4.67) 

 The Ainley loading parameter is defined as: 
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 (4.68) 

Then, the secondary flow loss coefficient is: 

 sY Z  (4.69) 
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Figure 4-8  parameter for secondary losses 

 is a function of the area expansion correction parameter  which is: 
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 3 20.0367 0.0663 0.0023 0.0055        (4.71) 

 Tip Clearance loss 

Tip clearance losses are associated with either shrouded or unshrouded blades. Ainley 

and Mathieson (1951) presented a general purpose model covering both the types. Dunham and 

Came (1970) offer an improvement to this model for unshrouded blades only while Aungier uses 

Egli’s  labyrinth seal contraction theory to model shrouded tip clearances separately. For this 

work, the shrouded seal data was not available and hence the same has not been included. 

Ainley-Mathieson model is a function of the blade height and the tip clearance: 

 
LY ZB

h


  (4.72) 

where, 1.35B  for radial tip clearances or 0.7 for shrouded blades. 
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Dunham and Came (1970) propose a correction by introducing the blade chord into the model as 

below: 

 

0.78

0.47L

c
Y Z

h c

 
  

 
 (4.73) 

 Total loss coefficient and associated correction 

The total loss coefficient is now modeled as: 

 
p s LY Y Y Y    (4.74) 

It has been indicated earlier that all of the above models are applicable only for 0.02et

s
  

and hence the same needs correction. Ainley-Mathieson provided a tip thickness correction 

model (Figure 4-9). The value of Y can be corrected using the same. 
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Figure 4-9 Tip thickness correction 

 Deviation angle correlation 

 Ainley and Mathieson (1951) provided correlations for the deviation angle information 

for different gauging angle as a function of the Mach number. However, it drops significantly 
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between Mach numbers 0.5 to 1.0. For Mach number values less than 0.5, the deviation angle 

expressed as a function of the deviation angle is: 

  
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90
arcsin 1 1 90
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g
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o o

s s


 
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 (4.76) 

For Mach numbers greater than, 0.5 the deviation angle is: 

      
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Figure 4-10 Deviation angle 
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Chapter 5 - Computer program development  

 Optimization model program architecture and interface 

 

Figure 5-1 Screen shot of MS Excel workbook – Setup sheet 

 

Figure 5-2 Screen shot of MS Excel workbook- SYSTEM worksheet (1) 
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Figure 5-3 Screen shot of MS Excel workbook – SYSTEM worksheet (2) 

 

Figure 5-4 Screen shot of MS Excel workbook- SYSTEM worksheet (3) 
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Figure 5-5 Screen shot of MS Excel workbook- SYSTEM worksheet (4) 

 

Figure 5-6 Screen shot of MS Excel workbook- SYSTEM worksheet (5) 

The MS Excel workbook in which the optimization model was set up comprises of two 

sheets i.e., SETUP and SYSTEM. Figure 5-1 shows the screen shot of the sheet SETUP while 

Figure 5-2, Figure 5-3, Figure 5-4, Figure 5-5, and Figure 5-6 demonstrate the worksheet 

SYSTEM. The worksheet SYSTEM was the engine of the optimization model and was 
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exhaustive in the number of rows and columns used. Therefore, the five different screen shots of 

the worksheet are used for illustration. The SETUP worksheet has four distinct regions – the 

reference data region, the air characterization region, the fuel characterization region, and the 

preliminary calculation region. The reference data region has the reference temperature, pressure 

and relative humidity. The reference temperature and pressure are required for the combustor 

calculations. The air characterization region has the molecular weights of the constituents of dry 

air and the products. The air characterization region also has the mole fractions of the dry air. 

The fuel characterization region lists the molecular weight of the fuel, the lower heating value, 

the number of carbon atoms in the fuel and the number of hydrogen atoms in the fuel. If a 

different fuel is used then the user can simply modify the information in the fuel characterization 

region. The preliminary calculation region calculates some preliminary information necessary for 

the calculations to proceed. These are the mass and molar flow rates for stoichiometric air and 

fuel required for combustion, the stoichiometric air-to-fuel ratio and fuel-to-air ratio on both 

mass and molar basis. The other parameters computed here are the HbyCRatio , the 2SpentO
 
and 

the 
,air refh i.e. the enthalpy of air at reference temperature and pressure. 

Figure 5-2 illustrates one sixth of the entire worksheet SYSTEM. There are six sections 

in the region i.e., Mass balance, Combustion temperature calculator, Machine maintenance 

strategy, New Machine, Degradation parameters and Humidity calculator. The region Mass 

balance provides the mass flow rates of air ( am ), fuel (
fm ), steam injected (

steaminjectm ), 

combustion products (
gm ), process steam ( sm ) and water in the condenser section of  HRSG (

wm ). In the mass balance section the flow rates of fuel (
fm ) and steam injected (

steaminjectm ) are in 

dark blue and these are two of the seven decision variables. The user can start off with an 

assumed value here. The section on the immediate right of the “Mass Balance” section is the 

“New Machine” section. This section has the pressure ratio and efficiency information for the 

compressor, combustion chamber and the turbine. The efficiency of the combustion chamber is 

set at some user defined value. For this work it is set at 98%. The pressure ratio of the 

compressor, the efficiency of the compressor and the efficiency of the gas and power turbine are 

the three additional decision variables. These are again shown in dark blue. The section to the 

right of the “New Machine” section is the “Degradation Parameters” section. In this section the 

user can enter some know loss in efficiency or pressure ratio for the compressor and the gas and 
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power turbine. If the value is set to 1 then the optimal value calculations are for a new machine. 

However, if the user uses some other value less than 1 then the solution converges for a degraded 

machine where the influence of degradation has been defined by the user. 

The section on the bottom of the “Degradation Parameters” section is the “Humidity 

Calculator”. This section is applicable if inlet air cooling is used. The mole fractions, mass 

fractions, and the mass of the dry air, vapor and condensate due to cooling if any are calculated 

here. The relative humidity at state 0 and state 1 are the input parameters that the user can 

modify. Below the “Mass Balance” section is the “Combustion temperature calculator” section. 

This section does a simple energy balance around the combustor to determine the combustor exit 

temperature for known fuel, air, and steam injected flow rates. There are no user inputs in this 

section. Immediately, below the “Combustion temperature calculator” section is the “Machine 

maintenance strategy” section. This section includes the sixth decision variable i.e. the frequency 

of the online washing. The other parameters are the maximum loss recovery and the required loss 

recovery in percentages. The required loss recovery can be set by the user. This is used to 

determine the optimal washing frequency. 

Figure 5-3 describes another portion of the same worksheet SYSTEM. This portion 

primarily includes the Economics. The cost coefficients are all user inputs. The purchase cost 

and the component cost rates all are computed here for a final input to the objective function 

which is also listed in this section. Figure 5-4 illustrates the section “Thermodynamics”. Most of 

this section is self-explanatory. Calculations are done at all the states from 0 through 9. States 7p 

and 8p are the pinch points corresponding to 7 and 8. PP and PA are the user defined pinch and 

approach temperatures. The cooler load calculation happens automatically only if the 

temperatures at 0 and 1 differ. If the temperatures do not differ then the cooler load is calculated 

as 0. Once the cooling load is established the user then can choose to either run the model with 

inlet air cooling or steam injection as desired for power boosting. The last of the decision 

variables is listed in this section i.e. the temperature at point 3. Figure 5-5 shows the remainder 

of the “Thermodynamics” section where the system power, the heat transferred between the 

economizer and the evaporator, the heat lost by the combustion chamber, the logarithmic mean 

temperature differences for the air preheater, economizer, and the evaporator are calculated. 

Figure 5-6 shows the final section of the worksheet SYSTEM. This section includes the 
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constraints on the optimization system. The first four constraints are the system constraints while 

the remainders are the bound constraints. 

 Component model program architecture 

 

Figure 5-7 Compressor flow chart 
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Figure 5-8 Turbine flow chart 

 

Figure 5-9 Compressor loss chart 
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Figure 5-10 Turbine loss chart 

 

The program architecture for the two component models are illustrated in Figure 5-7 and 

Figure 5-8 for the CTOOMCOMP1DPERF (compressor) and the CTOOMTURB1DPERF 

(turbine) separately and the flow charts are self-explanatory. The most important aspect is that 

the NR solver is called once independently in the rotor inlet, rotor exit, and the stator exit models 

for the compressor while it is never called in the stator inlet in the first stage. In the subsequent 

stages only the rotor exit and the stator exit models call the NR solver. Information from the 

rotor to stator flows using the “RS connector” while from the stator to rotor flows using the “SR 

connector”. The difference between the compressor and the turbine algorithms is that the NR 

solver is never called for the rotor inlet for the first turbine stage.  The “NI connector” is used to 

pass information from nozzle to impulse blade while the “IN connector” is used to pass 

information from impulse to nozzle blade. The loss models are called only in the exit models 

while the EOS DLL is called multiple times every time a property is required. Figure 5-9 and 

Figure 5-10 present the loss characterization algorithms. It can be seen that both for the 
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compressor and the turbine the incidence and deviation angles are computed first. A generalized 

loss coefficient is evaluated at zero incidence or design incidence as the case may be and then the 

same is corrected for the problem specific incidence angle. Other corrections for the blade 

thickness, solidity, trailing edge thickness are applied as necessary along with corrections for 

Mach number.  

 Programming details 

The entire computer program development was done in Fortran 90 using Intel Visual 

Fortran 2011 compiler. The equation of state model source code as obtained from NIST was in 

Fortran 77. Consequently, it was converted into a dynamic link library (DLL) and the DLL is 

called within the main code.  

The fundamental feature of an object oriented programming is encapsulation of the 

abstract data. Fortran 90 offers the use of “Module” which allows data encapsulation. Data 

declared inside the “Module” are available outside the “Module” with a “Use” statement. 

Operations on the variables are performed inside the “Module” and the “Module” can be 

independently compiled prior to it being called by the main program. Fortran 90 has the “Type” 

declaration statement for the variables. The combination of the “Module” in conjunction with the 

“Type” statement can be understood as a class in the object oriented language parlance. As an 

illustration of the same the “Module Class_BLDRow” is examined in detail below. 
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Figure 5-11 Module Class_BLDRow [Figure goes from top to bottom on left and continues 

right] 

The Figure 5-11 shows the program details of the Module Class_BLDRow. The first 

three lines are the “Use” statements that allow this module to access some other modules. Of 

specific interest is the fifth statement “type BLDRow”. Following the fifth statement there are 

many more statements till the penultimate statement “End type BLDRow”. All the data that has 

been declared between the fifth statement and the penultimate statement are assigned the type 

“BLDRow”. Once a data type is declared multiple derived data types can now be easily declared. 

In this work four different derived data types CRTRRow, CSTRRow, TSTRRow, TRTRRow 

were declared. If “BLDRow” could be thought of as class then these are the derived classes. A 

derived class will possess all the attributes of the base class and any other individual attributes 

can be added. 
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Figure 5-12 Module Class_CRTRRow 

Figure 5-12 shows the Module Class_ CRTRRow. In order to access all the variables 

assigned to the “BLDRow” statement 10 “Type (BLDRow)  :: thisCRTRRow” is used. This 

could be thought of something like creating an object “thisCRTRRRow” of the class BLDRow. 

Statement 14 is “Interface” which explicitly specifies any external function to be accessed. In 

this case the EOS is accessed. Furthermore, statement 12 declares some additional real variables. 

These variables are attributes of CRTRRow but not of BLDRow. Unlike some other 

programming environments there are no specific syntaxes to declare objects or derived classes. 

The fundamental advantage of being able to use the “Type” is that the object “thisCRTRRow” 

can directly be passed to any subroutine or function and the entire structure gets passed.  This 

was very useful in implementing the loss models. In the procedural scheme using Fortran 77 that 

was developed earlier (Sengupta, et al. 2008) it was programmatically cumbersome to pass 

seventeen different variables (both geometry and other operating data). In this revised program 

simply passing “thisCRTRRow” and “thatSTNGeom” pass the rotor row properties and the 

station geometry information. This allowed developing a more elegant and re-usable program.  

 The input file format and workbench 

The work bench is primarily a MS Excel spreadsheet. Populating the spreadsheet and 

hitting the “Run” button essentially generates input files in ASCII file format that is read by the 

compiled program. Alternately, the user can manually populate the ASCII files and thus details 

of the same are given below. There are five input files: SystemInformation, CompressorBlade 

Geometry, CompressorStationGeometry, TurbineBladeGeometry, TurbineStationGeometry. 

The system information input file has five lines 
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Line 1- Input is Logical [True/False]: It determines if a system is evaluated or only 

individual components (compressor or turbine) are evaluated.  

Lines 2, 3, 4, 5 also have Logical inputs for evaluating the compressor, combustor, gas 

generator turbine and the power turbine in the stated chronology. A “False” would skip 

evaluating that particular component.  

To evaluate the compressor, Line 2 can be set to “True” while all other lines can be set to 

“False”. 

The compressor blade geometry can be specified in the input file 

“CompressorBladeGeometry”. It has three lines 

Blade Row Number, Blade Row Type 

Blade Profile Type, Number of blades, Number of streamlines, Lift Coefficient / Camber 

angle Identifier, Blade tip clearance 

Geometry specification Radius, Blade chord, Blade throat to pitch ratio, Ratio-Maximum 

blade thickness to chord, Ratio- throat to pitch, Stagger Angle and Lift coefficient or Camber 

Angle. 

Line 1: Blade Row Number- Integer value identifying the Blade row. Thus, a 10 stage 

compressor has 20 blade rows.  

Line 1: Blade Row Type: Takes the character string “CSTR” or “CRTR” denoting stator 

or rotor row. 

Line 2: Blade profile type: Takes a character string between “NACA”, “DCAP” denoting 

either a NACA profile or Double circular arc profile. 

Line 2: Number of blades: Integer specifying the number of blades on the blade row. 

Line 2: Number of streamlines: It is currently set to 1 always. It is left to enable 

extending the program to a streamline code. 

Line 2: Lift coefficient/Camber angle identifier: It takes a logical value to determine 

whether the user specifies the lift coefficient or the camber angle. 

Line 3: All the variables are self-explanatory. 

The “CompressorStationGeometry” file has three columns. The first column specifies the 

axial distance location, the second column specifies the hub radius while the last column 

specifies the tip radius. 
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The blade geometry input file for the turbine is similar to the compressor except for the 

line 3 where the blade stagger and camber angle are specified. This is replaced by the blade inlet 

and exit angles. Furthermore, on line 2 an additional value for trailing edge thickness to pitch 

ratio is specified. 
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Chapter 6 - Case studies, system integration and discussion  

Equation Chapter 6 Section 1 

 Optimization case studies 

A cogeneration system with one emission control technology i.e. steam injection for NOx 

abatement, two power boosting technologies i.e. inlet air cooling and steam injection and a 

machine maintenance schedule was analyzed. The process requirements were to generate 7 MW 

of power, deliver 3.5 kg/s steam, control NOx at 64 ppmv [approx.], and apply a user-defined 

recovery efficiency at 1.8%.  

Thus, the relevant process constraints were: 

 7000 kWsystemW   (6.1) 

 3.5 kg/ssteamm   (6.2) 

 1.8 %reco   (6.3) 

 64ppmvxNO   (6.4) 

The remaining constraints were the lower bound and upper bound on the variables. These 

bounds were either on the decision variables or some other computed variable. The bounds were 

an artifact of either computational constraints or physical constraints. The following were the 

bound constraints: 

 4 8CPR   (6.5) 

 0.50 0.90C   (6.6) 

 &0.50 0.92G PT   (6.7) 

 3 5T T  (6.8) 

 2 6T T  (6.9) 

 5 1500KT   (6.10) 

 7 400KT   (6.11) 
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The upper bound on the compressor pressure ratio was to ensure that the optimization 

results could be used in the component level analysis. The upper bounds on the compressor and 

turbine efficiencies were an artifact of computational constraints resulting from the formulation 

of the capital cost models for each. The bounds on the temperatures 
2T and 

3T
 
expressed by 

equations (6.8) and (6.9) stem from the physics of the air preheater. To ensure a solution the two 

constraints were modified as below: 

 3 510T T   (6.12) 

 2 610T T   (6.13) 

The constraint on the turbine exit temperature ( 5T ) was a result of the material used for 

turbine construction while the constraint on the gas delivered to the stack ( 7T ) was to preclude 

the formation of sulfuric acid. 

Table 6-1 Cost model coefficients for optimization case study  

Component Coefficient Units Value 

AC 

 

11C  $/kg/s 39.5000 

12C  None 0.9000 

CC 
21C  $/kg/s 25.6000 

22C  None 0.9950 

23C  1/K 0.0180 

24C   None 26.4000 

GPT 
31C  $/kg/s 266.3000 

32C  None 0.9200 

33C  1/K 0.0360 

34C  None 54.4000 

APH 
41C  $/m

1.2
 2290.0000 
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Component Coefficient Units Value 

HRSG 
51C  $/(kW/K)

0.8
 3650.0000 

52C  $/kg/s 11820.0000 

53C  $/(kg/s)
1.2

 658.0000 

FUEL 
fC  $/MJ 0.0004 

MAINTENANCE 
HRSN  hours 8000.0000 

m  None 1.0000 

CRF  None  0.1820 

61C  $/hr/kW 0.0005 

62C  $/kW 0.7830 

63C  $/kW 1.3598 

COOLING 
71C

 
$/tons 100.0000 

81C
 

$/tons-hr/kg/s 2.8800 

EMISSIONS 
91C  $/kg 6.8530 

 

Table 6-2 Results of CTOOM-OPTIMIZE Baseline case, Modification 1 and 2  

Variable   Unit

s 

Baseline Modification 1 Modification 2 

fm  kg/s 0.3878(±0.0007) 0.3878(±0.0007) 0.3878(±0.0007) 

steaminjectm  kg/s 0.0 0.0 0.0 

CPR    
6.566(±0.009) 7.790(±0.011) 6.566(±0.009) 

C  %  
82.4(±0.082) 85.4(±0.085) 82.4(±0.082) 

&G PT  %  
86.0(±0.086) 89.0(±0.089) 86.0(±0.086) 

3T  K 902.6(±0.7) 790.63(±0.7) 902.6(±0.7) 

onlinewashingf hrs 109(±4) 109(±4) 109(±4) 
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Variable   Unit

s 

Baseline Modification 1 Modification 2 

 

4T  K 1468 (±1.1) 1371 (±1) 1468 (±1.1) 

CW  kW 6570 (±110) 7120 (±120) 6570 (±110) 

&G PTW  kW 13570(±230) 14120 (±240) 13570(±230) 

systemW  kW 7000(±170) 7000(±170) 7000(±170) 

sm  kg/s 3.50(±0.05) 3.50(±0.05) 3.50(±0.05) 

xNOm  ppmv 64.1 (±0.8) 24.3(±0.3) 64.1 (±0.8) 

tC  $/hr 304(±7) 330 (±8) 355(±9) 

 

The first case analyzed was the baseline case with no steam injection. Thus, the mass 

flow rate of steam in (
steaminjectm ) was zero. Thus, it was not a decision variable either and the 

baseline case had only six decision variables. Furthermore, the environmental impact was also 

not considered in the baseline case. Therefore, the objective function did not include the cost rate 

of emissions. Consequently, the constraint on the mass flow rate of NOx was removed. There 

was not inlet air cooling as well and the inlet air temperature was 288.15K. Table 6-2 provides 

the results obtained from the optimization study of the baseline system. Table 6-2 illustrates the 

optimal value of the fuel flow rate as 0.3878 kg/s and the mass flow rate of NOx was 64.1 ppmv.  

The next case analyzed referred to as “Modification 1” included the environmental 

impact in the objective function. Since the cost rate of emissions is a function of the mass flow 

rate of NOx, minimizing the objective function automatically also seeks to find the lowest 

possible value of NOx. As seen in Table 6-2 the new optimal values obtained in Modification-1 

were significantly different from the optimal values obtained in the baseline case. The fuel flow 

rate did not show a significant change but the remaining decision variables varied vastly from the 

baseline case. Also, the flow rate of NOx was 24.3 ppmv. Therefore, a constraint on NOx was 

necessary. This is in line with the basic formulation of the objective function where the emission 
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was included as a constraint. Thus, in Modification-2, NOx was constrained at 64.1 ppmv and it 

was observed that the values of the decision variables were similar to the ones in the baseline 

case.  

Table 6-3 Results of CTOOM-OPTIMIZE – Cases Modifications 3, 4, and 5 

Variable   Unit

s 

Modification 3 Modification 4 Modification 5 

fm  kg/s 0.3878(±0.0007) 0.3878(±0.0007) 0.392(±0.0007) 

steaminjectm  kg/s 0.130 (±0.007) 0.00 0.00 

CPR    
6.566(±0.009) 6.566(±0.009) 6.95(±0.01) 

C  %  
82.4(±0.082) 82.4(±0.082) 83.0(±0.083) 

&G PT  %  
86.0(±0.086) 86.0(±0.086) 86.7(±0.086) 

3T  K 902.6(±0.7) 902.6(±0.7) 892.4(±0.7) 

onlinewashingf

 
hrs 

109(±4) 109(±4) 
109(±4) 

4T  K 1461 (±1.1) 1469 (±1.1) 1466 (±1.1) 

CW  kW 6570 (±110) 6860(±120) 6790 (±110) 

&G PTW  kW 13610 (±230) 13580(±230) 14020 (±240) 

systemW  kW 7040 (±170) 6720(±160) 7000(±170) 

sm  kg/s 3.47(±0.06) 3.50(±0.06) 3.50(±0.06) 

xNOm  ppmv 59.1(±0.7) 64.1(±0.8) 64.1(±0.8) 

tC  $/hr 350 (±9) 355(±9) 361(±9) 

 

The next case analyzed was Modification-3 where the optimized solution of 

Modification-2 was examined for steam injection. Results obtained from Modification-3 are 

documented in the Table 6-3. The steam injected was set at 0.5% of the air flow rate. The 

primarily influence of the injected steam was a decrease in the combustor exit temperature from 
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1469K to 1461K. As a result of the decrease in combustor exit temperature the flow rate of NOx 

also decreased from 64.1 ppmv to 59.1 ppmv. Furthermore, the system power increased from 

7000 kW to 7040 kW. All these three effects were as anticipated. This demonstrated that the 

model was capable of correctly characterizing the influence of steam injection. It also exhibited 

that steam injection is a suitable power boosting technique apart from being a NOx abatement 

technique. The next case analyzed was Modification-4 where the injected steam was set to zero. 

This was basically reverting to the case Modification-2. However, the inlet temperature was 

increased from 288.15K to 298.15K. This resulted in a drop in system power from 7000 kW to 

6720 kW. This demonstrated the impact of increased inlet temperature was a loss in system 

power.  

The case Modification-5 was analyzed with inlet air cooling where the cooling load was 

used to compute the cost of cooling and was included in the objective function. The new optimal 

values with an inlet air cooling showed that the total cost rate increased from 355 $/hr to 361 

$/hr. Furthermore, as seen in the Table 6-3, the increase lies within the uncertainty band. It 

would be seem that since the new cost rate with inlet air cooling is within the uncertainty band, 

there is really no additional cost of using an inlet air cooler. However, such a conclusion would 

be inappropriate since, the cost of inlet air cooling is a function of the cost coefficient. For this 

work a due to lack of appropriate manufacturer’s data a reasonable assumption was made. Any 

increase in that cost coefficient would result in a higher value of cost rate and that could be larger 

than the uncertainty band. There was also a 1.2% increase in the fuel flow rate which also 

contributed to the increased total cost rate.  

 

Table 6-4 Results of CTOOM-OPTIMIZE – Cases Modifications 6, 11, and 12 

Variable

  

 Unit

s 

Modification 6 Modification 11 Modification 12 

fm  kg/s 0.3936(±0.0007) 0.3936(±0.0007) 0.3936(±0.0007) 

steaminjectm  kg/s 0.52 (±0.03) 0.52 (±0.03) 0.52(±0.03) 

CPR    
6.657(±0.009) 6.657(±0.009) 6.657(±0.009) 
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Variable

  

 Unit

s 

Modification 6 Modification 11 Modification 12 

C  %  
81.28(±0.08) 81.28(±0.08) 81.28(±0.08) 

&G PT   % 
85.20(±0.09) 85.20(±0.09) 85.20(±0.09) 

3T  K 927.3(±0.07) 927.3(±0.07) 927.3(±0.07) 

onlinewashingf

 
hrs 109(±4) 80(±3) 52(±2) 

4T  K 1468(±1.1) 1468(±1.1) 1468(±1.1) 

CW  kW 6730(±110) 6730(±110) 6730(±110) 

&G PTW  kW 13730(±240) 13730(±240) 13730(±240) 

systemW  kW 7000(±170) 7000(±170) 7000(±170) 

sm  kg/s 3.50 (±0.06) 3.50 (±0.06) 3.50 (±0.06) 

xNOm  ppmv 64.1(±0.8) 64.1(±0.8) 64.1(±0.8) 

tC  $/hr 359(±9) 360(±9) 361(±9) 

 

Modification-6 examined the use of steam injection as an alternative to inlet air cooling 

for boosting power. Thus, the mass of steam injected was now a decision variable and the 

solution sought optimal values of all the decision variables including the amount of steam 

injected to offset the power lost due to higher inlet air temperature. It may be noted that the NOx 

was constrained at 64.1 ppmv and the amount of steam injection required for power boosting was 

0.5163 kg/s. Modification-7, 8, 9, and 10 were studies done for determining the influence of 

decreasing NOx on two decision variables. The results of the same are plotted for two of the 

decision variables i.e., fuel flow rate and compressor pressure ratio against different values of 

NOx (Figure 6-1 and Figure 6-2). It can be seen that the pressure ratio increases with reducing 

NOx while the fuel flow rate remains the same. The fuel flow rate does change in the numerical 

value but the change is not significant. This is concluded from the uncertainity bars that have 

been indicated in the Figure 6-1. The uncertainity bar indicated on the Figure is obtained from a 
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detailed uncertainity analysis outlined in the Appendix A. The uncertainity value on the fuel flow 

rate is ± 0.182%. On the contrary the influence of constraining NOx on the pressure ratio is quite 

different. It can be seen from the Figure 6-2 that the pressure ratio changes significantly as NOx 

is constrained from 60 ppmv to 45 ppmv. To ensure that a reasonable conclusion on the change 

of pressure ratio can be drawn a similar uncertainity analysis was done to determine the 

uncertainty of the pressure ratio. This was determined to be 0.1% and is illustrated using the 

uncertainty bar in Figure 6-2. Thus, it can be seen that to achieve a reduction in NOx, a higher 

pressure ratio is required. Table 6-4 also documents the results of two more case studies 

Modification-11 and Modification-12. In these cases the loss recovery was changed from the 

original 1.8% to 2.0% and 2.2% to determine new values of frequency of online washing. It was 

observed that with increasing recovery requirement, the frequency of online washing increased 

which also resulted in a marginal increase of the total cost rate. This seems reasonable since 

online washing alone would not greatly affect the total cost rate. However, as earlier the washing 

unit cost coefficients have been assumed for developing the model and a reasonable conclusion 

can be drawn only after validating the cost coefficients against field data. 

 

Figure 6-1 Pareto optimal values of fuel flow rate against NOx 
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Figure 6-2 Pareto optimal values of compressor pressure ratio against NOx 

 

 Validation of the optimization model 

The optimization model developed as part of the CTOOM-OPTIMIZE was validated 

against the classic CGAM problem. The CGAM problem is named after the four authors C. 

Frangopoulos, G. Tsatsaronis, A. Valero and M. von Spakovsky, who compared their 

methodologies by solving a predefined optimization problem. The process requirements for the 

CGAM problem were to generate 30 MW of power, deliver 14 kg/s steam, with no NOx control 

and machine maintenance. Thus, the constraints for the validation study were: 

 30000 kWsystemW   (6.14) 

 14 kg/ssteamm   (6.15) 

The constraints on the loss recovery ( recol ) and NOx control (
xNOm ) were removed. The 

CGAM problem uses a constant maintenance factor ( ,m i ) of 1.06 for all components. Thus, the 

CTOOM-OPTIMIZE model was modified to incorporate that.  Consequently, equations 2.17, 

2.18, 2.19 were modified to: 
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Furthermore, 
, , , &wash C CC G PTC  in equation 2.20 was set to 0 and 

xNOc  in equation 2.23 was 

also set to 0. This ensured that washing and NOx were not part of the cost model. Similarly, cost 

coefficients 71C and 81C in equations 2.29 and 2.30 were set to 0 to disable the cost of power 

boosting. The decision variables for steam injection flow rate (
steaminjectm ) and the frequency of 

online washing (
onlinewashingf ) were now treated as regular variables and not decision variables. 

The value of 
steaminjectm  was set to 1E-05 since it could not be set exactly to zero on account of 

divide by zero error problem.  

 0.00001steaminjectm   (6.19) 

The temperature at the cooler exit 2T  was set equal to the temperature at the cooler inlet 

1T . Setting the two temperatures as equal automatically disables the cooler load calculation 

routine.  

 2 1T T  (6.20) 

 

The other necessary modifications were those to the bound constraint on the compressor 

pressure ratio and the mass flow rate of air was increased to match that in the CGAM problem. 

These were: 

 5 20CPR   (6.21) 

 99.4559 kg/sam   (6.22) 
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Table 6-5 Comparison of the CTOOM-OPTIMIZE to the CGAM solution 

Decision Variable Units CGAM solution CTOOM-OPTIMIZE 

CPR   8.5234 8.3535 

C   0.8648 0.8474 

3T  K 914.28 913.5019 

&G PT   0.8786 0.8785 

4T  K 1492.63 1494.4174 

(Not a decision variable) 

fm
 

kg/s 1.6274 

(Not a decision variable) 

1.5309 

 

Table 6-5 presents the comparison between the CTOOM-OPTIMIZE solution and the 

classic CGAM solution. The compressor pressure ratio ( CPR ), and the fuel flow rates (
fm ) 

predicted by CTOOM-OPTIMIZE are 2% and 6% lower than that predicted by the classic 

CGAM solution. The difference between the two algorithms is that in the classic CGAM solution 

the combustor exit temperature ( 4T ) was considered to be a decision variable and the fuel flow 

rate (
fm ) was calculated while in the CTOOM-OPTIMIZE model the fuel flow rate was the 

decision variable (
fm ) that was used to calculate the combustor exit temperature ( 4T ). Another 

difference was that CTOOM-OPTIMIZE used the real gas formulation with a higher order 

equation of state package to compute the various state properties while the classic CGAM 

solution used the ideal gas model with constant values of specific heat of air ( ,p ac ), specific heat 

of combustion products (
,p gc ), the ratio of specific heats for air ( a ), and the ratio of specific 

heats for combustion products ( g ). It should also be noted that the amount of steam injected 

was not set exactly to 0 but a very small value of 1E-05 for reasons described earlier. In order to 
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obtain more confidence in the solution algorithm, the original CGAM problem was solved 

exactly as outlined by Valero, et al. (1994). The mathematical model of CTOOM-OPTIMIZE 

was modified to model the original CGAM problem. For the compressor, the conditions were 

calculated from (Mattingly. 1996). 

 
2 1 * CP P PR  (6.23) 

 

1

2 1

1
1 1

a

a

C

C

T T PR







  
    

    

 (6.24) 

The combustion chamber was modeled using the mass and energy balance and the 

resulting equations were (Knopf. 2011): 

 
a f gm m m   (6.25) 

    3 , 4 ,a a ref f g g ref ccm h h m LHV m h h Q      (6.26) 

The enthalpies 
,a refh and 

,g refh
 
were evaluated at the reference condition, based on the 

definition of the lower heating value of fuel ( LHV ), which was 25°C and 1 atm (101.325 kPa). 

For an ideal gas with constant specific heats equation (6.26) can be recast as: 

    , 3 , , 4 ,a p a air ref f g p g g ref ccm c T T m LHV m c T T Q      (6.27) 

Since, , ,a ref g ref refT T T  , equation (6.27) can be re-written as: 

    , 3 , 4a p a ref f g p g ref ccm c T T m LHV m c T T Q      (6.28) 

From equation (6.25) in equation (6.28), we get: 

      , 3 , 4a p a ref f a f p g ref ccm c T T m LHV m m c T T Q       (6.29) 

Further, the heat lost by the combustor ( ccQ ) is expressed as: 

  1CC f CCQ m LHV    (6.30) 

With relevant substitutions the equation (6.29) can be modified to give the fuel flow rate: 
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        , 3 , 4 1a p a ref f a f p g ref f CCm c T T m LHV m m c T T m LHV         (6.31) 

        , 4 , 31f f CC a f p g ref a p a refm LHV m LHV m m c T T m c T T        (6.32) 

       , 4 , 4 , 31f f CC f p g ref a p g ref a p a refm LHV m LHV m c T T m c T T m c T T         (6.33) 

      , 4 , 4 , 3f CC f p g ref a p g ref a p a refm LHV m c T T m c T T m c T T        (6.34) 

      , 4 , 4 , 3f cc p g ref a p g ref a p a refm LHV c T T m c T T m c T T      
 

 (6.35) 

 
   

 
, 4 , 3

, 4

a p g ref a p a ref

f

CC p gas ref

m c T T m c T T
m

LHV c T T

  


  
 

 (6.36) 

Thus, equation (6.36) gives the fuel flow rate determined from the mass and energy 

balance of the combustion chamber. The lower heating value ( LHV ) of methane is 50,000 

kJ/kg, the reference temperature (
refT ) is 25°C and the combustion efficiency ( CC ) is 98%. It 

may be recalled that the temperatures 3T
 
and 4T were decision variables and will be known either 

as initial guess values or will get modified as the solution progresses. The other unknown at this 

point was the pressure at the combustor exit ( 4P ) and was calculated from: 

  4 3 1 CCP P p   (6.37) 

In equation (6.37), ccp
 
is the pressure drop across the combustion chamber and was 

assumed to be 5%. The pressure at the combustion chamber inlet ( 3P ) was evaluated from a 

known pressure drop across the air side of the air preheater ( ,APH ap ) and was given as:  

  3 2 ,1 APH aP P p   (6.38) 

In equation (6.38), 
,APH airp  was assumed as 5%. The turbine performance was 

characterized by determining the turbine discharge temperature ( 5T ) (Mattingly, 1995): 
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 (6.39) 

Where, 4
&

5

G PT

P
PR

P
  (6.40) 

And, 6
5

,1 APH g

P
P

p



 (6.41) 

In equation (6.41), 
,APH gp

 
represents the pressure drop across points air preheater on the 

gas side. This was assumed as 3%. The air preheater model provided the condition at state 6, i.e., 

on the exit of the gas side of the air preheater from an energy balance across the air-preheater: 

     3 2 5 6a a fm h h m m h h     (6.42) 

For ideal gas assumption both for air and the combustion products equation (6.42) can be 

recast as: 

      , 3 2 , 5 6a p a a f p gm c T T m m c T T     (6.43) 

i.e., 
 

 
, 3 2

6 5

,

a p a

a f p g

m c T T
T T

m m c


 


 (6.44) 

The other state property at point 6 was the pressure ( 6P ) that can be expressed with 

reference to the pressure drop across points 6 and 7: 

 7
6

1 HRSG

P
P

p



 (6.45) 

The equations governing the HRSG pinch and approach temperatures were: 

 8 9P approachT T T   (6.46) 

 
7 9P pinchT T T   (6.47) 
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In equations (6.46) and (6.47), the 
approachT and 

pinchT are specified as 1.64K and 15K 

respectively and 9T
 
was known since the steam conditions required were known. Further, the 

exhaust pressure ( 7P ) and the pinch point pressure (
7 pP ) were: 

 7 ambP P  (6.48) 

 7 6
7

2
p

P P
P


  (6.49) 

And the heat lost by the evaporator was: 

  6 7eva g pQ m h h   (6.50) 

which for an ideal gas was:  

  , 6 7eva g p g pQ m c T T   (6.51) 

The pressure at 8p was assumed to be the same as at 8, and 9. Thus, 

 
8 9pP P  (6.52) 

 8 9P P  (6.53) 

An energy balance on the gas side and the steam side of the evaporator provided the rate 

of steam generation: 

 
9 8

eva
s

p

Q
m

h h



 (6.54) 

The enthalpy ( 9h ) was the enthalpy of superheated steam at the pressure ( 9P ) and 

temperature ( 9T ). The pressure 9P  and temperature 9T  were dictated by the plant requirement at 

which steam was desired and was assumed to be 20 bar and 486.06K (converted from the 

875°R). 

The heat gained by the economizer was given by: 
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  8 8eco w pQ m h h   (6.55) 

The enthalpy 
8h  was of the water as liquid at the inlet temperature of 

8 298.15 KT  and 

pressure 8 20 barP   while the enthalpy 
8 ph  was at the condition 

8 pT
 
and 

8 pP . The relevant 

models to compute these conditions have been explained above. 

The system power 
systemW : 

 
&system G PT CW W W   (6.56) 

 where,  2 1C aW m h h   (6.57) 

i.e.. for ideal gas  , 2 1C a p aW m c T T   (6.58) 

where,  & 4 5G PT gW m h h   (6.59) 

i.e., for ideal gas,  & , 4 5G PT g p gW m c T T   (6.60) 

or,    & , 4 5G PT a f p gW m m c T T    (6.61) 

The following were the values were used in the original CGAM solution and the same 

were used here for the validation purpose as well: 

 
, 1.004p ac   (6.62) 

 
, 1.170p gc   (6.63) 

 1.40a   (6.64) 

 1.33a   (6.65) 

 

Table 6-6 Comparison of the CTOOM-OPTIMIZE IDEAL model optimal values of the 

decision variables to the CGAM solution 

Decision Variable Units CGAM solution CTOOM-OPTIMIZE Ideal 

CPR   8.5234 8.5070 
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C   0.8648 0.8468 

3T  K 914.28 914.1661 

&G PT   0.8786 0.8787 

4T  K 1492.63 1492.4713 

fm
 

kg/s 1.6274 

(Not a decision variable) 

1.6273 

(Not a decision variable) 

 

It can be seen from the Table 6-6 that the CTOOM-OTPIMIZE IDEAL solution matches 

very closely with the original CGAM solution.  

 

Table 6-7 Comparison of the CTOOM-OPTIMIZE IDEAL solution cost values to the 

CGAM solution 

Description 

CGAM CTOOM-OPTIMIZE IDEAL 

Cost ($) Cost Rate ($/s) Cost ($) Cost Rate ($/s) 

Compressor 1,348,000 Not Reported 1,311,638 0.00879 

Combustor 146,900 Not Reported 146,057 0.00098 

Turbine 1,927,000 Not Reported 1,882,245 0.01261 

Air Preheater 827,700 Not Reported 834,089 0.00559 

HRSG 1,202,000 Not Reported 883,510 0.00592 

Investment Not Reported 0.03625 Not Calculated 0.02796 

Fuel Not Reported 0.32548 Not Calculated 0.32594 

Total Not Reported 0.36200 Not Calculated 0.35982 
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 Validation of the inlet cooler model 

 

Figure 6-3 Validation data for cooling load 

The inlet cooling model described above was validated against the data presented by 

Knopf (2010). The conditions at state 0 and 1 are shown in Figure 6-3. It is observed from Table 

6-7 that the CTOOM-OPTIMIZE-REAL results match reasonably with the data presented by 

Knopf (2010).  
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Table 6-8 Comparison of results obtained from CTOOM-OPTIMIZE with Knopf (2010) for the cooling model 

Description 

Knopf (2010) 

CTOOM-OPTIMIZE Original data in British 

Units 

Data converted to SI units  

In
p
u
t 

Pressure at inlet (absolute) 14.696  psi 101325.00  Pa 101325.00  Pa 

Temperature at inlet 76.70  °F 297.9833  K 297.9833  K 

Relative Humidity at inlet 73.30  73.30  73.30  

Mass flow rate at inlet 145.00  lb/s 65.7709  kg/s 65.7709  kg/s 

Pressure at exit (absolute) 14.696  psi 101325.00  Pa 101325.00  Pa 

Temperature at exit 60.00 °F 288.705  K 288.705  K 

Relative Humidity at exit 100.00  100.00  100.00  

Mass flow rate at exit 145.000  lb/s 65.7709  kg/s 65.7709  kg/s 

O
u
tp

u
t 

Mass flow rate of dry air at inlet 143.911  lb/s 65.277  kg/s 64.831  kg/s 

Mass flow rate of water vapor at inlet 2.0787  lb/s 0.947  kg/s 0.9315  kg/s 

Mass flow rate of dry air at exit 143.911  lb/s 65.277  kg/s 65.0528  kg/s 

Mass flow rate of water vapor at exit 1.5889  lb/s 0.721  kg/s 0.7180  kg/s 
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Description 

Knopf (2010) 

CTOOM-OPTIMIZE Original data in British 

Units 

Data converted to SI units  

Mass flow rate of the condensate 0.4897  lb/s 0.226  kg/s 0.213468  kg/s 

Cooling load for cooling the dry air 577.17  BTU/s 608.9  kW 606.889  kW 

Cooling load for cooling the vapor 15.45  BTU/s 16.3  kW 15.983  kW 

Condensation load 518.87  BTU/s 547.4  kW 525.887  kW 
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 Validation of the combustor model 

The combustor model that was developed as part of this CTOOM-OPTIMIZE routine 

was validated against data in the solved example 5.8 presented by Bathie (1996). Table 6-9 

provides the comparison between the results obtained from the validation study done for the 

combustor model against the data provided by Bathie (1996). The combustor temperature 

determined using CTOOM-OPTIMIZE differed only by 1K approximately as compared to the 

Bathie’s data. Thus, CTOOM-OPTIMIZE has a simple but robust combustor model that can 

compute the combustor exit temperatures for different fuel flow rates and different fuel. The 

difference between the two models is that CTOOM-OPTIMIZE determines the combustor exit 

temperature using a known fuel flow rate while Bathie’s model determines the fuel flow rate 

using a known combustor temperature. Furthermore, the data presented by Bathie was for liquid 

octane. It was not a difficulty to change the fuel in CTOOM-OPTIMIZE as the code has been 

structured for any hydrocarbon. 
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Table 6-9 Comparison of results obtained from CTOOM-OPTIMIZE with Bathie (1996) for the combustor model 

Description Bathie (1996) 

CTOOM-OPTIMIZE 

 British Units Converted to SI units 

Pressure of air at combustor inlet (absolute) 176.40000 psi 1216.23518 kPa 1216.23518 kPa 

Temperature of air at combustor inlet  1122.00000 R 623.33333 K 623.33333 K 

Pressure of fuel into combustor inlet (absolute) 176.40000 psi 1216.23518 kPa 1216.23518 kPa 

Temperature of fuel into combustor inlet  537.00000 R 298.15000 K 298.15000 K 

Pressure of steam injected into combustor (absolute) 200.00000 psi 1378.95146 kPa 1378.95146 kPa 

Temperature of steam injected into combustor 1175.00000 R 652.77778 K 652.77778 K 

Pressure of products at combustor exit (absolute) 176.40000 psi 1216.23518 kPa 1216.23518 kPa 

Temperature of products at combustor exit 2520.0000 R 1400.00000 K 1398.93210 K 

Mass flow rate of air 1.00000 lb/s 0.45359 kg/s 0.45359 kg/s 

Mass flow rate of fuel 0.02252 lb/s 0.01022 kg/s 0.01022 kg/s 

Mass flow rate of steam 0.02500 lb/s 0.01134 kg/s 0.01134 kg/s 

Mass flow rate of products 1.04752 lb/s 0.47515 kg/s 0.47515 kg/s 
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 Component level models-Compressor case study  

A 10 stage axial compressor was chosen for model validation since this was the most 

completely characterized axial compressor available in open literature. The design data was 

available from Johnsen (1952) while the performance data was obtained from Budinger and 

Thompson (1952). Further, Aungier (2008) also provided the same information on both the 

design and the performance data in a far more easily usable format rather than the original work, 

although certain modifications were necessary for suitable inputs to CTOOMCOMP1DPERF. 

Tested data was available for three different speeds i.e., at 9959 rpm which represents 100% of 

the design speed, 8963 rpm (90% of the design speed) and 7967 (70% of the design speed). The 

analysis was carried out for an inlet total pressure of 101311.56 Pa (14.694 psi) and an inlet total 

temperature of 287.778K (518.7R). The requisite compressor geometry is divided into two 

parts: the row by row blade geometry and the station geometry. The blade geometry has been 

very well described at five different radii from hub to tip as seen in Table 6-10. For a mean line 

analysis the blade geometry at station mean line is of primary interest. The same was extracted 

and the relevant geometry information necessary as an input for CTOOMCOMP1DPERF is 

presented in Table 6-10. The station geometry on the other hand was useable in exactly the same 

format as available in the literature and is presented in Table 6-12, Table 6-13, Table 6-14, Table 

6-15, Table 6-16, Table 6-17, Table 6-18, Table 6-19, Table 6-20, Table 6-21, Table 6-22, and 

Table 6-23. The design point mass flow rate was not clarified in the literature and hence every 

mass flow rate was analyzed with the off-design corrections. If the design point were known then 

that point alone would not have an off-design correction. However, evaluating every mass flow 

rate with off-design corrections would not significantly impact the results and the conclusions 

from this study. 
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Table 6-10 Blade geometry for case study 1 

Row Chord t/c Lift 

Coefficient 

Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

l0C
 

    i  e  
  

m        

Rotor 01 0.039370 0.10 -0.910 -39.40 -22.93 -50.86 -27.94 0.6167 0.7461 

Stator01 0.039370 0.10 0.910 38.36 22.93 49.82 26.90 0.6661 0.7456 

Rotor02 0.038354 0.10 -0.930 -37.80 -23.43 -49.51 -26.09 0.6729 0.7485 

Stator02 0.038354 0.10 0.930 36.38 23.43 48.09 24.67 0.6969 0.7556 

Rotor03 0.037211 0.10 -0.950 -35.86 -23.93 -47.82 -23.90 0.7228 0.7545 

Stator03 0.037211 0.10 1.025 34.41 25.80 47.31 21.51 0.7694 0.7555 

Rotor04 0.036068 0.10 -1.110 -33.71 -27.92 -47.67 -19.75 0.7684 0.7582 

Stator04 0.036068 0.10 1.110 32.68 27.92 46.64 18.72 0.7910 0.7623 

Rotor05 0.035052 0.10 -1.120 -32.34 -28.17 -46.42 -18.26 0.8126 0.7609 

Stator05 0.035052 0.10 1.120 31.43 28.17 45.51 17.35 0.8566 0.7608 

Rotor06 0.033782 0.10 -1.120 -30.73 -28.17 -44.81 -16.65 0.8679 0.7644 

Stator06 0.033782 0.10 1.200 28.91 30.16 43.99 13.83 0.9102 0.7689 

Rotor07 0.032512 0.10 -1.280 -28.58 -32.14 -44.65 -12.51 0.9167 0.7670 

Stator07 0.032512 0.10 1.280 27.62 32.14 43.69 11.55 0.9371 0.7714 

Rotor08 0.031115 0.10 -1.300 -26.94 -32.64 -43.26 -10.62 0.9163 0.7785 

Stator08 0.031115 0.10 1.300 26.17 32.64 42.49 9.85 0.9553 0.7789 

Rotor09 0.029845 0.10 -1.300 -25.66 -32.64 -41.98 -9.34 0.9537 0.7829 

Stator09 0.029845 0.10 1.300 24.81 32.64 41.13 8.49 0.9911 0.7844 

Rotor10 0.028448 0.10 -1.300 -24.46 -32.64 -40.78 -8.14 0.9982 0.7861 

Stator10 0.028448 0.10 1.300 23.38 32.64 39.70 7.06 1.0517 0.7877 

EGV 0.028448 0.10 0.660 5.00 16.65 13.33 -3.33 1.0517 0.8900 
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Table 6-11 Station Geometry 

Station Number Axial Distance ( jZ ) Hub Radius (  h jr Z ) Tip Radius (  t jr Z ) 

 in m in m in m 

1 3.86 0.098044 5.500 0.139700 10.00 0.254000 

2 5.78 0.146812 5.822 0.147879 10.00 0.254000 

3 7.12 0.180848 6.131 0.155727 10.00 0.254000 

4 9.04 0.229616 6.420 0.163068 10.00 0.254000 

5 10.58 0.268732 6.696 0.170078 10.00 0.254000 

6 12.51 0.317754 6.952 0.176581 10.00 0.254000 

7 13.96 0.354584 7.197 0.182804 10.00 0.254000 

8 15.81 0.401574 7.424 0.188570 10.00 0.254000 

9 17.37 0.441198 7.639 0.194031 10.00 0.254000 

10 19.03 0.483362 7.838 0.199085 10.00 0.254000 

11 20.58 0.522732 8.026 0.203860 10.00 0.254000 

12 22.21 0.564134 8.199 0.208255 10.00 0.254000 

13 23.50 0.596900 8.361 0.212369 10.00 0.254000 

14 25.26 0.641604 8.508 0.216103 10.00 0.254000 

15 26.64 0.676656 8.647 0.219634 10.00 0.254000 

16 28.30 0.718820 8.771 0.222783 10.00 0.254000 

17 29.55 0.750570 8.885 0.225679 10.00 0.254000 

18 31.10 0.789940 8.988 0.228295 10.00 0.254000 

19 32.35 0.821690 9.085 0.230759 10.00 0.254000 

20 33.87 0.860298 9.174 0.233020 10.00 0.254000 

21 35.15 0.892810 9.262 0.235255 10.00 0.254000 

22 36.35 0.923290 9.262 0.235255 10.00 0.254000 
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Table 6-12 Blade data for case study 1 (all rows) 

Row No. of blades a/c s/h h/c Tip Clearance ( ) 

  in m in m in m in m 

Rotor01 25 0.5000 0.01270 0.4536 0.01152 2.7994 0.07110 0.0400 0.001016 

Stator01 27 0.5000 0.01270 0.4620 0.01173 2.5958 0.06593 0.0400 0.001016 

Rotor02 28 0.5000 0.01270 0.4903 0.01245 2.4666 0.06265 0.0400 0.001016 

Stator02 29 0.5000 0.01270 0.5211 0.01324 2.2795 0.05790 0.0400 0.001016 

Rotor03 31 0.5000 0.01270 0.5368 0.01363 2.1679 0.05506 0.0400 0.001016 

Stator03 33 0.5000 0.01270 0.5556 0.01411 1.9969 0.05072 0.0400 0.001016 

Rotor04 34 0.5000 0.01270 0.5947 0.01511 1.8940 0.04811 0.0400 0.001016 

Stator04 35 0.5000 0.01270 0.6375 0.01619 1.7384 0.04416 0.0400 0.001016 

Rotor05 37 0.5000 0.01270 0.6660 0.01692 1.6388 0.04163 0.0400 0.001016 

Stator05 39 0.5000 0.01270 0.6985 0.01774 1.4986 0.03806 0.0400 0.001016 

Rotor06 41 0.5000 0.01270 0.7353 0.01868 1.4192 0.03605 0.0400 0.001016 

Stator06 43 0.5000 0.01270 0.7765 0.01972 1.2923 0.03282 0.0400 0.001016 

Rotor07 45 0.5000 0.01270 0.8221 0.02088 1.2230 0.03106 0.0400 0.001016 

Stator07 46 0.5000 0.01270 0.8919 0.02265 1.1113 0.02823 0.0400 0.001016 

Rotor08 47 0.5000 0.01270 0.9687 0.02460 1.0539 0.02677 0.0400 0.001016 

Stator08 49 0.5000 0.01270 1.0300 0.02616 0.9567 0.02430 0.0400 0.001016 

Rotor09 51 0.5000 0.01270 1.0968 0.02786 0.9051 0.02299 0.0400 0.001016 

Stator09 53 0.5000 0.01270 1.1711 0.02975 0.8200 0.02083 0.0400 0.001016 

Rotor10 56 0.5000 0.01270 1.2328 0.03131 0.7772 0.01974 0.0400 0.001016 

Stator10 59 0.5000 0.01270 1.3086 0.03324 0.6982 0.01773 0.0400 0.001016 

EGV 59 0.5000 0.01270 1.3898 0.03530 0.6589 0.01674 0.0400 0.001016 
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Table 6-13 Blade data for case study 1 (Stage 1 – Rotor Row 1 and Stator Row 1) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angle c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
1
 

5.5000 0.13970 1.5500 0.03937 0.1000 -0.9100 -13.6600 -22.9300 -25.1200 -2.2000 1.1213 0.8547 

6.6250 0.16828 1.5500 0.03937 0.1000 -0.9100 -19.1200 -22.9300 -30.5800 -7.6600 0.9309 0.8458 

7.7500 0.19685 1.5500 0.03937 0.1000 -0.9100 -24.8000 -22.9300 -36.2600 -13.3400 0.7958 0.8252 

8.8750 0.22543 1.5500 0.03937 0.1000 -0.9100 -31.2900 -22.9300 -42.7500 -19.8300 0.6949 0.7951 

10.0000 0.25400 1.5500 0.03937 0.1000 -0.9100 -39.4000 -22.9300 -50.8600 -27.9400 0.6167 0.7461 

S
ta

to
r0

1
 

5.8220 0.14788 1.5500 0.03937 0.1000 0.9100 14.2600 22.9300 25.7200 2.8000 1.1440 0.8497 

6.8660 0.17440 1.5500 0.03937 0.1000 0.9100 19.4900 22.9300 30.9500 8.0300 0.9701 0.8395 

7.9110 0.20094 1.5500 0.03937 0.1000 0.9100 24.9200 22.9300 36.3800 13.4600 0.8419 0.8186 

8.9550 0.22746 1.5500 0.03937 0.1000 0.9100 31.0200 22.9300 42.4800 19.5600 0.7438 0.7894 

10.0000 0.25400 1.5500 0.03937 0.1000 0.9100 38.3600 22.9300 49.8200 26.9000 0.6661 0.7456 
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Table 6-14 Blade data for case study 1 (Stage 2 – Rotor Row 2 and Stator Row 2) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
2
 

6.1310 0.1557 1.5100 0.0384 0.1000 -0.9300 -15.7100 -23.4300 -27.4200 -4.0000 1.0975 0.8470 

7.0980 0.1803 1.5100 0.0384 0.1000 -0.9300 -20.4700 -23.4300 -32.1800 -8.7600 0.9480 0.8351 

8.0650 0.2049 1.5100 0.0384 0.1000 -0.9300 -25.5600 -23.4300 -37.2700 -13.8500 0.8344 0.8143 

9.0320 0.2294 1.5100 0.0384 0.1000 -0.9300 -31.1200 -23.4300 -42.8300 -19.4100 0.7450 0.7878 

10.0000 0.2540 1.5100 0.0384 0.1000 -0.9300 -37.8000 -23.4300 -49.5100 -26.0900 0.6729 0.7485 

S
ta

to
r0

2
 

6.4200 0.1631 1.5100 0.0384 0.1000 0.9300 15.9400 23.4300 27.6500 4.2300 1.0856 0.8470 

7.3150 0.1858 1.5100 0.0384 0.1000 0.9300 20.4200 23.4300 32.1300 8.7100 0.9528 0.8349 

8.2100 0.2085 1.5100 0.0384 0.1000 0.9300 25.1700 23.4300 36.8800 13.4600 0.8489 0.8152 

9.1050 0.2313 1.5100 0.0384 0.1000 0.9300 30.3200 23.4300 42.0300 18.6100 0.7654 0.7904 

10.0000 0.2540 1.5100 0.0384 0.1000 0.9300 36.3800 23.4300 48.0900 24.6700 0.6969 0.7556 
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Table 6-15 Blade data for case study 1 (Stage 2 – Rotor Row 2 and Stator Row 2) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
2
 

6.1310 0.1557 1.5100 0.0384 0.1000 -0.9300 -15.7100 -23.4300 -27.4200 -4.0000 1.0975 0.8470 

7.0980 0.1803 1.5100 0.0384 0.1000 -0.9300 -20.4700 -23.4300 -32.1800 -8.7600 0.9480 0.8351 

8.0650 0.2049 1.5100 0.0384 0.1000 -0.9300 -25.5600 -23.4300 -37.2700 -13.8500 0.8344 0.8143 

9.0320 0.2294 1.5100 0.0384 0.1000 -0.9300 -31.1200 -23.4300 -42.8300 -19.4100 0.7450 0.7878 

10.0000 0.2540 1.5100 0.0384 0.1000 -0.9300 -37.8000 -23.4300 -49.5100 -26.0900 0.6729 0.7485 

S
ta

to
r0

2
 

6.4200 0.1631 1.5100 0.0384 0.1000 0.9300 15.9400 23.4300 27.6500 4.2300 1.0856 0.8470 

7.3150 0.1858 1.5100 0.0384 0.1000 0.9300 20.4200 23.4300 32.1300 8.7100 0.9528 0.8349 

8.2100 0.2085 1.5100 0.0384 0.1000 0.9300 25.1700 23.4300 36.8800 13.4600 0.8489 0.8152 

9.1050 0.2313 1.5100 0.0384 0.1000 0.9300 30.3200 23.4300 42.0300 18.6100 0.7654 0.7904 

10.0000 0.2540 1.5100 0.0384 0.1000 0.9300 36.3800 23.4300 48.0900 24.6700 0.6969 0.7556 
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Table 6-16 Blade data for case study 1 (Stage 3 – Rotor Row 3 and Stator Row 3) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
3
 

6.6960 0.1701 1.4650 0.0372 0.1000 -0.9500 -17.5100 -23.9300 -29.4700 -5.5500 1.0795 0.8387 

7.5220 0.1911 1.4650 0.0372 0.1000 -0.9500 -21.5500 -23.9300 -33.5100 -9.5900 0.9609 0.8261 

8.3480 0.2120 1.4650 0.0372 0.1000 -0.9500 -25.8100 -23.9300 -37.7700 -13.8500 0.8658 0.8079 

9.1740 0.2330 1.4650 0.0372 0.1000 -0.9500 -30.5100 -23.9300 -42.4700 -18.5500 0.7879 0.7849 

10.0000 0.2540 1.4650 0.0372 0.1000 -0.9500 -35.8600 -23.9300 -47.8200 -23.9000 0.7228 0.7545 

S
ta

to
r0

3
 

6.9520 0.1766 1.4650 0.0372 0.1000 1.0250 17.0600 25.8000 29.9600 4.1600 1.1068 0.8364 

7.7140 0.1959 1.4650 0.0372 0.1000 1.0250 20.9900 25.8000 33.8900 8.0900 0.9975 0.8230 

8.4760 0.2153 1.4650 0.0372 0.1000 1.0250 24.9100 25.8000 37.8100 12.0100 0.9078 0.8060 

9.2380 0.2346 1.4650 0.0372 0.1000 1.0250 29.1600 25.8000 42.0600 16.2600 0.8329 0.7852 

10.0000 0.2540 1.4650 0.0372 0.1000 1.0250 34.4100 25.8000 47.3100 21.5100 0.7694 0.7555 
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Table 6-17 Blade data for case study 1 (Stage 4 – Rotor Row 4 and Stator Row 4) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
4
 

7.1970 0.1828 1.4200 0.0361 0.1000 -1.1100 -18.3600 -27.9200 -32.3200 -4.4000 1.0677 0.8295 

7.8980 0.2006 1.4200 0.0361 0.1000 -1.1100 -21.8500 -27.9200 -35.8100 -7.8900 0.9729 0.8161 

8.5990 0.2184 1.4200 0.0361 0.1000 -1.1100 -25.3600 -27.9200 -39.3200 -11.4000 0.8936 0.8009 

9.3000 0.2362 1.4200 0.0361 0.1000 -1.1100 -29.3400 -27.9200 -43.3000 -15.3800 0.8262 0.7816 

10.0000 0.2540 1.4200 0.0361 0.1000 -1.1100 -33.7100 -27.9200 -47.6700 -19.7500 0.7684 0.7582 

S
ta

to
r0

4
 

7.4240 0.1886 1.4200 0.0361 0.1000 1.1100 18.5700 27.9200 32.5300 4.6100 1.0655 0.8284 

8.0680 0.2049 1.4200 0.0361 0.1000 1.1100 21.8000 27.9200 35.7600 7.8400 0.9804 0.8156 

8.7120 0.2213 1.4200 0.0361 0.1000 1.1100 25.0500 27.9200 39.0100 11.0900 0.9079 0.8013 

9.3560 0.2376 1.4200 0.0361 0.1000 1.1100 28.6900 27.9200 42.6500 14.7300 0.8454 0.7836 

10.0000 0.2540 1.4200 0.0361 0.1000 1.1100 32.6800 27.9200 46.6400 18.7200 0.7910 0.7623 
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Table 6-18 Blade data for case study 1 (Stage 5 – Rotor Row 5 and Stator Row 5) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
5
 

7.6390 0.1940 1.3800 0.0351 0.1000 -1.1200 -19.6100 -28.1700 -33.6900 -5.5300 1.0638 0.8214 

8.2300 0.2090 1.3800 0.0351 0.1000 -1.1200 -22.6000 -28.1700 -36.6800 -8.5200 0.9874 0.8090 

8.8200 0.2240 1.3800 0.0351 0.1000 -1.1200 -25.6100 -28.1700 -39.6900 -11.5300 0.9214 0.7952 

9.4100 0.2390 1.3800 0.0351 0.1000 -1.1200 -28.8200 -28.1700 -42.9000 -14.7400 0.8636 0.7796 

10.0000 0.2540 1.3800 0.0351 0.1000 -1.1200 -32.3400 -28.1700 -46.4200 -18.2600 0.8126 0.7609 

S
ta

to
r0

5
 

7.8380 0.1991 1.3800 0.0351 0.1000 1.1200 19.8200 28.1700 33.9000 5.7400 1.0928 0.8172 

8.3790 0.2128 1.3800 0.0351 0.1000 1.1200 22.6200 28.1700 36.7000 8.5400 1.0223 0.8050 

8.9190 0.2265 1.3800 0.0351 0.1000 1.1200 25.3400 28.1700 39.4200 11.2600 0.9604 0.7924 

9.4600 0.2403 1.3800 0.0351 0.1000 1.1200 28.2700 28.1700 42.3500 14.1900 0.9055 0.7778 

10.0000 0.2540 1.3800 0.0351 0.1000 1.1200 31.4300 28.1700 45.5100 17.3500 0.8566 0.7608 
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Table 6-19 Blade data for case study 1 (Stage 6 – Rotor Row 6 and Stator Row 6) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
6
 

8.0260 0.2039 1.3300 0.0338 0.1000 -1.1200 -20.4900 -28.1700 -34.5700 -6.4100 1.0813 0.8138 

8.5200 0.2164 1.3300 0.0338 0.1000 -1.1200 -22.9700 -28.1700 -37.0500 -8.8900 1.0186 0.8029 

9.0130 0.2289 1.3300 0.0338 0.1000 -1.1200 -25.4100 -28.1700 -39.4900 -11.3300 0.9629 0.7916 

9.5070 0.2415 1.3300 0.0338 0.1000 -1.1200 -28.0000 -28.1700 -42.0800 -13.9200 0.9129 0.7787 

10.0000 0.2540 1.3300 0.0338 0.1000 -1.1200 -30.7300 -28.1700 -44.8100 -16.6500 0.8679 0.7644 

S
ta

to
r0

6
 

8.1990 0.2083 1.3300 0.0338 0.1000 1.2000 19.4300 30.1600 34.5100 4.3500 1.1101 0.8146 

8.6500 0.2197 1.3300 0.0338 0.1000 1.2000 21.7300 30.1600 36.8100 6.6500 1.0523 0.8044 

9.1000 0.2311 1.3300 0.0338 0.1000 1.2000 24.0900 30.1600 39.1700 9.0100 1.0002 0.7932 

9.5500 0.2426 1.3300 0.0338 0.1000 1.2000 26.3600 30.1600 41.4400 11.2800 0.9531 0.7822 

10.0000 0.2540 1.3300 0.0338 0.1000 1.2000 28.9100 30.1600 43.9900 13.8300 0.9102 0.7689 
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Table 6-20 Blade data for case study 1 (Stage 7 – Rotor Row 7 and Stator Row 7) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
7
 

8.3610 0.2124 1.2800 0.0325 0.1000 -1.2800 -20.2800 -32.1400 -36.3500 -4.2100 1.0964 0.8061 

8.7710 0.2228 1.2800 0.0325 0.1000 -1.2800 -22.3200 -32.1400 -38.3900 -6.2500 1.0452 0.7971 

9.1810 0.2332 1.2800 0.0325 0.1000 -1.2800 -24.3200 -32.1400 -40.3900 -8.2500 0.9985 0.7880 

9.5910 0.2436 1.2800 0.0325 0.1000 -1.2800 -26.4300 -32.1400 -42.5000 -10.3600 0.9558 0.7778 

10.0000 0.2540 1.2800 0.0325 0.1000 -1.2800 -28.5800 -32.1400 -44.6500 -12.5100 0.9167 0.7670 

S
ta

to
r0

7
 

8.5080 0.2161 1.2800 0.0325 0.1000 1.2800 20.1800 32.1400 36.2500 4.1100 1.1014 0.8063 

8.8810 0.2256 1.2800 0.0325 0.1000 1.2800 21.8800 32.1400 37.9500 5.8100 1.0552 0.7992 

9.2540 0.2351 1.2800 0.0325 0.1000 1.2800 23.7900 32.1400 39.8600 7.7200 1.0126 0.7901 

9.6270 0.2445 1.2800 0.0325 0.1000 1.2800 25.7100 32.1400 41.7800 9.6400 0.9734 0.7809 

10.0000 0.2540 1.2800 0.0325 0.1000 1.2800 27.6200 32.1400 43.6900 11.5500 0.9371 0.7714 
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Table 6-21 Blade data for case study 1 (Stage 8 – Rotor Row 8 and Stator Row 8) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
8
 

8.6470 0.2196 1.2250 0.0311 0.1000 -1.3000 -20.3100 -32.6400 -36.6300 -3.9900 1.0597 0.8087 

8.9860 0.2282 1.2250 0.0311 0.1000 -1.3000 -21.9600 -32.6400 -38.2800 -5.6400 1.0197 0.8015 

9.3420 0.2373 1.2250 0.0311 0.1000 -1.3000 -23.5200 -32.6400 -39.8400 -7.2000 0.9809 0.7949 

9.6620 0.2454 1.2250 0.0311 0.1000 -1.3000 -25.1600 -32.6400 -41.4800 -8.8400 0.9484 0.7872 

10.0000 0.2540 1.2250 0.0311 0.1000 -1.3000 -26.9400 -32.6400 -43.2600 -10.6200 0.9163 0.7785 

S
ta

to
r0

8
 

8.7710 0.2228 1.2250 0.0311 0.1000 1.3000 20.2200 32.6400 36.5400 3.9000 1.0892 0.8063 

9.0790 0.2306 1.2250 0.0311 0.1000 1.3000 21.7000 32.6400 38.0200 5.3800 1.0522 0.7998 

9.3860 0.2384 1.2250 0.0311 0.1000 1.3000 23.2400 32.6400 39.5600 6.9200 1.0178 0.7927 

9.6930 0.2462 1.2250 0.0311 0.1000 1.3000 24.6700 32.6400 40.9900 8.3500 0.9856 0.7861 

10.0000 0.2540 1.2250 0.0311 0.1000 1.3000 26.1700 32.6400 42.4900 9.8500 0.9553 0.7789 
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Table 6-22 Blade data for case study 1 (Stage 9 – Rotor Row 9 and Stator Row 9) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r0
9
 

8.8850 0.2257 1.1750 0.0298 0.1000 -1.3000 -20.4300 -32.6400 -36.7500 -4.1100 1.0734 0.8064 

9.1640 0.2328 1.1750 0.0298 0.1000 -1.3000 -21.6700 -32.6400 -37.9900 -5.3500 1.0407 0.8013 

9.4430 0.2399 1.1750 0.0298 0.1000 -1.3000 -23.0600 -32.6400 -39.3800 -6.7400 1.0100 0.7948 

9.7220 0.2469 1.1750 0.0298 0.1000 -1.3000 -24.4100 -32.6400 -40.7300 -8.0900 0.9810 0.7886 

10.0000 0.2540 1.1750 0.0298 0.1000 -1.3000 -25.6600 -32.6400 -41.9800 -9.3400 0.9537 0.7829 

S
ta

to
r0

9
 

8.9880 0.2283 1.1750 0.0298 0.1000 1.3000 20.1500 32.6400 36.4700 3.8300 1.1027 0.8054 

9.2410 0.2347 1.1750 0.0298 0.1000 1.3000 21.2600 32.6400 37.5800 4.9400 1.0725 0.8007 

9.4940 0.2411 1.1750 0.0298 0.1000 1.3000 22.4500 32.6400 38.7700 6.1300 1.0440 0.7953 

9.7470 0.2476 1.1750 0.0298 0.1000 1.3000 23.6300 32.6400 39.9500 7.3100 1.0169 0.7899 

10.0000 0.2540 1.1750 0.0298 0.1000 1.3000 24.8100 32.6400 41.1300 8.4900 0.9911 0.7844 
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Table 6-23 Blade data for case study 1 (Stage 10 – Rotor Row 10 and Stator Row 10 & EGV) 

Row Radius Chord t/c Lift Coefficient Stagger 

Angle 

Camber 

Angle 

Metal Angles c/s o/s 

     
l0C

 
    i  e  

  

in m in m         

R
o
to

r1
0
 

9.0850 0.2308 1.1200 0.0284 0.1000 -1.3000 -20.2900 -32.6400 -36.6100 -3.9700 1.0988 0.8049 

9.3140 0.2366 1.1200 0.0284 0.1000 -1.3000 -21.2400 -32.6400 -37.5600 -4.9200 1.0717 0.8009 

9.5430 0.2424 1.1200 0.0284 0.1000 -1.3000 -22.3100 -32.6400 -38.6300 -5.9900 1.0460 0.7961 

9.7720 0.2482 1.1200 0.0284 0.1000 -1.3000 -23.4100 -32.6400 -39.7300 -7.0900 1.0215 0.7910 

10.0000 0.2540 1.1200 0.0284 0.1000 -1.3000 -24.4600 -32.6400 -40.7800 -8.1400 0.9982 0.7861 

S
ta

to
r1

0
 

9.1740 0.2330 1.1200 0.0284 0.1000 1.3000 19.6700 32.6400 35.9900 3.3500 1.1464 0.8044 

9.3810 0.2383 1.1200 0.0284 0.1000 1.3000 20.6100 32.6400 36.9300 4.2900 1.1211 0.8003 

9.5870 0.2435 1.1200 0.0284 0.1000 1.3000 21.4700 32.6400 37.7900 5.1500 1.0970 0.7966 

9.7940 0.2488 1.1200 0.0284 0.1000 1.3000 22.4500 32.6400 38.7700 6.1300 1.0738 0.7921 

10.0000 0.2540 1.1200 0.0284 0.1000 1.3000 23.3800 32.6400 39.7000 7.0600 1.0517 0.7877 

E
G

V
 

9.2620 0.2353 1.1200 0.0284 0.1000 0.6600 5.0000 16.6500 13.3300 -3.3300 1.1355 0.8815 

9.3810 0.2383 1.1200 0.0284 0.1000 0.6600 5.0000 16.6500 13.3300 -3.3300 1.1211 0.8830 

9.5870 0.2435 1.1200 0.0284 0.1000 0.6600 5.0000 16.6500 13.3300 -3.3300 1.0970 0.8854 

9.7940 0.2488 1.1200 0.0284 0.1000 0.6600 5.0000 16.6500 13.3300 -3.3300 1.0738 0.8878 

10.0000 0.2540 1.1200 0.0284 0.1000 0.6600 5.0000 16.6500 13.3300 -3.3300 1.0517 0.8900 
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 Performance characterization terminology and definition 

In describing the compressor performance a number of new parameters not covered 

earlier needed to be used and the same are introduced here. The foremost being the pressure rise 

ratio more commonly known as the pressure ratio. The pressure ratio as defined using the 

absolute total pressures: 

 tae

tai

P
PR

P
  (6.66) 

The pressure rise ratio can be defined for the compressor or for individual stages, but the 

definition remains the same. On similar lines the temperature rise ratio can be defined as: 

 tae

tai

T
TR

T
  (6.67) 

The adiabatic efficiency of the compressor is defined as the ratio of the ideal work per 

unit mass to the actual work per unit mass between the same total pressures and is given by:  

 taeisen tai

tae tai

H H

H H






 (6.68) 

For this work during the evaluation of the efficiency, it was assumed that the gas was 

calorically perfect. This allowed a simplified model for determining the efficiency and the 

isentropic enthalpy need not be tracked from stage to stage. With the assumption of calorically 

perfect gas, equation (6.68) becomes: 

 

1

1

1

PR

TR













 (6.69) 

The work required per stage was determined from: 

  stage tae tai stage
Work H H   (6.70) 

The total work required per stage was then determined from: 

 
1

last

total stage

stage

Work Work


   (6.71) 

The degree of reaction ( cR ) is defined as the ratio of the static enthalpy rise across the 

rotor to the static enthalpy rise across the stage. 
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 

 
se si rotor

c

se si stage

h h
R

h h





 (6.72) 

The flow coefficient is defined as the ratio of the axial velocity to the rotor tangential 

velocity: 

 mC

U
   (6.73) 

The stage loading coefficient is defined as the ratio of the stage work to the square of the 

rotor tangential velocity: 

 
 

2

tae tai stage
H H

U



  (6.74) 
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 Evaluation-1: Isentropic Performance evaluation at 100% speed 

The first evaluation study illustrated an isentropic solution done at 9959 rpm which 

corresponds to 100% of the design speed. An isentropic solution is a solution with no losses 

across the compressor and indicates the maximum possible pressure rise across the compressor 

or the minimum work required. It provided a framework to examine the influence of different 

losses in the compressor.  

Table 6-24 Test data at 100% design speed (9959 rpm) 

Mass flow rate PR EFF 

lb/s kg/s  

53.700 24.380 7.640 0.828 

54.800 24.879 7.350 0.838 

55.200 25.061 6.970 0.831 

55.800 25.333 6.750 0.826 

55.900 25.379 6.560 0.825 

56.000 25.424 6.240 0.810 

56.100 25.469 5.560 0.771 

To determine which flow rates would be examined, the test data at 9959 rpm shown in 

Table 6-24 was first examined. The flow rates varied from 53.70 lb/s to 56.10 lb/s. Thus, 

evaluations were done for flow rates ranging from 53.5 lb/s to 56.5 at regular intervals of 0.5 

lb/s. Evaluations always commenced from the largest flow (near choke) to the smallest flow 

(surge). If for a pre-determined mass flow rate choke was encountered then that data point was 

dropped from the solution presentation. 

It may be recalled from the mathematical model that system closure was obtained by 

specifying the exit flow angle. The exit flow angle is a function of the blade exit angle and an 

angle of deviation which is the function of the flow characteristics such as the angle of incidence 

and the blade geometry. In an isentropic solution the case where the flow angle at exit 

corresponded with the blade exit angle i.e. with zero deviation was first examined. Next, the 

influence of the flow angle models on the solution was evaluated. The results of the same are 

presented in Figure 6-4 along with the test data. 
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Figure 6-4 Pressure ratio vs. mass flow rate for 9959 rpm-Evaluation 1 

The isentropic solution with exit flow angles corresponding with the exit blade metal 

angles is identified as “Isentropic-Blade Angles” in the Figure 6-4 while the solution that uses 

the exit flow angle model is identified as “Isentropic-Exit Flow Angle Model”. It is apparent 

from the Figure 6-4 that the highest theoretical pressure ratios were achieved if the exit deviation 

was set to zero. The pressure ratio varied from 26.5 to 28 over the range of flow rates examined. 

However, this is approximately four times the pressure ratios measured during testing. By 

incorporating the flow angle model the pressure ratio dropped significantly, though it still was 

about twice the test data. It can be inferred from the above that a well described exit flow angle 

model can substantially improve model correlation with actual performance. It can also been 

seen from the Figure 6-4 the pressure ratio continuously drops with increasing flow rate. This 

trend is absolutely in congruence with the actual compressor performance. However, it is 

noteworthy that test data exhibits a drooping characteristic while the isentropic solutions are 

fairly flat. As a matter of fact, a linear curve was very easily fitted for the isentropic solutions in 

the Figure 6-4 since the data was flat. Further improvements to the modeled data can now be 

accomplished only with the loss characterization model. 
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For generating the data set in Figure 6-4 a swirl angle of 29° was used. The inlet swirl 

data was not found in the literature and hence it was iteratively determined to best correspond the 

test data. The next evaluation discusses the influence of inlet swirl angle on the solution. 

 Evaluation-2: Influence of inlet swirl angle 

This study was also done for 100% design speed. The isentropic case with the flow angle 

model was used for this study.  

 

Figure 6-5 Pressure ratio vs. mass flow rate for 9959 rpm with varying inlet swirl 

Figure 6-5 shows the performance curves for four different inlet swirl angles. It can be 

seen that with increasing swirl the pressure ratio decreased. But most importantly the flow 

characteristic also started to have a more drooping trend. A second order polynomial was fitted 

as the trend line for swirl angle of 36° with a R
2
 value of 1 whereas a linear fit resulted in a R

2
 

value of 0.977. The second order curve fit is the one shown in the Figure 6-5 for the swirl angle 

of 36°. The 29° and 36° swirl angle solutions were closer to the tested data set and were thus 

used further in the models with loss characterization and the other two swirl angles were 

dropped. 
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 Evalution-3: Performance evaluation with losses at 9959 rpm 

In the compressor loss modeling chapter it was indicated that the coefficients 1K
 
and 

2K

were performance loss model constants. Lieblien (1959) presented these coefficients as 0.004 

and 1.0 respectively. However, Aungier (2003) reported greater success using the values 0.004 

and 4.0 respectively for the two constants. In this evaluation, Aungier’s proposed coefficients 

have been used. 

 

Figure 6-6 Pressure ratio vs. mass flow rate for 9959 rpm with losses and two inlet swirls 

In the Figure 6-6 the pressure ratio versus flow rate has been plotted for swirl angles of 

29° and 36° along with the test data. It is seen that the generalized loss model implemented here 

works very effectively. The curve for 36° swirl provided a better representation of the test data 

although it provided a slightly higher prediction. 
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Figure 6-7 Efficiency vs. mass flow rate for 9959 rpm with losses and two inlet swirls 

Figure 6-7 a comparison of the efficiency versus mass flow rate data for the 29° and 36° 

swirl angles along with the test data is done. The efficiency data for the 29° swirl angle case 

shows an increasing trend. On the contrary the 36° swirl angle case seems to follow the same 

trend as the test data except that it over predicts. It is apparent from the investigation so far that 

the 36° inlet swirl angle is best suited to characterize the performance, although there is some 

level of over-prediction. It is intuitive from the discussion above that using an inlet swirl of 36° 

would provide a good fit for the data. However, it was observed from tracking the stage 

performance data that the pressure rise in the first stage rotor for all the flow rates varied from 

1.030 to 1.045. Consequently, stage efficiencies were of the order of 50%. When the same data 

for 29° swirl angle case was examined it was found that the pressure rise was about 1.12 to 1.14 

with the first stage efficiency around 90% or higher. This was the case with smaller swirl angles. 

It was observed that larger the swirl angle the lower was the first stage performance. The drop in 

first stage performance was marginal up to 29° but then a rapid deterioration of performance was 

observed. Thus, the 36° inlet swirl angle was abandoned and 29° was used for further evaluation. 
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 Evalution-3: Performance evaluation with losses at 9959 rpm and aerodynamic 

blockage factor 

 

Figure 6-8 Pressure ratio versus mass flow rate at 9959 with 1 0.006K   (9959-A) 

It has been presented earlier that the model constants 1K
 
and 2K  could be varied for 

determining improved correlation with test data. In this evaluation model constant 1K  was set to 

0.006 and the case study is labeled as 9959-A. A detailed analysis on the influence of model 

constants is presented later. Further, since all the analysis was done in SI units it was 

inconvenient to run the analysis at steps of 0.5 lb/s. Hence, the analysis was commenced from a 

flow rate of 27.5 kg/s and continued to 24 kg/s at intervals of 0.25 kg/s. This change does not 

alter the analysis but makes it more reasonable to understand and track in SI units. Figure 6-8 

shows the pressure rise performance data.  
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Figure 6-9 Pressure ratio versus mass flow rate with surge indicated for case 9959-A 

At 27.5 kg/s choke was encountered and same was the case at 27.25 kg/s. Thus, these two 

data points are missing in the Figure 6-8. The first solution was obtained at 27.1 kg/s. From there 

on a continuously rising performance was observed till 26.00 kg/s after which the curve was flat. 

Subsequently, there was another set of data points from 25.5 kg/s but a discontinuity in the trend 

was observed. The primary surge criterion is to terminate the performance curve where the 

derivative of the curve tends to zero. Figure 6-9 demonstrates a curve plotted through the data set 

from choke (27.2 kg/s) to surge (25.75 kg/s). Furthermore, a comparison with the test data 

showed that the modeled data was shifted to the right.  
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Figure 6-10 Blockage factor Aungier (2008) 

Aungier (2003) and Veres (2009) indicate the use of aerodynamic blockage in their 

models. Aerodynamic blockage is an area correction factor and Aungier’s proposed correction 

coefficients are presented graphically Figure 6-10. The graph helps demonstrate that the 

blockage factor value reduces as we traverse downstream which essentially means that the 

aerodynamic blockage increases or the annulus area that can be used for flow calculation 

reduces. The performance analysis of 9959-A was repeated with the blockage correction and the 

evaluation study is labeled as case 9959-B. 

The analysis results are plotted in Figure 6-11. At the outset it is observed that the 

performance shifts left by including the aerodynamic blockage. This provides a significant 

improvement over the 9959-A evaluation when compared with the test data.  A consequence of 

the plot shifting left is that choked flow is found at lower flow rate of 26.2 kg/s. Further, as 

before the surge is determined using the surge criterion of the derivative of curve tending to zero 

which results in the curve being terminated at a flow rate between 24.25 kg/s and 24.5 kg/s. The 

tested data surge is at 24.3 kg/s and thus the surge prediction by the model seems to be consistent 

with the test data.  
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Figure 6-11 Pressure ratio versus mass flow rate with surge indicated for case 9959-A and 

9959-B 

 The exact performance profile does not match completely with the test data. The goal of 

this study is not to specifically develop correlations for a particular machine rather it is to 

develop a generalized algorithm for performance modeling and understand the influence of loss 

models and the influence of some of the modifications that can be made to the machine. A 

performance analysis is incomplete without presenting the efficiency data against the flow rate. 

Data is plotted for the case 9959-A (without blockage model), 9959-B (with blockage model) 

and test data. The modeled data in both 9959-A and 9959-B exhibit satisfactory profile i.e., a 

continuously rising trend from surge reaching a maximum followed by a dropping characteristic 

to choke. The modeled data is shifted to the right as compared to the test data but that was 

already seen in the pressure ratio curve. 
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Figure 6-12 Efficiency versus mass flow rate for case 9959-A and 9959-B 

 Evalution-4: Understanding the influence of changing stagger angle 

In a compressor the stagger angle of the stator blades can be changed to modify its 

performance. Thus, a performance analysis tool should be able to determine what the influence 

of such a modification would be. Using CTOOMCOMP1DPERF it is possible to accomplish 

that. As the next case study, the blade stagger angles of all the stator blades were changed by 

+1°, +2°, -1°, and -2°.  Evaluation was carried out for mass flow rates from 24.25 kg/s to 26.2 

kg/s since these were the original surge and choke limits. All of the data including the original 

case are plotted in Figure 6-13 and Figure 6-14. 
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Figure 6-13 Pressure ratio versus mass flow rate for 5 different stagger angles (9959 rpm) 

 

Figure 6-14 Efficiency versus mass flow rate for 5 different stagger angles (9959 rpm) 

  It can be seen that as a result of increasing the stagger angle the performance curve 

shifts to the left. The choked flow values are lesser than that of the original case and it is likely 

that the surge point also shifts to the left but is not known clearly since additional data point 
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beyond 24.25 kg/s was not run. However, observing the curve profile (Line segments to join the 

data points were used to establish the curve profile) it is very evident that the surge point would 

definitely shift to the left especially for the +2° stagger case which exhibits a rising 

characteristic. On the contrary, decreasing the stagger angle shifts the curve to the right. It is seen 

that the surge point was reached for the -2° and -1° cases while the choke condition was still not 

attained. This is further clear on the efficiency plot (Figure 6-14) where it can be seen that the 

efficiency curve shows a rising trend and the drooping part of the efficiency curve is not yet 

achieved for the cases where stagger angle was increased. On the efficiency plot a polynomial 

curve fit was used for the 9959-Original stagger case, while the remaining curves were not trend 

lines. 

 Evalution-5: Modeling the clearance losses 

The effect of clearance losses is intuitive. Increased clearances during operation will 

increase the pressure drop and reduce efficiency. Using CTOOMCOMP1DPERF one can 

quantify the loss. In this evaluation study a baseline case was first established with zero 

clearance loss and then three different clearances were examined, the original clearance, three 

times the original clearance and eight times the original clearance.  

 

Figure 6-15 Pressure ratio versus mass flow rate for 4 different clearances (9959 rpm) 
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Figure 6-15 and Figure 6-16 present the performance characteristic of the compressor 

with different clearances. It was observed that with increasing clearances both the pressure ratio 

and the compressor efficiency dropped. Increased clearances are the most common occurrence 

during operation of the machine and loss in compressor performance influences the CT system 

on the whole increasing the fuel consumption. From an operational standpoint, the choice is to 

change the tip seals which would require opening the machine. Alternately, the machine can be 

re-staggered (change the stagger angle of the stator rows). This is usually accomplished without 

opening the machine as these machines usually have a built-in linkage mechanism to change the 

stagger angle. The fundamental question is the extent of re-staggering and 

CTOOMCOMP1DPERF can be used to evaluate that. A wider variety of re-staggering 

combinations can be evaluated using this tool which would allow the machine operator to 

recover lost performance. 

 

Figure 6-16 Efficiency versus mass flow rate for 4 different clearances (9959 rpm) 

So far, all evaluations were done at 100% design speed with a blockage factor proposed 

by Aungier the performance evaluation constant 1K
 
 set to 0.006. The influence of changing this 

constant was examined and is presented next. 
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 Evalution-6: Performance evaluation with losses at 9959 rpm and modified model 

constant 1K  

 

Figure 6-17 Pressure ratio vs. mass flow rate for 9959 rpm with two different values of 1K  

Figure 6-17 and Figure 6-18 present the performance characteristics at 100% design 

speed (9959 rpm) for 1 0.005K 
 
and 1 0.006K  . It is observed that increasing the coefficient 

reduces the pressure ratio and the efficiency. This part is rather intuitive from the way the model 

is set up. It was observed that changing the constant had an impact on the surge and choke flow 

points i.e., the curve shifted to the left with increasing value of 1K . Thus, the effect of changing 

the constant is not linear. If it were then the curve would have simply shifted below. This is 

because the constant influences not only the design loss coefficient directly but also the off-

design loss coefficient which is a polynomial function of the design loss coefficient. 
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Furthermore, a small change in the off-design loss coefficient value influences the subsequent 

stage incidence angles and thereafter there are a multitude of parameters that influence the loss 

calculation. Thus, we see a shift in the performance curve.  

 

Figure 6-18 Efficiency vs. mass flow rate for 9959 rpm with two different values of 1K  
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 Evalution-7: Performance evaluation with losses at 8963 rpm and 7967 rpm  

 

Figure 6-19 Pressure ratio vs. mass flow rate for 8963 rpm with three different values of 1K  

Figure 6-18 and Figure 6-19 present the performance characteristics at 80% design speed 

(8963 rpm) for 1 0.004K  , 1 0.005K 
 
and 1 0.006K   along with the test data. It can be seen 

that 1 0.004K   provided the best correlation as far as the pressure ratio curve was concerned 

and increasing the coefficient only degraded the performance. The modeled efficiencies were 

comparable to the test data with a slight over prediction for 1 0.004K   while using 1 0.005K 

and 1 0.006K   led to under-prediction. For the curve with 1 0.006K   the points used to 

represent the performance were connected using line segments while the three data points 

beyond the surge point are also shown simply to provide an understanding of how surge was 
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determined using the surge criterion. The same philosophy was used for the other modeled data 

as well but the details are not indicated.  

 

Figure 6-20 Efficiency vs. mass flow rate for 8963 rpm with three different values of 1K  

A similar treatment was done for the final speed line at 80% of the performance (7967 

rpm). The 1K
 
values chosen were 0.005, 0.006, and 0.007. The choice of the constants was to try 

and get the best possible fit with test data. Figure 6-21 and Figure 6-22 show that the modeled 

data over predicts the performance and larger constants probably would provide better fit.  
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Figure 6-21 Pressure ratio vs. mass flow rate for 7967 rpm with three different values of 1K  
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Figure 6-22 Efficiency vs. mass flow rate for 7967 rpm with three different values of 1K  
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 Compressor performance map 

 

Figure 6-23 Compressor performance map (Pressure ratio versus mass flow rate) 

 

Figure 6-24 Compressor performance map (Pressure ratio versus mass flow rate) 

Figure 6-23 and Figure 6-24 show the compressor performance map for the 10 stage 

compressor along with the tested performance data. The modeled data provides a fair correlation 

with the tested data. Undoubtedly, model improvements can be made by examining some of the 

models in greater detail or adding newer models. Some of the models not implemented here are  

the Reynolds number correction and the shock loss models. Furthermore, the value of the 

constant 2K  can be modeled separately using Howell’s (Howell, 1942, 1945) secondary flow 
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drag coefficient model presented as a function of the blade height, the blade solidity and the inlet 

and exit flow angles. 

 Detailed performance data 

Table 6-25 Row by row performance data at 26 kg/s 

Row PR TR EFF 

1 1.099 1.031 0.884 

2 1.087 1.031 0.783 

3 1.303 1.089 0.885 

4 1.290 1.089 0.851 

5 1.559 1.153 0.886 

6 1.543 1.153 0.864 

7 1.921 1.231 0.888 

8 1.899 1.231 0.871 

9 2.366 1.315 0.887 

10 2.339 1.315 0.874 

11 2.908 1.403 0.885 

12 2.872 1.403 0.872 

13 3.622 1.506 0.879 

14 3.558 1.505 0.865 

15 4.490 1.616 0.870 

16 4.406 1.616 0.857 

17 5.512 1.730 0.861 

18 5.404 1.730 0.849 

19 6.710 1.848 0.852 

20 6.566 1.848 0.839 

Overall 6.566 1.848 0.839 

Total 

Power 

6467 kW 

 

Table 6-25 presents the row by row performance data for the data point at 26 kg/s. The 

pressure rise ratio (PR) and temperature rise ratio (TR) are measured with reference to the inlet 

total conditions. Across the first stage rotor there is a pressure rise and a temperature rise. There 

is no total temperature rise across the stator so that remains the same as seen in the table. And on 

account of the loss model there is a drop in the pressure rise computed across rows 1 and 2 as 

compared to the rise computed across row one alone. This pattern is reflected right through each 
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and every stage of the compressor. The efficiency value also reflects the same trend. The overall 

characteristics along with total power required are also documented. 

Table 6-26 Stage by stage performance data at 26 kg/s 

Stage     
cR  

1 0.9217 0.2127 0.1966 

2 0.9222 0.3669 0.5093 

3 0.8955 0.3787 0.5013 

4 0.8786 0.4383 0.5113 

5 0.8578 0.4460 0.5176 

6 0.8539 0.4539 0.5093 

7 0.8637 0.5070 0.5039 

8 0.8842 0.5333 0.5159 

9 0.9174 0.5401 0.5217 

10 0.9731 0.5514 0.5382 

 

Table 6-26 presents the stage performance parameters the flow coefficient  , the stage 

loading coefficient   and the degree of reaction cR . These are important parameters from the 

design standpoint and the knowledge of this would help in making judicious choices while trying 

to evaluate different modification case scenarios. Furthermore, these are included in the code 

since some minor alterations to the code can make it run in design mode and then these 

parameters are usually applied as constraints during design. As an example, it is seen that the 

degree of reaction cR  for the first stage is very low while for the remaining stages it is about 0.5. 

The degree of reaction is the measure of the distribution of flow diffusion between the rotor and 

stator and a value of 0.5 means that the rotor and stator rows will “share the burden” of 

increasing enthalpy of the flow. Thus, when utilizing the code to evaluate the performance by 

making changes to the stagger angle, the stagger angle could be changed in a manner that the 

degree of reaction for the first stage is 0.5.   
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 Turbine case study  

A one stage axial turbine case study was performed. The turbine geometry selected was 

available from Ainley & Matheison (1951). Table 6-27, Table 6-28, Table 6-29 provide the 

necessary input parameters required for the analysis. 

Table 6-27 Turbine station Geometry 

Station Number Hub Radius (  h jr Z ) Tip Radius (  t jr Z ) 

 in m in m 

1 9.50 0.12065 13.00 0.16510 

2 9.50 0.12065 13.00 0.16510 

3 9.50 0.12065 13.00 0.16510 

 

Table 6-28 Turbine blade data for case study (Stage 1 – Stator Row 1 and Rotor Row 1) 

Row No. of blades t

c
 et

s
 

h


 

Stator01 36 0.20 0.02 0.0000 

Rotor01 50 0.15 0.01 0.01715 

 

 

Table 6-29 Turbine blade data for case study (Stage 1 – Stator Row 1 and Rotor Row 1) 

Row Radius Chord Metal Angle s

c
 

o

s
 

    
i  e  

  

in m in m     

Stator01 5.6250 0.14287 1.3300 0.033782 0.0000 70.0000 0.7390 0.4370 

Rotor01 5.6250 0.14287 0.9500 0.02413 -36.0000 -53.1100 0.7490 0.6280 
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The Ainley-Matheison performance data was available for a rotational speed of 14427 

rpm. For this particular study, this speed was considered as 100% speed and thus to generate the 

map two more additional speeds at 93% and 107% were generated. Data for these two speeds 

were not available in the Ainley-Matheison performance information. Figure 6-25 and Figure 

6-26 provide the turbine performance map data for the flow rates against pressure ratio and 

efficiency respectively. The choked flow condition was at the flow rate 5.25 kg/s. This was 

iteratively determined as for the compressor where the slope of the pressure ratio vs. flow rate 

curve is infinity. The efficiency is modeled as: 

 
1

1

1

t

TR

PR













 (6.75) 

Figure 6-27 and Figure 6-28 show the same plots as Figure 6-25 and Figure 6-26 with the 

Ainley-Matheison data plotted along with the data from the current work. It can be seen that the 

pressure ratio curve is shifted to the left as compared to the data modeled in this work. The other 

difference was that the efficiency values were significantly higher. The difference in the pressure 

ratio curve is an artifact of the incidence angle. Thus, incidence angles calculated by 

CTOOM1DTURBPERF were different from those computed by Ainley and Matheison. The 

difference in the efficiency values were an artifact of both incidence angles and the fluid model 

used. For this analysis the fluid used is air and thus the value of  for the performance evaluation 

is 1.4.  
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Figure 6-25 Turbine performance map [Flow rate vs. pressure ratio] 

 

Figure 6-26 Turbine performance map [Efficiency vs. pressure ratio] 
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Figure 6-27 Turbine performance map [Flow rate vs. pressure ratio] 

 

Figure 6-28 Turbine performance map [Efficiency vs. pressure ratio] 
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This differs significantly from the Ainley-Matheison data where the value of  is 1.33. If 

the value of  would be changed from 1.4 to 1.33 then the values of the efficiency would be 

significantly higher in the range of 0.89 as against 0.81 as seen in Figure 6-26. However, this 

would inconsistent with the enthalpy and entropy evaluations which were done for air as the 

working fluid and thus was not pursued with. The goal of this work was not to necessarily 

reproduce Ainley-Matheison’s data using their algorithm of an ideal gas fluid with constant 

properties. This was already done as an initial investigation by Sengupta, et al. (2008). The goal 

here was to improve that model using real fluids and use a property calculation package. 

Uncertainty analysis as carried out for the system level solution was not done for the 

component level models. The primary reason being that generalized loss models were used to 

capture the essence of pressure loss in the machines. Since the losses were not machine specific 

uncertainty analysis was not deemed as a reasonable exercise. However, once the models are 

calibrated against machine specific data-set, it would be useful to consider a detailed uncertainty 

analysis for the developed model. 

 Integration of the component models with the system model 

The optimization model CTOOM-OPTIMIZE is essentially a thermodynamic model. The 

advantages of such a model were that a more general purpose model could be established and an 

efficient algorithm could be developed. This will allow the user to focus on the optimization 

decision variables and its influence on the system rather than on the more intricate details of the 

components. However, the thermodynamic modeling approach has its shortcomings. As an 

example, the speed of the compressor and the turbine are not system variables. Thus, from the 

optimization model, in its current form alone, it is impossible to determine what speed the 

machine is operating at. Speed is an important variable since speed control can be used to alter 

the operating point of the CT rotating components. Thus, integrating the individual component 

models established in this work would effectively mitigate some of the shortcomings of the 

thermodynamic system model. However, it should be recalled that once that is accomplished 

then the system becomes machine specific and the elegance of using the optimization model for 

evaluating different case studies is lost. As an illustration of the same, it can be seen from the 

compressor map that the flow rates for the compressor that was modeled varies from 17 kg/s to 

26.5 kg/s, i.e. from the surge to choke. Thus, if this component model was tightly integrated into 
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the system level model, then any air flow rates outside the specified range would not be suitable 

any longer for doing a system level evaluation. Therefore, integrating the components would be 

counterproductive to having a general purpose optimization tool. Though, there are advantages 

of having an integrated tool-kit the loss of generality could be a reason to sacrifice the direct 

integration. Instead, the information established from the optimization model can be then used in 

conjunction with the component maps to determine component level modifications necessary to 

meet the optimal system variables. The other challenge in the system level integration was that 

the turbine model established here was for a one stage turbine with a flow rate of around 3 kg/s. 

Since the compressor and the turbine do not have similar operating regimes a direct integration 

of the component models was not feasible in any case. The alternative choice was to integrate 

either the compressor model or the turbine model. At the outset, it would seem more plausible to 

integrate the compressor model since the system level air flow rate falls within the compressor 

operating regime. However, as other components such as the turbine cannot be integrated into 

the system therefore partial integration of components into the system level model would not add 

value to this work. Hence the same was not pursued with. 

On the contrary, the information obtained from executing the optimization model can be 

used in conjunction with machine specific maps to determine component level modifications that 

can be done to meet optimal operating conditions. As an illustration of the same, the optimal 

values obtained for the compressor pressure ratio in the system level case studies Modification 2 

and 5 were examined for determining suitable re-staggering of the compressor stator vanes. It 

can be seen between Modification-2 and Modification-5 that the optimal value of the compressor 

pressure ratio changes from 6.56 to 6.95. These are the required optimal pressure ratios. 

However, for the compressor to operate at a different pressure ratio it should be accompanied by 

a change in either the flow rate or speed. But, if both have to be retained then the other standard 

practice is to change the compressor stator stagger angle setting. This is known as compressor re-

staggering.  



163 

 

 

Figure 6-29 Re-staggering of compressor stator vanes to meet optimal pressure ratio 

This is illustrated in the Figure 6-29 where the pressure ratio of Modification-2 and 

Modification-5 are plotted on the stagger angle graph. It can be seen that the pressure ratio for 

Modification-2 is at a compressor stator stagger angle of -1° while a change form that pressure 

ratio to the pressure ratio of Modification-5 would require changing the stagger angle to -2°. This 

demonstrated that the CTOOM-OPTIMIZE model in conjunction with the compressor 

component model CTOOMCOMP1DPERF can be used as a comprehensive tool to determine 

modifications in the compressor that could meet the requirement of optimal decision variable 

values. This also precludes the need for integrating individual components into the system.  
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Chapter 7 - Summary, conclusions and future work  

 Summary and Conclusions  

o A combustion turbine operation and optimization model was successfully 

developed in this dissertation. It included a system level optimization model and 

two component level models for compressor and turbine.  

o The system level optimization model that can examine power boosting and 

emission control technologies in concert with a degradation recovery model is the 

primary contribution of this work.  

o The system level model can be used to determine optimal values of decision 

variable that should be used to minimize the operational costs and control both the 

emissions and the degradation within user defined limits. 

o The system level model was developed for a cogeneration system as outlined in 

the classical CGAM problem. However, the objective function was modified to 

include the cost of emissions. It was seen this modification significantly increased 

the total operational cost rate of the system. The objective function was also 

modified to separate the capital and maintenance costs which allowed 

incorporating a degradation recovery model. 

o Based on the cost coefficients used, it was demonstrated that the increased 

frequency of online washing had minimal impact on the operating costs of the 

system. 

o Again, based on the cost coefficients used in the model, it was seen that there was 

not a significant difference in the operating costs between the use of steam 

injection against inlet air cooling for power boosting. However, some of the other 

decision variables such as the compressor pressure ratio changed substantially. 

o The influence of controlling NOx within user defined limits was studied and the 

results showed that, though the fuel costs remained nearly the same, other 

decision variables changed significantly. 

o It was demonstrated that the results obtained from this thermodynamic 

optimization model could be used in a comprehensive component model to 
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determine the level of re-staggering that could meet duty conditions for optimal 

performance. 

o The optimization model was developed in MS Excel. The optimization model 

used the commercially available What’s Best solver that uses the generalized 

gradient based search algorithm. 

o The component models for the compressor and the turbine used a mean-line aero-

thermodynamic evaluation scheme. Loss models as available in the open literature 

were incorporated. The loss models used in this algorithm were obtained from 

low speed cascade testing and are not specific to any original equipment 

manufacturer (OEM) compressor or turbine. However, the use of influence 

coefficients in the loss models will allow calibration of the model against specific 

machines (compressors and turbines) in the future. 

 Fortran 90 was used as the programming language for the component 

models which allowed simpler techniques of passing variable information 

from the main program to the subroutines.  

 The program architecture was set up such that the loss models were 

independent of the main program. This allows the use of user defined loss 

models with minimal change to the solution scheme. 

o The system level optimization model and the component models were validated 

against data available in the open literature and showed good agreement- less that 

1% when compared to the CGAM solution. 

 Future work  

o Some of the loss models in open literature such as shock losses, secondary flow 

drag loss coefficient characterization, and Reynolds number correction need to be 

implemented in the compressor model. 

o The turbine loss characterization was done using the classical Ainley-Mathieson 

Dunham-Came correlations and lack of machine configuration in open literature 

did not allow exhaustive validation. The turbine model validation against tested 

data is left for future work. 
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o A combustor model with chemical kinetics and reaction chemistry is not included 

in this work, but can be incorporated in the future to complement the compressor 

and turbine models. 

o The current implementation of the system level degradation model has an 

economic model that should be connected to the degradation parameters. This 

economic model is a very basic model based on assumptions and limited data 

available in the open literature. This  can be further improved by doing a more 

exhaustive analysis of different combustion turbines and quantifying the 

economic costs of degradation.  
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Appendix A - Uncertainty analysis 

Equation Chapter  1 Section 1 

The effect of uncertainty in input data on output variables in the model was examined and 

is presented here. The underlying concept as in any experimental uncertainty determination was 

used. Kline and McClintock (1953) provide a means of determining the uncertainty in calculated 

variables due to uncertainty in measured variables. For the general relation, 

  1 2, , ij j X X X  (A.1) 

The uncertainty (
jU ) is expressed as: 

 
1 2

1 2
ij X X X

i

j j j
U U U U

X X X

  
  

  
 (A.2) 

As an example, the pressure ratio of the compressor cPR is given by: 

 2

1

c

P
PR

P
  (A.3) 

If the uncertainty in the inlet pressure is 
1PU and the uncertainty in the exit pressure is 

2PU

then the uncertainty in the evaluated quantity cPR is given by: 
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PR P P
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 (A.4) 

Where, 2

2

1 1

cPR P

P P


 


 (A.5) 

 
2 1

1cPR

P P





 (A.6) 

The uncertainty of three input variables i.e., mass of air, pressure, and temperature were 

obtained from those presented in Grauer (2010). The uncertainties in the remaining variables 

were assumed to ensure the computations. It should be understood that the goal here was to only 

study the influence of uncertainty of input variables on the output variables and obtain an 

estimate of the propagation of the uncertainty and thus reasonable assumptions can be made for 

variables whose uncertainty is not readily available. Furthermore, for simplicity in estimation of 

uncertainty the mathematical model used for benchmarking against the CGAM problem was 

used. The mathematical model was called CTOOM-OPTIMIZE IDEAL and it used constant 
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specific heats for the development of the model. This provided closed form equations for each 

output variable which were more amenable to the analytical calculus procedures. 

 

Table A-1 Uncertainty in the calculated variable due to uncertainty in the input variables 

Input Variable Uncertainty (%)  Calculated Variable Uncertainty (%)  

am  ±1.70 
fm  ±0.18 

1P  ±0.10 
sm  ±1.71 

CPR  ±0.14 
wm  ±1.71 

CCPR  ±0.14 
2P  ±0.14 

&G PTPR  ±0.14 
2T  ±0.09 

C  ±0.01 
3P  ±0.14 

&G PT  ±0.01 
4P  ±0.14 

0T  ±0.08 
5T  ±0.09 

1T  ±0.08 
6T  ±0.14 

3T  ±0.08 
7T  ±0.52 

4T  ±0.08 
7PT  ±0.08 

8T  ±0.08 
evaQ  ±1.71 

9T  ±0.08 
ecoQ  ±1.71 

steaminjectm  ±5.00 
APHLMTD  ±0.88 

onlinewashingf  ±4.00 
ECOLMTD  ±1.71 

  
EVALMTD  ±0.98 

  
CW

 
±1.71 

  
GPTW

 
±1.69 

  
systemW

 
±2.40 

  
CC  ±2.33 

  
CCC  ±2.98 
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Input Variable Uncertainty (%)  Calculated Variable Uncertainty (%)  

  
APHC  ±1.95 

  
&G PTC  ±2.17 

  
HRSGC  ±0.96 

  
tC  ±2.43 

 

  


