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Abstract

In 2003, the EPA changed Confined Animal Feedlogi@pon (CAFO)
regulations to allow an alternative treatment sysfer feedlot runoff if a 25-year
simulation can show better performance for thediive treatment system when
compared to a traditional lagoon system. A comtirsucomputer simulation model
written in C was developed to compare the rele&seter, nitrogen (N), phosphorous
(P) and chemical oxygen demand (COD) from a Vegdtateatment Area (VTA)
system and a conventional lagoon system in Kafd$esmodel simulates the transport of
water and constituents in a feedlot, settling hdagoon, and VTA. The feedlot runoff is
based on NRCS unit hydrograph method for the wamce and AnnAgNPS for the
constituent runoff concentrations. The settlingibas a simple water balance with
sediment, organic-N, P, and COD removed with seftlif the solids. The VTA is
designed to calculate infiltration with Green-Anffuation and overland flow with
Manning's Law. The VTA removes organic-N and Fhwite Kentucky Filtration Model.
The lagoon is derived from Koelliker et al. modelter balance and pumping schedule
with constituent balance from Miner et al. model.

VTA portion of the model was analyzed for sensiyivand calibrated with three
storms. The sensitivity analysis showed that ibe af the VTA and conductivity of the
soil in the VTA causes the greatest variabilityhie release of N, P, and COD. The
calibration of the release of organic-N and P feamparticle diameter showed that a
diameter of 1.5 um produced the best agreemerg. middel was used for a lagoon and
VTA system at two sites in Kansas with 35 yearaeéther data. The sites were located
in Ottawa and Greenwood Counties, KS. The simdlegsults showed that the lagoon
system performed better for both sites when compgdhie mean values of total-N, total-
P, and COD released over the 35 years. The VT#esyperformance was better when
median values of total-P and COD were comparedegi@vood County. This model
was designed for use in Kansas, but with modifacegtimay be useful in other areas.
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Preface

This thesis describes a computer simulation mateCAFO treatment designed
specifically for use in the state of Kansas. Fogdor the project was provided by the
Kansas Department of Health and Environment. Ttended users of this model are
designers, regulators, and operators in Kansasefidre; the model's units used are
customary U.S. This thesis expresses all inpusumiboth U.S. with S.I. in parentheses.
Equations used in the design are expressed in.®esystem to include conversions that
were necessary for the performance of this modatip@s are expressed in S.I. units to

conform to standard scientific notation.
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CHAPTER 1 - Introduction

In 1972, Congress passed the Clean Water Act amithgpthe Environmental
Protection Agency (EPA) to develop regulations @intain water quality for waters of
the U.S (Sweeten et al., 2003). One the sourcpslhftion regulated under the Clean
Water Act was Confined Animal Feedlot Operation8fO). Two years later, the EPA
released the Feedlot Effluent Guidelines (ELG) thgtired all feedlots over 1,000
Animal Units (AU) contain all manure, wastewatardaunoff from 24-hour duration,
25-year return period storm event (24-hr, 25-yrrajowith an anaerobic lagoon with
disposal by irrigation (Sweeten et al., 2003).1976, National Pollutant Discharge
Elimination System (NPDES) permit regulations reediall Animal Feedlot Operations
(AFO) defined as CAFO to obtain NPDES permits (Semet al., 2003). A CAFO was
defined as a confinement of animals for at leasiafs a year, no live plants or grasses,
and 1,000 or more AU. AFO between 300 to 999 AU lass then 300 AU could be
considered medium or small CAFO if the AFO discledrthrough artificial waterways to
waters of the U.S, directly to waters of the U.Swas considered significant pollution
contributor by the regulator agency (Sweeten e803). AFO less then 300 AU were
small CAFO if they met the medium CAFO definitiamdawere “significant pollution
contributor” as defined by the regulator agencyr A&O was exempt from CAFO status
if the AFO contained all runoff from a 24-hr, 25storm (Federal Register, 2003).

In the late 1990s the EPA and U.S. Department oicAjure (USDA) began
jointly reviewing the CAFO regulations (Federal gy, 2003). This review resulted in
the release of the Final Rules for CAFO in 2008vo thanges were a switch from AU to
actual animal number, and the 24-hr, 25-yr storoeption for NPDES permits was
removed (Federal Register, 2003). Table 1.1 stsmnge of the thresholds used in
defining small, medium, and large CAFO (Federaligeg 2003). Another change to
the rules allows alternative treatment systemsetaded if it performs better than the
basic ELG system. The two systems are to be cadpaith a continuous simulation

computer model running with 25 years of weatheadat



Table 1.1. CAFO thresholds for different animal types (Federal Register, 2003).

Animal type Large Medium Small
Cattle or Cow/calf pair | 1,000 or more 300-999 1-299
Mature dairy 700 or more 200-699 1-199
Veal calves 1,000 or more 300-999 1-299
Swine (over 25 kg) 2,500 or more 750-2,499 1-749
Swine (less than 25 kg)| 10,000 or mofe  3,000-9,999 1-2,999

The model must show the total discharge of pollstée.g. nitrogen (N), phosphorus (P),
Biological Oxygen Demand (BOD)/Chemical Oxygen Dech&OD)) for both systems
(Federal Register, 2003).

One proposed alternative treatment system is atdgeTreatment Area (VTA).
Ikenberry and Mankin (2000) defined a VTA as araakvegetation designed to reduce
pollutions in water through sedimentation, filtcatj and infiltration. For the purpose of
this thesis, VTA is further defined as an enginddiléer strip designed to minimize
erosion and increase infiltration. A VTA has dewmsgetation with slopes less than 5%
that encourage overland flow. Several studies Bawgvn that VTA or filter strips can
reduce pollutants loads. Barker and Young (1984rtkd runoff from 54 dairy cows
into a settling basin and 91-m long VTA system.e MTA was able to remove 96% of
COD, 97% of total-N, and 98% of total-P as measimedoncentration. The Barker and
Young (1984) study also showed that COD, total+ll total-P mass were reduced by
100%. Dickey and Vanderholm (1981) studied fouA\8ystems for 17 months and
were able to reduce COD by 58.4-92.1% and totai*M11-88.9% in concentration. In
a three-year study Edwards et al. (1986) foundal&-head beef feedlot fitted with a
VTA and settling basin system could reduce the nt43B by 83% and total-N by 78%
and ortho-P by 74%. Finally, Mankin and OkorenO2p0in a year-long study of a 300-
head dairy feedlot showed that a feedlot and VT@ld&doeduce the mass of BOD by
68%, total-N by 77% and total-P by 79%. These &iudies showed that VTA systems
can reduce BOD/COD, N and P from feedlot runoffstabtially in both concentration

and mass. The amount of reduction varies betweesttidies.



The objective of this thesis was to develop aioolwius computer simulation
model for the state of Kansas to simulate N, P,@@® transport off a feedlot, and
through a settling basin, lagoon, or VTA. This rabshould meet the EPA requirements
for modeling an alternative treatment system folFOA The model should allow
operators, engineers, and regulators to comparBatkéatment system to the standard

lagoon treatment system.



CHAPTER 2 - Literature Review

Different models have been developed over the yeasnulate the transport of
water and nutrients through the environment. Thesdels were designed to function on
various scales and simulate different situationgefenvironment. Models were
developed to function on a watershed, field, farmarban basis. Although the purposes
of the models may be different, most of the modél&e similar governing equations.
The first step in the development of the CAFO masléb research similar models and
incorporate governing equations that allow forgheulation of a feedlot, settling basin,
VTA, and lagoon.

Koelliker Feedlot/Lagoon Model

In the 1970s, Koelliker et al. (1975) develope@ediot and lagoon water balance
model for Kansas that used U.S customs units. mitdel was designed to operate for 30
years in daily time steps. The weather data weent&rom 1941 through 1970 including
daily precipitation, and minimum and maximum tengperes. Runoff from the feedlot
was calculated with the USDA Natural Resources E€masions Service (NRCSyurve
number method. Equation 2.1 shows the NRCS ruwabéulations. For the Koelliker et
al. model, the curve numbers were set to 91 fahearfeedlot and 94 for surfaced
feedlot under Antecedent Moisture Condition (AMC) The AMC is a measure of the
wetness of the soil and is divided into AMC | fay @onditions, AMC Il for normal
conditions, and AMC llI for wet conditions (NRC)@®). Koelliker et al. (1975) would
switch to AMC Ill curve numbers of 97 for eartherde98 for surfaced based on the
previous five days precipitation amounts. If smbepth was greater than zero, then
precipitation was assumed to be snow and runoffidvoot occur until snow depth was

zero again.

! The Natural Resource Conservation Services ofliginalled the Soil Conservation Service
(SCS). The name was change in the early 1990s.



(P-02s)
P+0.8S
where, R is runoff depth (mm)

where P>0.2S otherwise R=0 (2.2)

P is rainfall depth (mm)
S is soil retention factor S=25,400/CN-254 (mm)
CN is NRCS curve number
The lagoon system used a traditional water balamsze inputs (rainfall and
runoff) minus outputs (evaporation, irrigation, ancerflow) equal the change in storage
volume. Rainfall for the lagoon was the depth r&fcipitation times the top surface area.
Runoff came from the feedlot according to Equafidh Equation 2.2 was used to

estimate the evaporation amount.
va
Evap, = —p“Temg (2.2)
e

where, Evap is evaporation
Temp is mean temperature
d is daily
m is monthly
Evaporation was zero when the ground was frozempg occurred when the
following conditions were met:

. Average daily temperature above 32°F (0°C)

. Previous three days cumulative precipitation leas t0.05 in. (1.3 mm)
. No snow on ground

. Ground not frozen

. Lagoon volume greater than or equal to one-dayispmng volume

The pumping volume was assumed to be one tentiedagoon volume between April
and October and one twentieth for the rest of .y The soil was considered frozen
when today’s and yesterday’s mean temperature bathebelow 32°F (0°C). Soil was
unfrozen when today’s, yesterday’s, and previoyssdaean temperature were all above
32°F (0°C). Overflow occurred when the water voduexceeded the lagoon volume.
Five sites in Kansas were simulated for a lagopedsto contain a 24-hr, 25-yr

storm or a 24-hr, 10-yr storm. Figure 2.1 shoved the 25-yr storm size was more



effective controlling the runoff water, but onlyenf the sites had 100% containment.
The results indicate that the traditional “zeractmrge” design for CAFO does not

contain all the water.

Percent of Water Contained for 5 sites in Kansas fo r
lagoons based on Design Storms

102 10-yr
W 25-yr

100
98
96 |
94 ]
92 ]
90 |
88 ||
86

Percent Contained

Kansas Sites

Figure 2.1. Percent of Water Contained for lagoosized for 24-hr, 10-yr and 25-yr
storms. (Koelliker et al., 1975)

The Koelliker model performs the water balancegfdeedlot and lagoon system
on a daily time step. The model’s time step alldweo maintain a water balance for the
lagoon, but it did not include any nutrient balasmc&he quantity of water released can
be calculated, but the model did not estimate waiality. Also, the model does not
provide enough detail to calculate the rate of fldwvater through the system for
discharge to a VTA system.

CREAMS
Chemicals, Runoff, and Erosion from Agricultural M@ement Systems
(CREAMS) is a field-scale daily time step model eleped by the USDA to determine

runoff, sediment and chemical loads (Knisel, 198he model is physically-based and



derived from available models. The model is didid®o three components of
hydrology, sediment, and chemistry. CREAMS calmdaunoff for each subarea with
the NRCS method (Equation. 2.1). If inputs incliderly rainfall intensities, then
CREAMS has the ability to model water runoff byetetining the infiltration.
Infiltration provides a can better estimate of theoff values compared to NRCS
method, but requires more computation time. CREAdBulates infiltration with on
Green and Ampt method (Equation 2.3) (Knisel, 1980)

f= min(KS(H wﬁ@],ij (2.3)

where, fis infiltration rate (length/time)

Ks is saturated conductivity (length/time)

¥ is wetting front section head (length)

A® is moisture deficiency (saturation-current watantent)

i is rainfall intensity (Ilength/time)

min() is minimum of two values.
CREAMS also estimates evapotranspiration (ET) ardgdation to allow for continuous
operation.

Sediment transport is based on determining ifaeteent of sediment from the
land or the carrying capacity of the water is lingt If the water is unable to carry all
the sediment, then deposition occurs and someeaa@tliment is returned to the soil.
Detachment occurs if the actual amount of sedinransported is less than the waters'
carrying capacity. Interrill detachment rate i8reated with a modification to the USLE
by Foster et al. (1977) (Equation. 2.4).

R=0.210El(s+ o.om)(%j KCPLS (2.4)
where, R is detachment rate (Ib3£)

El is rainfall erosivity (100 ft-tons/acre) (i)

El=8.0\*!

V is runoff volume (in.)

O is peak flow rate (in./s)

K is soil erodibility factor



C is crop management factor
P is contour factor
LS is slope length factor
The nutrient model divides nutrients into sedireotind N, soluble N, soluble
and P, sediment-bound P. Sediment-bound N anddedaare calculated based on the
amount of sediment detached from the soil with Eigna2.5. CREAMS sets the
enrichment coefficients to 7.4 for a, and -0.2dor both N and P. The enrichment

ratio may never be less than one.

T, =SCER (2.5)
where, T is amount transport x (kg/ha)
S is sediment detached (kg/ha)
C« is the concentration of x in the soil (kg/kg soil)
ER is enrichment ratio, ERzmin{%.B)
X is sediment-bound N or P
a and b are enrichment coefficients
The soluble N and P in runoff are assumed to coora the water interacting
with the top 10 mm of soil. The initial soil comteation is based on applied fertilizers
and residue. For N, the addition of N in the ralihdhanges the concentration in the soll
layer. At first N is leached, so when runoff othie N concentration is sef C
(Equation 2.6). After runoff stops, the soil N centration becomes,GEquation 2.7).
Equation 2.8 calculates the average concentrafisnloble N in the runoff. Finally, the

amount of soluble N in runoff can be calculatedhwviajuation 2.9.

C,=(c,-C, )™ +C, (2.6)
C2 = (Cl - Cr )e_KZQ + Cr (27)
c :(Ck:é: | ](1‘6'K2Q)+Cr (2.8)
R = CdgK ,Q(001) (2.9)

where, G is initial concentration (ppm)

C, is concentration at start of runoff (ppm)



C, is concentration at end of runoff (ppm)

C; is concentration in rain (ppm)

C is the average runoff concentration (ppm)
R is runoff of soluble N (kg/ha)
K is rate constant for downward movement
K is rate constant for runoff
Q is volume of runoff (mm)
d is depth of soil layer for interaction (10 mm)
¢ is porosity of soil layer
The calculation of P is in a similar approach, thetre is no P in rainfall or
leaching. This means that=0 and G=C, for P and Equation 2.6 is not used. To
calculate P runoff, Equation 2.8 is used to deteentihe average concentration in the
runoff and Equation 2.9 gives the amount of soléb(&nisel, 1980).
The big disadvantage of the CREAMS model for thasknis that it simulates P
and N runoff from a field site and not from a fesdlSo use of its algorithms in this
model must be used with caution. The model dodsadie calculations of runoff by the

NRCS method and also includes runoff estimation&teen-Ampt infiltration.

AgNPS/AnnAgNPS Model

Agricultural Non-Point Source Pollution (AgNPS) nebavas originally

developed by Young et al. (1987) for the AgricudiuResearch Service. AgNPS is a
single-event, watershed-sized model. AgNPS isgydesi to divide the watershed into
cells. Each cell has a constituent and water loalgerformed. AgNPS simulates the
transport of COD, soluble and sediment-bound PNMain@he model estimates runoff

with the NRCS curve number method (Equation 2S9diment is estimated with the
modification to universal soil loss equation (USld€yveloped by Wischmeier and Smith
(1978). N and P field runoff is determined by aene equations used by CREAMS.
The sediment and pollutants are then routed witlbfftthrough each cell based upon the

properties of the cell.



Feedlot component

An important element of the AQNPS model used ferdavelopment of this
model is the feedlot model component. Feedlotffuedreated as a point source
pollutant that is imported into the total flow fraime watershed. The feedlot component
estimates the amount of COD, total-N, and P thatds the feedlot. The feedlot
component also estimates the decrease of pollutamisa filter strip below the feedlot
and is based on a model developed by Young et 282)

Young et al. (1982) model is a feedlot pollutiorigrdgial model for COD and
total-P. It is designed to estimate the maximunemial effect a feedlot has on the
environment. The model first estimates the amofinanoff with the NRCS curve
number method (Equation 2.1). The model assunatgith maximum concentration that
can occur is when a beef feedlot has 100 headcperadter 10 days of operation when
the feedlot has a 100% manure pack. The manutefpa€OD and P are calculated
with Equation 2.10.

N, F,,
MP, :h For MP<1.00 otherwise MP=1.00 (2.10)

100(A)
where, MP is manure pack

Ais area (acres)

Ni is number of animals

F is animal factor for COD or P for each animal type

i is animal type

Xis COD or P
The manure pack can never be greater than 100%le 2dl shows the animal factor for
total-N, P, and COD. N amounts were developediferAgNPS model (Young et al.,
1987). The concentration of P and COD in the risotalculated by Equations 2.11a
and b. AgNPS added total-N concentration withnailar procedure except using
Equation 2.11c and an N animal factor from Table(2oung et al, 1987).

Ceop = 4500MP.,,) (2.11a)
C, =18MP,) (2.11b)
C, =304MP,) (2.11c)
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where, C is concentration of runoff (mg/L)
MP is manure pack
COD, P, and N are COD, P, and N respectively

Table 2.1. Animal factor for select animal typesdr nitrogen, phosphorus, and COD
(Young et al., 1982) (Young et al., 1987)

Type of Animal Weight kg (Ibs) COD Phosphorus Nijeo

Steer 454 (1,000) 1.00 1.00 1.00

Young Beef 227 (500) 0.50 0.51 0.60

Dairy cow 635 (1,400) 1.96 0.92 1.68

Swine 91 (200) 0.017 0.27 0.26

Feeder pig 23 (50) 0.04 0.07 0.50
AnnAgNPS

AnnAgNPS is a continuous, watershed and pollutzedd-model that evolved
from AgNPS. AnnAgNPS is still designed to dividevatershed into cells, but it will run
with multiple events. AnnAgNPS has extended ifgacity by incorporating several
modules into its design (Bingner and Theurer, 20@)e of the modules is a time-
variant feedlot pollution model developed by Baf@605). The module is designed to
estimate the concentration of total-N, P, and aigearbon in feedlot runoff. Baker
(2005) adapted the original AQNPS feedlot compot@rhange concentrations with
time depending on animal types and management tapesa

Baker’s (2005) module varies constituent amougtpdyforming a daily
constituent mass balance. The module inputs thestgpd number of animals, entry and
exit dates, and beginning and ending weights. Ats®initial amount of organic carbon,
N, and P can be specified or the module assumigs-ddy starting amount. Baker
(2005) calculates runoff with NRCS curve numberhodt(Equation 2.1) and
concentrations of organic carbon, N, and P areuttled with AQNPS method (Equation
2.11). Organic carbon replaces COD and the 4,6@€icient is substituted with 1,680.

AgNPS manure pack calculations are replaced moitlelEquation 2.12.

11



_mn
MP, =X 2.12
* MPF,(A) (2.12)

where, MR is manure pack
my is mass of x on feedlot (kg)
Ais area (ha)
MPF is mass equivalent of x to manure pack=1 (kg/ha)
X is organic carbon, P, or N
The MPF for organic carbon, P, and N are respdgt®@50, 103, 380 kg/ha.

Baker (2005) calculates the masses of organiooafl, or P with a daily
constituent balance. At the beginning of the dlag,removal of constituents when
scraping occurs. This is based on a user spec#mdval efficiency and scraping
schedule. Next, the runoff concentrations areutaled as described above. Also, the
decomposition of N and P are calculated. Equai&B gives the decomposition rate of

organic carbon, but no decomposition rate of Nvemy
R=m. ex;{M (0.0693,, - 6.867)j (2.13)
me

where, R is amount of decomposition of organibea (kg)
my is mass of N on feedlot (kg)
mc is mass of organic carbon of feedlot (kg)
Tavgis average daily temperature (°C)
Finally, the mass of constituents added is caledlatith Equation 2.14. The mass of
each animal type each day is calculated by assuliniear growth rate of the animal
between the beginning and ending weights durindimement period. Table 2.2 shows
that expected amount of organic carbon, P, andodymed per kg of animal per day.
These values were developed from ASAE Standard B3R99).
ma, = > N;ma, (2.14)
where, mais mass x added (kg)
N; is number of animals i
m is mass of animal i (kg)
ax Is mass x produced per kg of animal i (kg x/kgraadiday)

X is organic carbon, N, P

12



Table 2.2. Amount of nitrogen, phosphorus, and om@nic carbon produced per
animal per day (ASAE, 1999) (Baker, 2005)

Amount produced per mass of animal per day (kgfkgial/day)
Animal Type Nitrogen Phosphorus Organic Carbor
Dairy Cattle 0.00045 0.000094 0.0041
Beef Cattle 0.00034 0.000092 0.0029
Veal 0.00027 0.000066 0.0020
Swine, full-feed 0.00520 0.001800 0.0032
Swine, limit feed 0.00026 0.000090 0.0016

The AgNPS/AnnAgNPS feedlot component providesctirecentration of total N,
P, and COD/organic carbon from a feedlot. The athge of this model is that it is
specifically designed for feedlot calculations aothes from a model produced by
USDA Agricultural Research Service. Disadvantagfatie model are that the amounts

of N and P are not divided into individual constitii species.

EPIC/APEX

EPIC was first conceived as the Erosion-Produgtivitpact Calculator by the
Agricultural Research Service (ARS) committee fivat convened in 1981 (William et
al., 1983). The 1983 version of EPIC was desigonedodel hydrology, weather,
erosion, nutrients, plant growth, soil temperattibage, and economics. It is designed
to work on the field-scale with homogenous inpukbe model was based on previously-
developed algorithms that were linked into an oNenadel. EPIC operates
continuously on a daily time-step for all of thevzeanmental processes.

The EPIC’s hydrology component from Williams et(@983) predicts surface
runoff with the NRCS curve number method (Equadh) similar to the CREAMS
model except a soil moisture balance is maintainetetermine the AMC. Peak flow
rate is calculated with Equation 2.15, a modifizatof the rational formula. The time of
concentration is calculated with combination of ¢éverland and channel flow. EPIC

also calculates subsurface lateral flow and peticola

q, =CrA (2.15)
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where, @ is peak flow rate
c is coefficient representative of the watershed
r is rainfall intensity at time of concentratiaor the watershed
A is area of the watershed
The 1983 EPIC model calculated both wind and weattesion. The amount of
soil eroded by water with runoff occurring fromiage-event storm was calculated with
modifications to the USLE by Onstad and Foster $)97 Equation 2.16. The crop,
contour, slope length, and soil erodibility factarsre the same as the original USLE.
Equations 2.17 and 2.18, respectively, calculatadimfall energy factor EIl and slope
length factor, LS, for EPIC (Williams et al., 1983)
Y = (0.646EI + 045Qqp™**)KCPLS (2.16)
where, Y is sediment loss (Mg/ha)
El is rainfall energy factor (metric units)
Q is runoff depth (mm)
O is peak flow rate (mm/hr)
K,C,P,LS are USLE parameters as listed in Equnaft.4

£ = Ros (12.0+89(logr, -0.043)
B 100¢

where, El is rainfall energy factor (metric uhits

(2.17)

R is rainfall amount (mm)
Io.5 1S 30-minute rainfall intensity (mm/hr)
I, is peak rainfall intensity (mm/hr)

1 06(1-exp(-35.835S))
LS= (ﬁ] (654152 + 4565 +0.065) (2.18)

where, LS is slope length factor
A is slope length (m)
S is slope (m/m)
EPIC divided the transport of nutrients by waierikr to CREAMS for organic-
N, nitrate-N, insoluble-P, and soluble-P. Williaptsal. (1983) calculated organic-N and
insoluble-P transport with the CREAMS method (EquraR.5). Equation 2.19

calculated the concentration of nitrate-N in runpgrcolation, and subsurface flow. The
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amount of nitrate-N in the runoff is simply the woie of water times the concentration

with appropriate conversion of units. The soluBleras calculated with Equation 2.20.

C= M(l— exp{in (2.19)
Vi @

where, C is concentration of nitrate-N (ppm)
A1ommiS amount of nitrate in first 10 mm of soil (mg)
V7 is total volume of runoff, percolation, and subiace flow (L)
¢ is porosity of soil layer
Y= 0.0]c% (2.20)
where, Y is soluble-P yield (kg/ha)
c is concentration of labile P in top 10mm of $giMQ)
kq is ratio of soil to water (fiMg) EPIC used 175
Q is runoff volume (mm)
EPIC was revised by Williams et al. (1983) to imtduan irrigation component
that calculated sediment transport with the Moditiiversal Soil Loss Equation

(MUSLE) developed for single event-storms (Equatial).
v =118(Qq, )**KCPLS @.21)

where, Y is sediment yield (Mg/ha)
Q is runoff (mm)
O is peak flow rate (mm/hr)
K,C,P,LS are USLE parameters as listed in Eqn&tid

APEX
EPIC was designed as a field-scale model up tcha0@ size with homogenous
properties. EPIC subroutines were extended toaenfarm model with the Agricultural
Policy/Environmental eXtender (APEX) model (Williarand Izaurralde, 2006). APEX
contains an updated version of EPIC for simulaiivttividual fields, but it also contains
water, nutrient, and pesticides routing acrosgtfierent fields. This allows APEX to

function on small watersheds with inhomogeneoupgnees.
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The updated EPIC model incorporated in APEX allowwff to be calculated
using either the NRCS curve number or Green-Amghots. EPIC sediment erosion
also added three additional derivations of a shegkent USLE, besides the two
previously mentioned. Equation 2.22 shows theienssprediction equations of MUST
(a), MUSS (b), and MUSI (c). Erosion of manurenirthe land can be estimated with an
alteration to MUST in Equation 2.23.

v = 25(Qq, ) KCPLS (2.223)
Y = 079(Qq, )" A®*®KCPLS (2.22b)
Y = ,Q2q% A*KCPLS (2.22b)

where, Y is sediment yield (Mg/ha)
Q is runoff volume (mm)
Op is peak flow rate (mm/hr)
Ais area (ha)
c1, &, C3, and g are user-specified coefficients
K,C,P,LS are USLE parameters as listed in Equatidn

Y = 025Qq, )°*M ° expl~ 015C, )PSL (2.23)

where, Y is manure yield (Mg/ha)
Q is runoff volume (mm)
g is peak flow rate (mm/hr)
M is manure (Mg/ha)
Csis standing live or dead plant material

P and SL are USLE parameters as listed in Equatibn

SWAT

Soils and Water Assessment Tools (SWAT) is a laggde watershed model used
to predict the fate of water, sediment, and agncal chemicals (Neitsch et al., 2005).
SWAT was developed in the 1990s to merge SimufatoWater and Resources in Rural
Basins (SWRRB) and Routing Outputs to Outflow (RQh@dels into a single model.
SWAT includes algorithms from CREAMS and EPIC. SWg\2005 technical
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documents show that water, sediment, and nutniansport equations are derived from
the CREAMS and EPIC models. These models have fresously discussed.

VESMOD

VFSMOD is a single-event, vegetated-filter-stripdabfor water and sediment
(Munoz-Carpena and Parson, 2005). VFSMOD is desigo route a hydrograph and
sediment graph directly from a field through aefilstrip. Infiltration within VFSMOD is
modeled with Green-Ampt, while runoff transportaéculated by approximation using
Equation 2.24. At the start of a simulation, tleptth throughout the filter strip is zero
and for any time after the depth at the upper dnlbdeofilter strip is related to the input
hydrograph. Depth and flow rate are related tdesdlser with Manning’'s equation
(Equation 2.25). A rainfall hyetograph is syntlzesi based on location and the type of
NRCS storm encountered (Munoz-Carpena and Par80h).2 NRCS (1989) divided the
United States type |, IA, Il, and Ill storms hyetagh. The hyetographs are multiplied
by the rainfall amount to create a synthetic stdrstribution. The input hydrograph is
created with a unit hydrograph times the NRCS cawmber total runoff (Munoz-

Carpena and Parson, 2005). Sediment is calculdtedhe MUSLE erosion equation
@+%:i(t) (2.24)

where, i(t) is rainfall excess intensity (rain-ltvation) (m/s)
h is depth (m)
q is flow rate per unit width (ffs)
tis time (s)

x is location along length of flow (m)

q :%h% (2.25)

where, q is flow rate per unit width {fa)
h is depth of flow (m)
n is Manning’s coefficient

S is slope (m/m)
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Sediment removal is modeled with the Kentucky &flom Model designed to
estimate sediment removal in a filter (Barfielcakt 1979). Figure 2.2 shows the model
four zones. Larger sediment is deposited at thraece of the filter strip in Zone B.
When sediment reaches the top the vegetation réaelb@comes part of Zone A and no
more deposition occurs. Zones C and D are wheaflensediment is deposited. Zone
C is where surface irregularities are filled widdsnent, while Zone D still needs to be
filled. As time passes, each of the zones movesdbe filter strip. Equation 2.26
shows the removal rate for sediment in Zones CCand

Al B . C D

.

\ =

Figure 2.2. Diagram of the Kentucky Filtration Model with four zones. Zone A'is

filled with large sediment, Zone B is filling withlarge sediment, Zone C
irregularities are filled with small sediment, ZoneD irregularities are unfilled with
small sediment (Barfield et al., 1979).

. ) VR 082 L -091
q. =4 eXF{ 0.0010{ y ] (Vsd] J (2.26)

where, gis sediment removed (kg)
g is inflow sediment (kg)
V is mean flow velocity (m/s)

Sd

is hydraulic radi =
Rs Is hydrauli U, S+ 24

d is depth of flow (m)

L is flow length for zone C and D (m)
Vs is settling velocity (m/s)

S is plant spacing (m)

v is kinematic viscosity (fs)
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lowa State ELG/VTA Model
Wulf and Lorimor (2005) at lowa State Universitysgged an ELG/VTA model

to compare the water and constituent output frdagaon and VTA systems. The model
was programmed using ModelMaker® 4 and was desigmesientually simulate 25
years with of daily weather data. The model isgie=d to meet the requirements to
compare alternative treatment systems that the teBéires. It represents a first step in

the design of such a comparison system.

ELG Model

The ELG model developed by Wulf and Lorimor (20353 reconstruction of the
Koelliker et al. model with daily time steps anasun 13-year increments. The model
must be run twice without resetting the variabteslitain a full 25 years of results. The
model added a degree-day snowmelt method and terdtbalance. Table 2.3 shows
the concentrations of pollutants in feedlot rurfoffeach type of surface used by the
lowa State Model. The concentrations do not varyahy runoff amount or animal
density. The lagoon constituent balance is a mss balance with no treatment
component for the system. Wulf and Lorimor (2088¢led the ability to calculate runoff
from four extraneous drainage areas including arsgteedlot.
Table 2.3. Runoff concentrations for earthen andwgface feedlots for lowa State
Model.

Pollutant Earthen (mg/L) Concrete (mg/L)
Total Kjeldahl Nitrogen 65.0 97.5
Ammoniunt Nitrogen 50.0 75.0

Total P 20.0 30.0

Total Solids 2,000.0 3,000.0

COD 2,650.0 3,975.0

2 For purpose of this thesis ammonium is in refeeecthe sum of the ammonium ion (NHand

ammonia (NH). The actual model does not separate the tenmsndividual species.
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VTA Model

The VTA model by Wulf and Lorimor runs for 5 yeans 5-minute time steps.
The model must be run fives times without resettongreate a 25-year simulation. The
model takes about 15 minutes per 5 years to rusithelation. The feedlot runoff for
the VTA is calculated similar to the ELG model, lititizes synthetic hyetographs and
unit hydrographs. The hyetograph is a randomly-efextione that uses an NRCS type I
storm or Huff Quartile storms for durations of 0152, 3, 6, 12, 18, and 24 hours for a
certain depth of daily rainfall. The probabilityrfduration and storm type was based on
lowa’s rainfall data. The NRCS unit hydrograph waed to model runoff from the
feedlot. The runoff amount for each time step deiermined by summing each rainfall
excess times the unit hydrograph for the previous periods.

All runoff from the feedlot and other drainage ar@gere routed to a settling basin
with a simple water balance. For each time stepyblume of runoff and rain were
added and outflow was calculated with an orificsigie. If water volume exceeded
storage volume, overflow of the settling basin wilooitcur. The constituent balance was
a simple mass balance.

Table 2.4. Constituent concentrations from the sting basin based on feedlot

surface type and design capacity of settling basin(Wulf and Lorimor, 2005)

Earthen Feedlot (ppm) Concrete Feedlot (ppm)
Constituent Capacity >5in.  Capacity <5in. Capaeh in. | Capacity <5 in
Total-N 67 135 135 200
Ammonium-N 50 100 100 150
Total-P 20 60 60 90
Total Solids 2,000 4,000 4,000 6,000
COD 2,650 5,300 5,300 7,950

The orifice outflow and overflow were routed to #A, The VTA was divided

into 100 sections with individual water balanc@$ie water balance is composed of both

a surface and a soil balance. The surface watandmincludes added inflow and

rainfall, and subtracted outflow and infiltratiomflow came from the settling basin or

previous section. Outflow per effective width frawerland flow was solved through
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iteration with a version of Manning’s equation (&tjan 2.27). Effective width was
based on the slope, length of flow, and plant tyiaffective width could be reset if a
spreader for redistribution of flow was in pladefiltration for the VTA was handled by
the Green-Ampt method. Green-Apmt's parametergwBanged as infiltration
occurred to account for the four soil layers. §b#é water balance included added
infiltration/redistributions and subtracted perd¢ma and evapotranspiration (ET).
Infiltration is the same as the surface water badarRedistribution is calculated if
infiltration is not occurring and moves water frame layer to another. Percolation
occurs if the water leaves the bottom of the sgiét. ET is the loss of water through
plants and evaporation. ET is calculated with po&ET from the weather data with
adjustments to plant type and availability of watEf is removed only from the top
layer. Constituent balance is a mass balancewittyremoval through infiltration.

n 2*d+sp

\'

(2.27)

where, v is velocity (ft/s)
S is slope (ft/ft)
n is Manning’s number
S Is plant spacing
d is depth of flow (ft)

Miner's Lagoon Model
Miner et al. (1980) is a feedlot runoff and lagoonadel with daily time steps. It
simulates the transport and fate of organic-N, amom-N, and P. The decay rate
models are mostly first-order rate models. The ehadhs calibrated in eastern lllinois
for a summer. Algorithms will be discussed furthrethe with the lagoon module in
Chapter 3. Miner et al. (1980) represents a colmlenstituent balance for a lagoon

system.
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CHAPTER 3 - Model Design

The CAFO model for the state of Kansas is prograchimé language. The
model is designed to run in five-minute time steyith the exception of the lagoon
portion. The model simulates the transport of watediment, organic-N, ammonium-N,
P, and COD. Itis designed in a modular naturé eétch structure being a stand-alone
executable component. The modular nature allosiier to link different treatment
components together. Also, the modular naturenallie user to change the design of a
component without having to rerun any of the congms upstream of it. The model
contains modules to simulate a feedlot, settlirgjrba/TA, and lagoon. Also, two
support modules are used. The Hyetograph modubeects the daily rainfall into a five-
minute hyetograph. The Soil module is designeektonate soil properties for the VTA
and convert the properties into the correct fornidily precipitation (in.); solar
radiation (lg/day); grass reference ET (in.); ageraind speed (mph); maximum,
minimum, and dew point temperature (°F) are thetiegadata required to run the

simulation.

Models Basic Algorithms
The model uses the same basic algorithms for aloglthe water balance
including the settling basin outflow, VTA overlafidw, VTA outflow from
redistribution structures, and lagoon and settliagin current water depth. The basic
algorithms are Manning’s equation, weir flow, aréiflow, lagoon volume and depth.
These algorithms are used for calculating flowggdanning’s, weir and orifice) or

water storage (lagoon volume and depth).

Manning’s Algorithm
Manning’s algorithm calculates the flow rate in béssed on Manning’s equation.
This algorithm is used for open channel and overfeow. The model uses Equation 3.1

for determining flow rate from Chow (1964).
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Q=22 As)*(R) @D
where, Q is flow rate (cfs)

n is Manning's roughness

Ais area (ff)

s is slope (ft/ft)

R is hydraulic radius (ft) = area/wetted perimeter

Weir Algorithm
The weir algorithm calculates the flow rate of wateough a broad- or sharp-
crested rectangular weir. The algorithm can represither weir by changing the
discharge coefficient. Flow rates are based oraftgu 3.2 with a discharge coefficient
Cq of 3.00 for a broad-crested weir and 3.33 foraitrested weir (Chow, 1964).

Q=C,L(d)” (3:2)
where, Q is flow rate (cfs)
Cq is discharge coefficient

L is the weir length (ft)
d is depth above weir (ft)

Orifice Algorithm
The orifice algorithm calculates flow rate throumkircular orifice. The
discharge is modeled when a small opening becooimeerged by water using Equation
3.3 (Chow, 1964).

Q=C,A/2gH (3.3)
where, Q is flow rate (cfs)

Cq is discharge coefficient (0.60)

A is cross-sectional area of the orificé)(ft

g is gravitational acceleration (32.2/4)

H is hydraulic head (ft)
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Lagoon Volume Algorithm
The lagoon volume algorithm calculates the lagoonlisasin's volume. The
volume is a 3-D shape with two similar rectanglegtee top and bottom connecting the

sides with trapezoids of equal slopes. The voltoraula is Equation 3.4.
V =lwd + (I +w)sd? +4352d3 (3.4)

where, V is volume (f)
| is smaller rectangle's length (ft)
w is smaller rectangle's width (ft)
d is depth (distance) between two rectangles (ft)
s is side slope (run to rise)

It was derived by adding the volume of the rectdaugprism formed by the
smaller rectangle (Equation 3.5a), two-sided tnidaigprism adjacent to the length and
width (Equations 3.5b and 3.5c¢), and four rectaaugpyramids formed at the corners of
the shape (Equation 3.5d)

V=lwd (3.53a)
V=lsd? (3.5b)
Vwsd (3.5¢)
v=1/3¢d® (3.5d)
The different shapes are summed in Equation 3.Gmnmplified to Equation 3.4
V= Iwd+2(Isdf)+2(wsd)+4(1/35d%) (3.6)

Lagoon Depth Algorithm
Lagoon depth algorithm calculates the depth forstiepe described in the lagoon
volume algorithm for a given volume, length, andithi The algorithm calculates depth
through iteration using Equation 3.4. Depth istethat zero and incremented up until
the calculated volume is greater than the givenmel. Then, depth is incremented down
once and the incremental level is decreased byder of magnitude. This is repeated

until the desired iteration accuracy is reachele iferation incremental level starts at 10
and stop with 18.
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Snowmelt Algorithm

A snowmelt algorithm is utilized in all modules ext the lagoon module. The
NRCS National Engineering Handbook (Van Mullen &aten, 2004) divides snowmelt
procedures into a degree method and an energydeataethod. The degree method uses
the difference between average daily temperatuwleadrase value temperature times a
coefficient. This coefficient can range from 0.@89.13 in./°F depending on location
and time of year (Van Mullen and Garen, 2004). 3&eond approach is the energy
balance method. Van Mullen and Garen (2004) recenththe energy balance
developed by the US Corps of Engineers for the HE@Gadel. The equations listed in
the Handbook are for areas that are heavily fodestde energy based method was
selected for this model because it accounts farsadiation and wind within it. The
Corps of Engineering (1998) snowmelt is an enedgrice that has different formulas
depending on the percent forested and if rainfadlios. For the purpose of this model,
the open area with less then 10% tree cover wastsel This is assumed because the
feedlot, VTA, settling basin and lagoon should hiewe if any trees on them. The Corps
of Engineering (1998) snowmelt equations only dalkeudaily amount based on daily
temperature. The amount melted in each five mgwtes determined by determining the
temperature over the course of the day for eaclinbimn period with a sine wave peaking
atlp.m.

Snowmelt replaces the hyetograph values whersitasving or snow is on the
ground. Precipitation is assumed to be snow wherday's average temperature is equal
to or less than 32°F (0°C) or snow is on the grofi§aklliker et al, 1975). Snowmelt is
calculated by the energy-based equations for opmsaEquation 3.7 is used when
precipitation occurs and Equation 3.8 is used wigprecipitation occurs. For
Equations 3.7 and 3.8, the wind exposure coeffidian set at 1.0 for an unforested
plain, because it describes the assumed condiioime CAFO. Also, the short wave
melt factor k' is 1.0, because the land surfacesaasumed to be balanced facing north
and south or gently sloping. The estimated clamckcis assumed to be zero due to
inability to obtain cloud temperatures. The snomface temperature is assumed to be at
freezing. The wind speed must be adjusted withaqn 3.9 (Corp of Engineers, 1998)
because the wind speed provided in the weatheselatameasured at 3 m. For each
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individual time step the air temperature is estedawith the sine curve (Equations 3.10)

with the maximum temperature at 1 pm (Van Mulled &aren, 2004).

M=(0.029+0.0084kv+0.007P){I32)+0.09 (3.7)
M=k’(0.00508I)(1-a)+(1-N)(0.0212(F32)-0.84) (3.8)

+N(0.029)T:+k(0.0084v)(0.22(F32)+0.78(%-32))
where, M is snowmelt (in./day)

k is basin wind coefficient (1.0)

v is wind velocity at 15.2 m (mph)

P is precipitation (in./day)

Tais air temperature at 3 m (°F)

| is solar intensity (Ig/day)

Tq is dew point temperature (°F)

a is albedo

k' is short wave melt factor (1.0)

T. is difference in cloud base and snow surface teatpes (°F)

N is estimated cloud cover expressed, decimaatibn (0)
CF=1.922* (3.9)
where, CF is wind adjustment factor

Z is measure height (ft)

Tmax +Tmin (Tmax +Tmin j H [
= + Sin

> (t-7)

20 j (3.10)

20

where, T is time-step temperature (°F)
Tmin is daily minimum temperature (°F)
Tmax IS daily maximum temperature (°F)
tis time (hours, 24)
To calculate the snowmelt in a 5-minute intervad, $nowmelt model performs
the following steps:
1. At beginning of day, daily running total of snowinislreset zero.
2. Rainfall for 5-minutes interval added to total snd&pth.
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3. Maximum daily snowmelt allowed calculated with Etjoa 3.7 or 3.8
with the average temperature used for air tempezatu

4. Individual time-step temperature calculated withu&gpn 3.10.

5. Snowmelt for time-step calculated with Equation & 3.8 with
individual temperature used for air temperaturaov@nelt divided by 288
to convert from in./day to in./5-minutes.

6. Check that snowmelt and running total is less tharimum snowmelt.
If not set snowmelt to maximum daily snowmelt renirag

7. Check that snowmelt is less than remaining snovihdeld not, snowmelt
is set to the remaining snow depth.

8. Add snowmelt to running total and subtract snowrfrelh snow depth.

Albedo Algorithm

Albedo must be calculated daily for snowmelt cadtiohs. Albedo is the
measurement of the portion of sunlight reflected @meeded for the snowmelt module
(Corps of Engineering, 1998). The Corps of Engir{@898) calculates albedo with an
exponential decay with an experimentally-determiceelficient. This method was
rejected because of the difficulty of determinihg system. The albedo model algorithm
is instead based on the procedure described in &dlf_orimor (2005) on a daily basis.

Wulf and Lorimor (2005) first determine the snowapl. Snow phase describes
the current environmental conditions. Snow phaseslesignated as Phase 0, 1, and 2.
Phase 0 occurs when snow falls on the ground vaitbnow on the ground at start of the
day. The model switches from Phase 0 to Phaseeh tdday’s average temperature is
above 32°F. Phase 0 changes back when todaythamtevious two days’ average
temperatures are at or below 32°F. Phase 2 spfomg snows. Phase 2 occurs when
snow is not on the ground at the start of the taytemperature is below freezing, and
the date is between Aprifand June 30

Second, albedo is calculated depending on the gphawe. Albedo is calculated
in a similar manner for all modules, except thalfeehas different values. The livestock
tend to cause albedo to decrease more rapkethy.the discussion in albedo calculations,
the feedlot module’s changes in albedo numbers are sholragkets. Also, above
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freezing is defined as any day with mean tempegaabove 32°F and below freezing is
any day with mean temperature less than or equg2 1. The lower limit for albedo is
0.15 for the albedo of soil.

Phase 0
Phase 0 always occurs below freezing because @éfiisition. During Phase 0,
albedo starts at 0.85 [0.85] and is reset to thigeranytime precipitation is greater than
or equal to 0.2 in. of water. If precipitationléss than 0.2 in. of water, the albedo is the
average of yesterdays albedo and 0.85 [0.85] alfmedbe precipitation weighted with
the equivalent depth of water (Equation 3.7). Wherprecipitation occurs, albedo is
reduced by 0.01 [0.25] per day, unless albedo4is [@.35].

(yesterdays albedd(snow_depth + (085)( precipitaion)
snow_depth+ precipitaion

albedo=

(3.11)

Phase 1

Phase 1 albedo is dependent upon the temperatdi@awunt of precipitation
that occurs. If no precipitation occurs and thregerature is below freezing, then albedo
is reduced by 0.03 [0.05] per day. When the teatpee is above freezing and no
precipitation occurs, albedo is reduced by 0.0048]. On days with average
temperature below freezing precipitation is assutodie snow, temperatures between
freezing and 35.6°F (2.0°C) have a rain/snow muk temperatures above freezing have
rain. If less than 0.2 in.(5 mm) of precipitatioccurs, albedo is averaged with yesterday
(Equation 3.11) for snow, remains the same for/'sammw mixed, or is reduced by 0.05
[0.075] for rain. When precipitation is betwee th. (5 mm) and 0.5 in. (13 mm),
albedo is reset to 0.85 [0.85] for snow, reduce@® 0% [0.075] for rain/snow mix, and
reduced by 0.10 [0.125] for rain. Finally, any deiyh precipitation over 0.5 in. (13
mm), albedo is reset to 0.88.85] for snow, reduced by 0.10 [0.125] for raimismix,
and is reduced by 0.15 [0.20] for snow.
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Phase 2
Phase 2 represents snow that occurs in late spAfimpdo is reduced by 0.15
[0.20] for days above freezing regardless of amof@iprecipitation. Albedo is treated
the same as Phase 0 when average temperaturevsfbetzing and precipitation occurs.
With temperatures below freezing and no precipitgtalbedo is reduced by 0.03 [0.05].
For albedo in Phase 2, the minimum value is 0.2P5]0

Hyetograph Module

The hyetograph module is a support module desigmerkate synthetic storms
based on daily rainfall amounts. The weather glakéansas is mostly available in daily
amounts. To run the model in 5-minute time-stéps daily rainfall must be fitted to a
design storm distribution. The hyetographs aratetbased on the NRCS type-Il storm,
since Kansas is located in the geographical aresenthe type-Il storm best represents
design storms (NRCS, 1989).

The module first prompts the user to open the vwerahd hyetograph files. The
weather data is then imported one day at a tirheairifall occurs, a hyetograph is
generated. First, the duration of the storm iemheined based on the rainfall amount.
Table 3.1 shows the total maximum amount of ralifiddwed for each storm duration.
The maximum amount is the storm size with a 2-yetrn period in central Kansas for
the particular duration (Herschfield, 1961) (Fredeet al, 1977). Central Kansas was
selected because it is at the center of the sfdie.2-year return period was chosen,
because the storm has a 50% probability of appgaria given year.

Rainfall amounts for each 5-minute period are ttedoulated. Equation 3.12 is
used to determine a unit hyetographs cumulativeuatnanadjusted for duration up to
time for a 24-hour storm (Haan et al., 1994). Heial. (1994) provides an estimate of
type Il storm that can be easily calculated bydbmputer. The amount of rain for each
time is found with Equation 3.13. Rainfall for tlast 5-minute increment is the total
rainfall minus the sum of all the previous rainfathounts. This calculation ensures that
errors due to rounding do not occur. Finally, hiyetographs are outputted to the
hyetograph file. The module then inputs the nextslrainfall amount. Figure 3.1

shows hyetographs for a 1-in. and a 5-in. storrvéein 10 a.m. and 2 p.m.
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Table 3.1. Total maximum rainfall amounts for eachstorm duration. Amounts are
based on a 2-year return storm in central Kansas (krschfield, 1961) (Frederick et
al, 1977).

Storm Duration (hr) Total maximum storm amount)(in.
0.5 1.39
1.0 1.61
2.0 1.85
3.0 2.01
6.0 2.30
12.0 2.63
24.0 infinite
075
c=05+ (t —12)[ 2404 J (3.12)
24 )\ 2t-12+ 004
where, c is cumulative rain amount unadjusted toation (in.)
tis time (hr)
Tl B (3.13)
Cong —C

end start

where, ris rain amount (in.)
c is cumulative rain amount (in.)
P is total daily rainfall (in.)
t is current time step (hr)
t-5/60 is last time step (hr)
end is time at the end of storm (hr)

start is time at the start of storm (hr)

30



0.7
— 1-in. Storm
0.6 .
------- 5-in. Storm
0.5
5 :
2 04 —
2 o
£ M\
o . .
[} K f
o :
0.2 / :
0.1 / \
0 ---------- T T T
10 11 12 13 14
Time of Day, 24-hr

Figure 3.1. Example of hyetographs for a 1-in. an8-in. storm between the hours of

10 a.m. and 2 p.m.

Feedlot Module
The feedlot module is designed based on the Keelgk al. (1975) model, except
with 5-minute time steps and constituent conceioinat The module outputs the
hydrographs to an outflow file. This file can thHemused as the inflow file for the next
module down stream of the feedlot. For the outffidey outflow is defined as the runoff
from the feedlot, and overflow is nonexistent. Tinedule performs the following tasks
to generate the outflow module:
1. Ask user input data
Generate unit hydrograph for the feedlot
Compute antecedent moisture content
Determine rainfall excess

Calculate hydrograph

2

Calculate constituent balance and runoff concdaptrat
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User Inputs

The user inputs for the feedlot are the data nacg$s calculate runoff. The user
is prompted with a series of questions askingritarmation. The feedlot length and
width (ft) are requested. Width is assumed todrpgndicular to the slope. The slope in
percent is used to calculate peak flow. Longewdtle (ft) is the longest path that the
water must travel to the outlet of the feedlot &ndsed to determine the travel time of
the feedlot. The module asks for the percent®fdledlot that is surfaced (concrete) and
with impervious (roads and roofs). The surfaceddifet is separated from the impervious
areas, because the curve number for the surfackffidsent from the impervious area
according to Koelliker et al. (1975). A weighedeinumber is calculated from this
information. For the constituent balance, the nedeeds the type of animals, average
weight (Ib), number of animals, entering date, exiting date. This set of information
can be enter up to three times to allow for diffie@nimal groups and packing rates in
the feedlot either at the same time or during diffé times of the year.

For determining the removal of manure and pollgdradm the feedlot by
scraping, a scraping schedule is needed. Thehasdhe option to use the default
settings or input their own. The following are theee scraping schedule options:

1. Scrape after a user-specified number of days afatipe

2. Scrape on certain days of the week

3. Scrap on certain days of the year (up to 7)
The efficiency of scraping removal is defined bg tiser as a decimal. If total rain in the
past 5 days exceeds a user-defined thresholdttieenodule can perform the following
options:

1. Wait 1 week before scraping

2. Skip scraping for this period

3. Continue scraping at a lower efficiency definedtosy user
Finally, the file directory location of the weatherd hyetograph data files are needed
along with the directory location to save the fe¢dutflow data file.
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Unit Hydrograph

The unit hydrograph for the feedlot is created ggihre NRCS unit hydrograph
method. This is performed at the beginning ofgregram. A unit hydrograph is the
flow rate at the outlet of a watershed (feedlot)ifferent times from 1.00 inches of
rainfall (rainfall excess) occurring in a 5-minyaeriod. First, Equation 3.14 is used to
calculate the time of peak discharge (Snider, 197T2e curve number is taken for
antecedent moisture condition (AMC) Il. The samgdrbgraph is used for both AMC Il
and lll. The peak discharge time is then roundetth¢ nearest 5-minute interval with a
minimum value of five minutes, so the peak dischasgl occur within a time period.
Next, an array is dynamically created to hold #edfot and peak discharge is calculated.
Equation 3.15 is used for peak discharge (NRCS9J198he 60 and 640 are for unit
conversions of area to square miles and time iatosh

08 0.7
T, = % ¥ 6({—“19(50;3 ] (3.14)

where, T, is time of peak discharge (min)
D is storm duration (5 min)
L is longest flow path length for the feedlot (ft)
S is maximum potential abstraction of rainfall.Yin

S= %)—10 for curve number CN

Y is slope in percent

{ 60A
=48 3.15
A 640T, } ( )

where, @ is peak discharge (cfs)

A is area (acres)
T, is time of peak discharge (min)
Finally, the unit hydrograph is created by caldakathe flow rate with Equation
3.16 for 5-minute intervals between time zero e fiimes the peak discharge time (Haan
et al., 1994). This interval is consistent witk tHRCS unit hydrograph (NRCS, 1989).
Equation 3.16 is an approximation of the NRCS hpdrograph. Figure 3.2 shows the
differences between Haan’s approximation hydrogeaphthe NRCS design unit
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hydrograph. Although Haan et al. (1994) approxiamais slightly different; it is used
because the equation can be computed. Becaupedhkalischarge time is rounded to
the nearest five-minute interval, the hydrograply mat be an exact unit hydrograph
(amount of runoff for 1.00 in. over the watersheebd. The peak discharge is adjusted
and amounts are recomputed until a unit hydrogispheated within 18. This unit
hydrograph is multiplied by the rainfall excess ttefor a 5-minute interval to generate
an individual hydrograph. Because the peak digghame is rounded to the nearest
five-minute interval, the hydrograph may not beeaact unit hydrograph (amount of
runoff for 1.00 in. over the watershed area). plak discharge is adjusted and amounts
are recomputed until a unit hydrograph is creatitinv10°®.

Then, the total discharge during each 5-minutewatas determined by summing
the discharge rate from all individual hydrografdrseach particular 5-minute interval.

More details about the calculations of the totattarge are described in the next

qt) = qp[Ti exr{l—%ﬂ (3.16)

where, q(t) is outflow for time t (cfs)

section.

t is 5-minute interval
T, is time of peak discharge (min)

O is peak discharge (cfs)
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Figure 3.2. Comparison of Haan’s estimate and NRCE&nit hydrographs

Individual Storm Runoff Events

Before calculating runoff from a storm, the follawjialgorithms are run:

Input daily weather data

Reset running totals

Determine AMC and daily curve number
Calculate albedo for feedlot

Perform constituent balance

The current AMC is determined by the amount offedimeceived in the past five days
(Koelliker et al., 1975). AMC lll occurs if fiveay rainfall is greater than 2.11 in.

between May and September and 1.11 in. for retfteofear, otherwise the storm is

AMC II. Curve number for AMC Il is the average eamumber calculated from the user

inputs. Curve number for AMC lll is calculated WwiEquation 3.17 (Neitsch et al.,

2005). The animals and manure are assumed toreddle moisture that AMC | is

never reached.
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CN,, =CN, exp(0.00674100-CN, )) (3.17)

where, CN, is curve number a AMC llI
CNj is curve number a AMC |l
After the constituent balance is calculated, theluh® computes the storm runoff
in 5-minute steps. The runoff is calculated witracess derived from Snider (1972)
example for hydrographs. This process is usedulf Whd Lorimor (2005) for feedlot
runoff. For each step, the modules inputs rairgalbunt for the time step, determines
rainfall excess, sums individual hydrographs, amgbats runoff and constituent
concentrations to the outflow file. Rainfall amésinome from the hyetograph file and
can be overridden by the snowmelt algorithm. Ruidepth for a time period is
computed with Equation 3.18, which was derived 8n{d972). The runoff depth is the
difference in runoff with NRCS curve number methmtween the current time period
and the previous period. The NRCS algorithm isctiee number method (Equation
2.1) for precipitation amounts in the parenthesBse running total of rainfall is the sum
of all rainfall between the start of the storm inel last time step. The difference in the
curve number method is used to account for thewfiaf the soil retention factor on
rainfall.
e = NRCYR +P)- NRCYP) (3.18)
P=P+R
where, eis depth amount in time t (in.)
R: is rainfall from time t (in.)
P is running total of rainfall
NRCS(x) is Equation 2.1 with x beginning rainfddpth
Next, the runoff depth is multiplied by the unytdnograph to yield a hydrograph
for that time period's runoff. Because the hydaplrspans multiple time steps starting
with it own, a time step can have several overlagpiydrographs. All the overlapping
hydrographs that outflow for a particular time sé&p summed together to yield the total
runoff flow rate. This is accomplished in the mbloe utilizing two arrays. One array
stores the unit hydrograph flow rates and the dtloéds the runoff depths. When a new
runoff depth is calculated, the runoff array shilftcells in the array forward one with the

first cell equal to the current runoff depth (Eqoat3.19a). Next, the multiple runoff and
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corresponding hydrograph cells are summed togétpration 3.19b). Runoff amount
is written to outflow files as outflow. There is nverflow for the feedlot. If snow is
present on the feedlot during the day, the snogvifiaset to 1 on the outflow file, else
snow flag is zero. This is used for lagoon module.
d, =d,, fori>1, otherwised, =r (3.19a)
lastcell
> dih (3.19b)
i=1
where, dis runoff depth for cell i
r is runoff excess

h is unit hydrograph for cell i

Constituents' Model

The constituents' balance and runoff concentratimasased on the AnnAgNPS
model (Baker, 2005). Constituents include of N Briglus COD. When evaluating
constituents in runoff models, two main algorithwere used frequently. The first was
the feedlot runoff amounts found in AQNPS. Theosecwas the field runoff used by
EPIC/APEX, SWAT and partially by CREAMS (see Cha@e For the EPIC model,
constituents in runoff are modeled for organic Nrate-N, and P. This model was
rejected because of the lack way for ammonium-N@@@® to be account for in the
runoff. The AgNPS feedlot model was selected beedwas specifically designed for
feedlots and accounts for ammonium-N with its tdtalEPIC algorithm ignores
ammonium-N runoff and concentrates on nitrate-Nr fEedlots, ammonium-N is
expected in higher concentrations than nitrate-SAE, 1999). For the actual model,
the AnnAgNPS feedlot component developed by Bak@d%) was modified for this
model.

Figure 3.3 shows the flowchart of the constituemdgance for the feedlot module.
Constituents are added each day to the total basddhe animals are present for that
day as determined by the entrance and exist dates.amounts of constituents are
calculated with Equation 2.3 and values from T@&b® Sediment added is calculated in
a similar manner, but with Table 3.2.
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Add in Daily
Constituents
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Calculate Peak Flow
Total runoff

!

Calculate Constituents’
Concentration
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Determine Scraping
Efficiency

!

Calculate Fraction
Ammonium

!

Remove Runoff,
Scraping, and Decay

Figure 3.3. Flowchart of constituents' balance fofeedlot module (constituents also

include sediment for the flowchart).

Table 3.2. Estimate amounts of solids from animalypes (ASAE, 1999).

Animal Total Solids (kg/kg-animal/day)
Dairy 0.012
Beef 0.0085
Veal 0.0052

Swine 0.011

Next in Figure 3.3, peak flow and total runoff aedculated the same way for
individual storms by finding the largest flow rat€onstituent concentrations are
calculated with Equation 2.12 for N, P, and CORdighent runoff is calculated with
MUST from Equation 2.23. There is several USLEn@= sediment erosion models, but
MUST is designed for manure runoff. The slope tharigctor is calculated with
Equation 2.18. Practice factor is assumed to @éntlicating there are no contours or
other erosion controls practices on the feedldte @mount of plants is set to zero to

conform to the definition of a CAFO. Scraping ei#ncy is the user-specified value if
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scraping should occur based on schedule optiortsided in user input section.
Ammonium-N fraction will be discussed in below. dag only occurs for organic
carbon/COD with Equation 2.13. The losses duenoff, scraping and decay are
removed from the constituents' balance. Scragragsumed to have no enrichment ratio
and all constituents and sediment are removedtivlsame rate. The concentrations of
constituents are constant for a day, but it is ijptesshat hydrographs for two days can
overlap at the beginning of the second day. # tucurs, the concentrations are the
average concentration for both days weighted witioff flow rates.

The fraction of ammonium-N is the percent of thaltd that is assumed to be
ammonium-N. AgNPS does not separate species bfifNgrganic-N can behave
differently than ammonium-N is some of the systemgrate-N is assumed to be zero
due to the low levels of nitrate produced by thienats and on manure-laden surfaces
(ASAE, 1999). The calculation of ammonium-N fracticomes from the Miner et al.
(1980) model. In that model, N is calculated samtb AgNPS with only total-N given in
the runoff. To account for the ammonium, fractaframmonium is calculated and
subtracted from the total N. The feedlot moduldqyens calculations for fraction of
ammonium-N using Equation 3.20. This fraction igtiplied by the concentration of N
to get ammonium-N concentration. The remaining Mansidered organic-N. In
Equation 3.20, the lot temperature is the last fisgs temperature (Equation 3.21), lot
moisture is amount of water on lot (Equation 3.22) lot moisture capacity is 100 mm
for earthen and 50 mm for concrete.

2
F= 0.4(100-0““5‘038 i) (3.20)
LMHC

where, F is fraction ammonium-N
Tsis lot temperature (°C)
LM is lot moisture
LMHC is lot moisture capacity
T = 5T, +4T, + 3T, + 2T, + T,
° 15

where, Tis lot temperature

(3.21)

T is daily average temperature for ith previous day
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LM =LM, +P-R+ET (3.22)

where, LM is lot moisture
LMy is yesterday’s lot moisture
P is yesterday’s precipitation/snowmelt
R is yesterday’s runoff depth

ET is yesterday’s evaporation amount.

Basin Module
The basin module is designed to simulate trangpattremoval of constituents
through a settling basin. Constituents are remoexligh settling and ultimately
transport out of the basin. The module runs oe-fiinute time steps. Figure 3.4 shows
the flowchart of basic components of the settliagib. User inputs and stage discharge
are performed once, while water balance and comestis' removal are calculated every

five minutes.

User Inputs

.

Stage-Discharge
Relationship

.

Daily Calculations

.

Water Balance

.

Constituents’ Removal

Figure 3.4. Flowchart of basin module basic compamts and order of processing.

User Inputs
Inputs needed from the user include the lengthvadth at the top of the settling

basin along with the total depth all in feet anel side slopes and seepage rate along with

40



the location of the weather, hyetograph, and infttata files. The inflow file also asks if
outflow or overflow of the previous structure shibbke used as inflow. Finally, the

directory location where the outflow file is to itten is needed.

Stage-Discharge

Outflow and overflow from the system can be compaitally-intensive
depending on the outflow structure. To minimize thodule run time, a stage-discharge
array is created at the beginning. The array heddises of the discharge in 0.1-ft
increments to a maximum height of 2 ft above theedbthe basin. The outflow structure
inlet can have either a horizontal pipe or a twagstvertical riser. The outlet from the
structure can either be a simple pipe or irrigapgre. Overflow is handled by
overtopping the basin or through a broad-crestdd vior each stage, the inlet and
outlet parts are checked to determine which omgihg. The limiting part is the one
with the lower flow rate. Each structure requidé@$erent user-specified information.
Discussion on each structure's inputs and floweateulations are found in the following
paragraphs. The user can also input a stage-digeteable from a file. The file requires
three columns, depth (ft), outflow (cfs), and ol@sf (cfs) in that order. All options ask
for the length of pipe, change in elevation betwienbottom of the basin and the outlet,
and the number of 90°- and 45°-bends. Manningisber for the pipe in the outflow
system can be selected from lists of materialsaibld 3.3 or specified by the user
(Schwab et al., 1993).

Table 3.3. Manning’s numbers for selected material(Schwab et al., 1993)

Material Manning’'s n
Concrete 0.014
Corrugated Plastic (Diameter < 12 in.) 0.017
Corrugated Plastic (Diameterl2 in.) 0.020
Smooth Plastic 0.009
Corrugated Metal 0.025

A horizontal pipe inlet assumed to be at the botbdie basin requires no

additional inputs. For stages smaller than thendiar of the pipe, flow rate is calculated
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as a broad-crested weir (Equation 3.2) with weptldequal to the stage and weir length
equal to the cross-sectional area of water dividedepth of the water. This is a rough
estimate of flow to represent the low flows wheieav volume can become limiting.
Also, Manning’s equation (Equation 3.1) is checletth area and wetted perimeter equal
to cross-sectional area and wetted perimeter cdugrevater and slope equal to change
in elevation/pipe length. The area and wettedhpeter for a circular area are shown in
Equation 3.23a and b. Equation 3.23a and b wereedkfrom basic geometry. For
stages above the pipe diameter, flow rate is caledlby orifice flow (Equation 3.3) with
area equal to the cross-sectional area of pipalapth equal to stage minus half the

diameter of pipe. The depth comes from the avenader depth for the pipe orifice.
p= 2Rcos‘l(R—;jj (3.23a)

Rl;dj+2(d—R) R? - (d -R)’ (3.23b)

A=R? cos‘l(

where, P is wetted perimeter (ft)
Ais area (ff)
R is radius (ft)
D is depth (ft)

A diagram of the two-stage riser is shown in FigBu® Additional user-inputs
required are orifice height, width, depth, andrriseight and diameter. Riser diameter is
not necessary the same as pipe diameter. Flovisrdte combination of the two stages
and assumes the two stages do not interfere wihaoother's flow rates. For the first
stage, flow rate is divided into three possibisitieThe first possibility is that the stage is
below orifice height and flow rate is zero. Secpodsibility is stage is between orifice
height and orifice height plus depth and sharpteceweir flow is occurring (Equation
3.2) with length equal to orifice width and deptjual to stage minus orifice height. The
third possibility is stage is completely coveriihg ffirst-stage and flow rate is orifice
(Equation 3.2) flow with area equal to orifice widtmes depth and depth equal to stage
minus orifice height minus half of orifice deptRor the second stage, no flow occurs if
stage is below the riser height. Stages abovedesgth have two possibilities. Stages

just over the riser behave like a sharp-crested (Egjuation 3.3) with depth of stage
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minus riser depth and length is the circumfereridberiser. As the stage increases, the
second stage acts as an orifice with the depthl ¢égtize total depth minus riser height
and area equal to the cross-sectional area ofs¢be rBoth weir flow and orifice flow are
calculated and the smaller one is the second stélgev rate. Sharp-crested weirs are

assumed because the riser should have a relatimals edge width.

Riser Diametef

< >

Orifice
Width

Orrifice

VJETPES]Y]

&
Orifice Height =

<

A A4

Figure 3.5. Diagram of the two-stage riser used aslet to outflow structure.

Outflow from a normal pipe requires no extra inpuEguation 3.24 is used for
the calculation of the pipe discharge (McCuen, 2005is is the basic equation for pipe
flow assuming the inlet is a sharp edged. Fricloms for bends and the pipe are
computed with Equation 3.25 (McCuen, 2005). Notynal

Q= Aw/lzf:] (3.24)

where, Q is flow rate (cfs)

A is cross-sectional area?ft
g is gravitation acceleration (32.2 §i/s
h is head (stage+elevation) (ft)

f is friction loss

¢ = (900, +4%0,,) 5100’
3 d 133

where, fis friction loss factor for English units

(3.25)

n is Manning's numbers
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b is number of 45° and 90° bends
L is length of pipe (ft)
d is diameter of pipe (in.)

The irrigation pipe outlet allows the user to siate using a flood irrigation pipe
with 1-in. orifices spaced 30 inches apart. Thisne possible way to spread water over
an entire VTA width. The required input is thedémof irrigation pipe and slope of
irrigation pipe. A minimum slope of 0.5% is reqedrto allow for drainage. The orifices
are assumed to be near the bottom of the irriggiip@. To solve the flow rate from the
pipe requires knowing the head at each outlet, isidlependent on the friction loss
between each orifice. Friction loss is dependarthe flow rate of the pipe. This causes
a circular logic that can be solved with iterateord some assumptions. The known
conditions of the system are the head at the imléte depth of water in the basin and
flow rate in the pipe after the last orifice is@eMith these two conditions, a solution
can be found by adjusting the flow rate at thetintgil flow rate after the last orifice is
zero. lteration is done in a similar manner toldgoon depth calculations. Assumptions
made are that velocity is the average velocityuglothe full pipe. Also, friction loss
between two orifices is constant, and friction loaased by flow through each orifice is
negligible. Also, when the head in the pipe is ldgn the diameter, channel flow is
assumed to take over and is determined with Marseguation. This is the reason for
requiring a slope with the irrigation pipe. Mangimequation must also be solved by
iteration.

The procedure for calculating the flow rate fag tirigation pipe is as follows:

1. Increase the initial flow by one increment andteéil flow to initial.

2. Calculate total head at first orifice with Equati®26 (McCuen, 2005)

3. If total head minus velocity head is greater tharoZpipe flow), then
a. Subtract flow through one 1-in. orifice (Equatio8)3from total flow
b. Depth for orifice is the total head at the orifice
c. Subtract friction loss between this and the neificerfrom total head

(Equation 3.27)
4. Else pipe is no longer pressurized and Manningigatgn takes over

a. Calculate depth of flow through iteration similarlagoon depth
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b. Stop iteration when Manning'’s flow rate equals ltéitav rate (Equation
3.1)
c. Area and wetting perimeter for Manning’s equatiares shown in
Equation 3.22
5. If total flow is greater than zero and not at thd ef the pipe, then go to Step 3
6. If total flow is less or equal to zero, then gStep 1
7. Else decrease initial flow by one increment andese increment by an order of
magnitude
8. Repeat procedure with the new increment if incretrigegreater than 10

9. Otherwise, return initial flow rate as irrigatiolowv

2
h=ste-05-17 (4] _L (3.26)
3 ) 222r

where, his head at first orifice (ft)
s is stage (ft)
e is elevation change (ft)
0.5 is friction loss due to inlet
n is Manning’'s number
g is initial flow rate (cfs)
r is radius of pipe (ft)
L is length of pipe from inlet to first orifict)
0 is total angles of all bends (°)

2
L
h=h-n?l L] = __+1s 3.27

(nj 22003 (3:27)

where, his head (ft)
n is Manning’s number
g is pipe flow rate (cfs)
r is pipe radius (ft)
L is length between orifices (2.5 ft)
s is slope of irrigation pipe (ft/ft)
If a weir is used for overflow the user must intheé depth of weir from the top of

the basin and length of the weir. Flow rate i€@glated assuming a broad-crested weir
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(Equation 3.2) with length of weir and depth ofggtaver the weir. If the stage is above
the depth of the basin, overflow adds flow raterfrine broad-crested weir (Equation
3.2) with length equal to the width of the basinl aepth is stage above the top of the

basin.

Water Balance
After albedo is calculated and sediment removeslpdsin module performs the
water balance in five-minute intervals. Figure i8.@ flowchart of the procedure. Basin
depth and water depth are calculated with the lagtapth algorithm. Surface area is
computed with Equation 3.28.
A= (I +2sd)(w+ 2sd) (3.28)
where, A is surface areaft
| is bottom length (ft)
w is bottom width (ft)
d is basin depth (ft)

s is side slopes (s:1)
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Basin Depth :
Calculation Interpolate Outflow
I and Overflow
v
Water Depth Subtract Outflow
Calculation and Overflow
1 from Basin Volume
v
Surface Area Subtract seepage
Calculation and evaporation
1 from Basin Volume
Inflow, !
Hyetograph, Perform
Snovi/melt Constituents’ Balance
Add inflow and rain :
to basin volume Output data
| to outflow amounts

Figure 3.6. Flowchart of settling basin module fig-minute time steps procedure.

Inflow and rainfall are added to the system. Rallrdfepth is converted to volume
using the surface area at the top of the basire shlowmelt model overrides the rainfall.
Due to limitations of the snowmelt algorithm, ttesamption that water does not melt
due to inflow water must be made. If there is smo¥he basin, then the inflow water is
snowmelt, too. This water should be close to firegz Also, if runoff occurs, mostly
rainfall has also occurred, so the rain should leready affected the snowmelt. For
these two reasons, the assumption is believed totect.

Outflow and overflow are linearly-interpolated frahe stage-discharge array
calculated at the start of the model. The baspitdies used for stage calculations. The
sediment adds volume to the water, and raiseddige sf the basin. Outflow and
overflow are adjusted if the volume of water isiting. This is done to ensure that the
water balance is accurate. Both outflow and owerfhre subtracted from the basin.
Next, the seepage and evaporation for five-mineteods are subtracted from the water

volume. If the water volume is limiting, then sagp and evaporation are adjusted
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proportionally to their removal rates. Outflow aoeerflow assumes that depth of water
remains constant for the time step, because the t&ention time should be greater than
five minutes and outflow represents a fractionhef total volume. Seepage rate is a user-
defined input and evaporation is estimated fromduéy ET values. Both use the current
surface area for volume calculations. Finally,¢bastituent balance is performed and
data is outputted. The outflow snow flag is sefottow the inflow snow flag. At end of

the outflow file, the total water and constituergdes are printed out as user information.

Constituent Balance
At the beginning of the day, sediment settled fioftow water can be removed
based on the solid-removal schedule. This schesluléferent from the feedlot, because
the user has no control over the schedule. Renu\slids occurs on the first day after
the beginning of the month to meet the followingditions:
* No snow on feedlot
» Average daily temperature above freezing
* Seven days have pass since the last rainfall event
Removal efficiency of sediment and all constituaressassumed to be 95% of the
amount settled. This assumes an enrichment raba@fwhich is probably accurate
given the percentage of sediment removed from disenb
For the 5-minute constituent balance, the bassntiwa pools. One is the water
suspended and the other is the settled pool. \Baggended is the only pool that can
discharge constituents. The settled pool is asduraeer to resuspend constituents. The
procedure for constituent balance is the following:
1. Add constituents and sediment from inflow into tegter pool
Calculate constituents and sediment settled
Subtract settled constituents from water pool atdita settled pool
Calculate outflow and overflow masses with Equa8dd

Subtract outflow and overflow masses from the wpied

o gk~ w N

Divide constituent masses by outflow and overflauwme to get

concentration
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300(out + over)
300(out + over) +V

X, =X, (3.29)

where, % is mass of constituent outflow and overflow

Xy IS mass in water pool

out is outflow (cfs)

over is overflow (cfs)

V is water volume at the end of the day)(ft

Removal of sediment and constituents is througlsétiing of solids out of the

water. The removal rate of the solids is dependerthe flow and settling velocity.
Figure 3.7 shows the process by which solids caseliked from water. Assuming the
particles are evenly distributed at the beginnihthe basin, then the particles near the
bottom should be the first to settle out. As tipasses, Figure 3.7 shows that almost all
the particles settle out of the water. The peroésblids settled is dependent on the
settling time (settling velocity time depth) andergion time of the basin. This is an

idealize form without turbulence and resuspension.

o

[ )
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Figure 3.7. Process of settling for solids in wat@as move through time.

The actual removal rate of the system is modeléd tve removal rate formula
developed by the EPA (1986) for a detention/sefthasins in Equation 3.30. The
efficiency factor, n, depends on the basin desigh lrger n for better systems. EPA
(1986) describes n=1 as poor and n=2 as averagethib work, the settling basin
module is assumed to be average structure destgmw?. Volume of water is the
amount of water at the start of the time periotbwHate is outflow and overflow
summed together. Settling velocity is computedh\@itokes’ Law (Equation 3.31a) or
Rubey-Watson’s Law (Equation 3.31b) (Warner, 20083cording to Warner (2006)
Rubey-Watson’s Law corrects for drag forces expeed with larger particles (>0.2mm)
than Stokes’ Law. For purposes of this modeliedtling velocity for particle diameters

greater than 0.2 mm is computed with Rubey-Watsbaig8. The model assumes water
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density is 1,000 kg/frand particle density is the same as for soil plartiensity of 2,650
kg/m® (Maidment, 1995). Estimated dynamic viscositgatculated with Equation 3.32
from Maidment (1995). Equation 3.30 was modifieavbrk with the basin module’s
time steps. The EPA removal rate method is dedigmestimate removal for the entire
of the retention time of the basin. However, thaiBute time step is usually shorter than
the retention time, so the Equation 3.30 has amedamponent x. If the retention time
(flow rate/volume) is less than five minutes x=theywise x=5 minutes/retention time.
Table 3.4 shows the amount remaining in time féfedgnt time intervals. As seen in
Table 3.4, at 20 minutes the amount remainingligtst same amount.
R:1—(1+ n‘lﬂj ) (3.30)
qd
where, R is fraction of solids removed
n is efficiency factor (n=2 for average)
Vs is settling velocity (ft/s)
V is volume (ff)
g is flow rate (cfs)
d is water depth (ft)
x modification for module’s time period

_ 2
v, :% for 0.2 mm (3.31a)
7

, - 187u +./348u% +0.08840g(p, - p)d*

s for d>0.2 mm(2.31b)
0.256dp

where, Vs is settling velocity (m/s)
g is gravitational acceleration (9.81 fj/s
w is dynamic viscosity (kg/m/s)
d is particle diameter (m)
p is density of water (1,000 kgfn
ps is density of particle (2,650 kgfin
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13010

/J = OO :I_(:I_O)998333+8.1855(T—20)+0.0058§T—20)2_l'aozgsfc)r T<20°C (3.32)

1.3272(20-T )-0.001053 T -20)?

4 =0.00100810) for T>20°C

where,u is dynamic viscosity (kg/m/s)

T is average daily temperature (°C)

Table 3.4. Comparing time intervals for differenttime intervals.

Time (min.) | Amount remaining for Time Interval
5-minute 20-minute
0 100.0 100.0
5 94.3
10 88.9
15 83.8
20 79.0 79.0

The actual procedure for determine settling iditade the sediment into a
particle distribution of beef cattle manure basedr®asurements from Chang and Rible
(1975). Chang and Rible (1975) experimented wiifiergnt manures to obtain percent
of manure in different particle ranges. Also fack particle range, the percent of N, P,
and crude fiber were measured. Fresh beef catifteim was selected as the default
because of the large number of beef CAFO in Kan€dmng and Rible (1975) collected
and measured 3 samples of fresh manure. TabkEh8\ss the diameter range; percent of
manure for each range; and percent of N, P, ardkediber. Crude fiber was converted
to COD by assuming all the fiber was organic caraod dividing by 2.67. This
conversion factor was determined by dividing AgNBSoff concentrations for COD
(4,500 mg/L) by organic carbon (1,680 mg/L) (Yowial, 1987) (Baker, 2005). Table
3.5 also shows the diameter used for determinittngevelocity. The minimum value
was used for each range to represent a consenestiveate. For the last range, the
largest diameter of clay was used as an estinfstehe N is assumed to be organic-N.
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Table 3.5. Particle distribution for fresh beef maure, and percent of constituents

for each of the particle ranges (Chang and Rible,a75)

Particle Percent of| Settling N (%) P (%) Crude | COD
Range (mm) Total Diameter Fiber (%)
Manure (mm) (%)
>1.00 30.7 1.000 1.7 0.83 43.7 16.3
1.00-0.50 9.0 0.500 2.2 0.39 58.7 21.9
0.50-0.25 6.7 0.250 2.5 0.41 32.8 12.2
0.25-0.105 6.1 0.105 2.7 0.73 27.6 10.2
0.105-0.053 3.6 0.053 2.8 1.07 16.6 6.2
<0.053 43.6 0.002 4.9 1.42 10.2 3.8

*No Value Recorded. Value is average of particlegess above and below
The amount of sediment, COD, organic-N, and tBtaémoved is computed with
the following procedure:

1. Calculate the fraction of sediment removed for gzatiicle range (Equation

3.30)
2. Calculate total sediment, total-P, COD and org&hiemoved with Equations
3.33aand b.
Y, =Y; > RX (3.33a)
N, =Y > Rxn (3.33b)

where, Y is sediment removed
Y+ is total sediment in basin
N; is COD, total-P or organic-N removed
R is removal percentage (Equation 3.30)
X is percent of total sediment (Table 3.5)
nis percent COD, total-P, or organic-N (Table 3.5)
I is particle range
3. If removed sediment is greater than the maximurmsea removed (Equation
3.34), then,

Yow =Y, (1-(39)) (3.34)

where, Ynaxis maximum sediment removed
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Y is total sediment in basin
f is detention factor, minimum value of 1 or 3@@éntion time
a. Removed sediment equals maximum sediment removed.
b. Removed COD, organic-N, and total-P are reduceithé&gpame proportion
as sediment removed.

4. If removed COD, organic-N, or total-P are greabanttotal in the basin, then the
removed COD, organic-N, or total-P is equal toltataount times sediment
removed divided by total sediment.

For the basin model, all of the N removed is assutade organic-N. The
maximum sediment removed is based on KDHE Designdairds for Confined Feeding
Facilities (2006). The settling basin maximum realgate is set at 66.7% to match
KDHE standard. In the design standards, the volahsediment a lagoon must store is

reduced by two thirds with a settling basin.

Lagoon Module

The lagoon module is designed to simulate the waatdrconstituent balance in an
anaerobic lagoon on daily time steps. The lagoatembalance is derived from
Koelliker et al. (1975) and the constituent balaisdeased on Miner et al. (1980). The
lagoon outflow file is a separate design from thediot, basin, or VTA modules
outflows. A daily time step is the used insteathef five minute because such a detailed

outflow rate is not required.

User Inputs

The required inputs for the lagoon module are digedn's dimensions of top
length, top width, depth with freeboard, and sid@as. The freeboard is set at two feet
to match the Kansas freeboard requirement for eatgoon structures (KDHE, 2006).
The module must also be given the starting depthservation depth, seepage rate,
pumping rate and time, and any periods during &s when pumping can not occur.
The starting depth is the depth of water at thertsagg of the simulation, while the
conservation depth is the depth below which theemvadin not be pumped. Seepage rate
maximum value is 0.25 in./day (6.4 mm/day) becdbiseis the maximum seepage rate

allowed for lagoons not within a sensitivity growater area (KHDE, 2007). For
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sensitivity groundwater areas, the maximum seepatgds 0.10 in/day (2.5 mm/day)
(KHDE, 2007). The periods when pumping can not oeca up to three specified by
entering beginning and ending dates when the systemld not pump out water. These
periods should be considered in the design volunadditional storage can be provided

for during these periods.

Allowed Pumping Days
Pumping of the lagoon can occur if all the follogriconditions are met:

* Feedlot has no snow on it

* Ground is not frozen.

* Average daily temperature is above freezing.

e Sum of previous three days rainfall is less th&% @n.

* Volume above conservation depth is greater thardagts pumping

volume.

» Date is not during non-pumping periods
If all the above conditions are met, then pumpiag cccur on this particular day. Snow
on the feedlot is determined with the snow flaghi& input file with one indicating snow
on the feedlot. Ground is frozen when today’s yesterday’s average temperatures are
below freezing and remains frozen until today’s #reltwo previous day’s average
temperatures are above freezing. Pumping shower ne@wer the lagoon volume below
the conservation depth. This allows the user t@ $ainimum depth that can not be
pumped below to maintain the liner, prevent the pung of sediment, or other reasons

the user may want.

Water Balance
The water balance is based on Koelliker et al. $) 97odel, with some minor
variations. The following is the daily proceduog performing the water balance:
1. Current depth of water is calculated with LagoormptbeAlgorithm.
2. Water surface area is calculated with Equation 3.28
3. Check if pumping of lagoon water is allowed (seeva)

4. Remove pumping volume from total volume
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Add inflow to total volume
Add rainfall to total volume

Remove seepage and evaporation volume from tolane

© N o O

If total volume exceeds that lagoon volume, theress volume of water
is overflow (overflow = total volume — lagoon volein
9. Perform constituent balance

The water balance is simply the inflow minus owtflequals change in storage.
The pumping volume is the pumping rate times pugngime. Rainfall was altered from
Koelliker et al. (1975) model, so the depth of wdite rain that lands on the exposed
area (total area — water surface area) are computedhe NCRS curve number method
for impervious surface (curve number = 98). EquaB.35 shows the calculations of
rainfall volume. This method was developed toneate the water losses due to the
capture of water on the exposed area. Seepagevapdration volumes area computed
with water surface area and checked if volumenigtiing for either. Overflow is
assumed to drain within the day.
v = Al (A - A e

' 12.0

where, V is volume of rainfall (f})

(3.35)

Ay is water surface areaqf(Equation 3.28)

d: is rainfall depth (in.)

Ar is total area at top of lagoonAjft

Ourcsis depth from NRCS curve number method (Equatidn 2
CN=98)

Constituent Balance
The constituent balances (COD, N, and P) are basédiner et al. (1980). Their
model was calibrated in with one study in lllinoi&ll of the model constant parameters
are set for the values after calibration. The @lgms of this model were selected,
because they offer a complete constituent balascl {organic and NH), P, and COD.
The module assumes that no constituents are Ie&ieipage, because the seepage rate is

very low and most of the constituents get trappetthé sludge. The water temperature
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for all the constituent balances is the calculatéd equation 3.3. For the purpose of the
constituent balance, outflow is in reference toghmping volume and overflow volume.
T = T+T,+T,+T,+T,
° 5

where, Tis the water temperature (°C)

(3.36)

T is today's average temperature (°C)

Ti is average temperature i days earlier

COD Balance
The COD balance divides COD into four pools of degble COD in solution
(CODpL), non-degradable COD in solution (CQD, liquefiable COD in sludge
(CODs), and non-liquefiable COD in sludge (C@4). Inflow is divided between the
four pools. Outflow and overflow concentratione aalculated with COD in solution.
COD can be removed through degradation of the gQDol. COD is transferred from
sludge to liquid by liquefying the CQBpool. The procedure and algorithms below are
used to compute the COD constituent balance.
1. The amount of COD in outflow and overflow (CQ@Ds calculated by
coD, =(cob,, , +COD,, )
ouT

COD, o, =CODy ——— 3.37
NL,O NL Vv +OUT ( )
ouT
COD,, o =COD,, ———
DL,O DL OUT +V

2. The amount degraded COD (C@)s calculated is calculated by
COD, =COD,, (10)™“

(3.38)
KC, = KC,,(107)™™*
3. If degraded COD is greater than CRDninus CODBR o, then
COD, =COD,, -COD,, , (3.39)
4. The amount of COD liquefied (CQDis calculated by
COD, =COD(10) "
L LS( ) (340)

KL, = KL,,(145)"%

5. The constituent balances for each of the COD peas follows:
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COD,, =COD,, +a(COD,, )+COD, -COD,, , -COD, (3.414)

COD,, =COD,, +b(COD,, )-COD,, , (3.41b)
COD,; =COD, +¢(COD,, )-COD, (3.41c)
COD, = COD, +d(COD,,) (3.41d)

where, OUT is outflow and overflow volume
V is water volume at end of day
CODy is COD in outflow amount (kg)
CODy is degraded COD (kg)
COD is liquefied COD (kg)
CODy is total COD from inflow (kg)
CODp, COD\L, COD s, and COIRs are pools listed above
Ts is water temperature (°C) (Equation 3.35)
KCt and KLy are decay constant at temperature T
KCzo and Klyo are 0.045 and 0.005
a,b,c,d are inflow constants of 0.24, 0.36, Oa2f] 0.12,

respectively

Nitrogen Balance
The N balance is similar to COD except for an addél pool and a slightly

different path for N removal. Nitrogen'’s five psare degradable organic-N in solution
(NpL), non-degradable organic-N in solutiony(\l liquefiable organic-N in sludge (B),
non-liquefiable organic-N in sludge (&), and ammonium-N (NH4. The pathway for
removal of N is liquefiable organic in sludge Nu&fies into degradable organic-N in
solution, which in turn mineralizes into ammoniundammonium volatilizes into the
air. The procedure and algorithms below are usedipute the N balance.

1. The amount of organic-N in outflow and overflowd)Ns calculated by

No = (NNL,O + NDL,O)

ouT

Nyo =Ny o 3.42

NL,O NLV+OUT ( )
_ ouT

N =Ny, ——
DL,O oL OUT +V
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. The amount of ammonium (NK}%in the outflow and overflow is

calculated by

ouT
OuUT +V

. The amount of volatilized ammonium (N4

NH4, = NH4,

A
10.76

NH4, = NH4,(K, )(36.123/)%(T, + 2739 ™ X

x = NH4_ (10)°®™=742 _ o1
_35310(NH4,)
V +0UT

. If NH4y, is greater than NH4minus NH4, then
NH4, = NH4, - NH4,

NH4_

. The amount of mineralized organic-Ny(Nis calculated by
Ny =Np, (10)™"
KA, =505KA,,(10)"7 % %%,2r3
. If mineralized organic-N is greater thagNninus Ny o, then
NM = NDL - NDL,O
. The amount of organic-N liquefied (Nis calculated by
N, =N (10) ™"
NKL, = NKL,,(145)"
. The nutrient balances for each of the NH4 pooésifollows:
NH4, = NH4, + NH4,, +N,, - NH4, - NH4,
Now = Nou + F(Ni )+ N =Np o =N,
Ny = Ny + 9N ) =Ny o
Nis = Nis +h(Ny )= N,
Nys = Nys +i(Nyy )
where, OUT is outflow and overflow volume3ft
V is water volume at end of day3ft
N is organic-N

NH4 is ammonium-N
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(3.49d)
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o andyy are outflow and inflow amounts (kg)

Nv and N are mineralized and liquefied N (kg)

NH4y is volatilized amount (kg)

NH4p, Npi, Nni, Nis, and Ngs are pools listed above

NH4.qn is concentration of ammonium-N (mg/L)

Ts is water temperature (°C) (Equation 3.35)

Ta is daily air average temperature (°C)

v is average wind speed (mph)

A is surface area @i

KAt and NKL; are decay constants at temperature T

KA20, NKL2o and K, are 0.055, 0.005, and 0.0125 (-)

f,g,h,i are inflow constants of 0.24, 0.36, 0.28¢, 0.12,

respectively

In Equation 3.44, the 39.123 is needed to convett at 3 m into km/day at 2 m

(Corps of Engineers, 1998). The conversion oflttea) measured wind speed is
adjusted using the same method for the snow ngatighm adjustment (Equation 3.9).

Phosphorus Balance
The P balance for Miner et al. (1980) is very diéfg than COD or N balances.
Phosphorus has only two pools of soluble and indelB. All inflow of P starts in the
soluble state. If the concentration of soluble&ches beyond a threshold, then any
amount above the threshold precipitates. The hiotdss dependent on the ammonium
concentration before the N balance is performdabsphorus is assumed to be unable to
move back into the soluble form. The procedureagdrithms used for the P balance
are the following:
1. The amount of P in the outflow {Pis computed by

OouT
P=P.——— 3.50
° SoUuT+V (3.50)
2. The threshold amount of P that can be soluble is
N - 1207 if 120< 033(NH4, )+ 244 (3.51)
31310
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o - V(033NH4,,
e 31310

) * 24'4) otherwise,

3. The precipitation amount is calculated by
Porec = Ps = Fo = Pra if Pmax< Ps— P (3.52)

prec

P =0 otherwise,

prec
4. The P balance is calculated by
P,=P;+Py -P, - P (3.53a)

prec

R =R +P

prec (3.53b)
where, R is outflow amount (kg)

Pmax IS threshold amount that can still be soluble (kg)

Porecis the amount that precipitates (kg)

P is inflow amount of P (kg)

Ps is soluble P pool (kg)

P is insoluble P pool (kg)

OUT is outflow and overflow volume {t

V is water volume at the end of day)(ft

NH4..n is ammonium-N in the lagoon at the start of the (@hag/L)

Soil Module
The soil module is designed to create a soil ifigifor the VTA module. This

is a support module that processes raw data aatesran input file with the correct
format and units. The soil module also estimat@dgpsoperties from available
information. The output file has five soil layer&ach layer contains the following data:

* depth (in.)

* wilt point

» field capacity

e saturation (in./in.)

e conductivity (in./s)

* suction (in.) for Green-Ampt.
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The first layer also contains the readily evapatatater (in.). The first layer depth is
three inches while the other four divide the laymrenly among the remainder of the root
depth.

User Inputs

The input file is a tab-delineated text file witretfirst row reserved as the header
of each column. Columns are separated by a sialgleThe other rows contain the raw
data for each soil layer. These layers will hdnartproperties averaged together to
create the five layers. The header for each colomast be a keyword for a particular
input parameter. The parameters are requiredstonating different properties. Table
3.6 has the header labels and units for each colisted along with a description of the
soil property. The headers are not case sensitidecan be in any order, but must be
entered with the exact lettering. Different headgts are required for estimating the
needed soil properties. Null data for any colusrepresented by leaving the field blank
with only a tab between it and the next column.ly@me tab should be between the
columns. The required information for each estewail be described in the following
sections. The bottom depth is required for aletay Information for a soil type can be
found at the NRCS website under Soils. The ortgioinput requirement is the number
of layers the user wants incorporated into the &ited soil file. Organic carbon is
converted into organic matter by multiplying by {Rawls et al., 1993).
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Table 3.6. Header Labels and Units for the inputife of the soil water module.

Header Label Units Soil Property Description

Depth cm Depth to bottom of layer

Bulk Density g/cn Bulk Density of soil layer

Saturation cm/cm Water Content at Saturation

Field Capacity cm/cm Water Content at Field Capa@8 kPa)

Wilt Point cm/cm Water Content at Wilting Point (bkPa)

Conductivity cm/hr Conductivity for Green-Ampt

Suction cm Suction Head for Green-Ampt

Clay Percent of sand, silt, and clay that is clay
% (<0.002-mm diameter)

Silt Percent of sand, silt, and clay that is silt
% (0.002 to 0.05-mm diameter)

Sand Percent of sand, silt, and clay that is sand
% (0.05 to 2-mm diameter)

Organic Matter % Percent of sand, silt, and clay i organic matter

Organic Carbon % Percent of sand, silt, and clayithorganic carbon

Gravel % Percent of total weight of soil over 2-rdrameters

CEC CECl/clay Ratio of Cation Exchange Capacity lyC

REW mm Soil water that can be readily evaporated

Evaporative Available Water

Readily evaporative water (REW) is used to defireedepth of water that can be

easily evaporated from the first layer of soil.isTproperty is only needed for the first 3

in. (76.2 mm) of soil. If the property is not adile in the raw soll file, then it can be

estimated based upon the percent sand, silt, aydrcthe soil. REW is estimated by

calculating the USDA soil texture of the soil amdiesting the appropriate estimate based

on the texture. The USDA soil texture is a divisa soils based on the percentage of

sand, silt, and clay contained within them. Fig8u& shows the USDA soil triangle.

This relates the percent of sand, silt, and clay $oil texture. The REW values for each

texture were developed from the United Nations F#FReport (Richard et al., 1998)
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and are shown Table 3.7. Sandy clay, clay loamh sandy clay loam had no values

given in the Richard et al. (1998), so the valuesanassumed to be the same as for loam.

100

2 ® % > % S B 2 B %
percent sand
<

Figure 3.8. USDA soil triangle showing the soil t¢ures in relationship to sand, silt,
and clay. (Soil Survey Division Staff, 1993)
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Table 3.7. Estimated values of REW for differentail textures (Richard et al.,
1998).

Soil Texture REW (mm/mm)
Clay 0.131
Silty clay 0.131
Sandy clay 0.118
Silt clay loam 0.125
Clay loam 0.118
Sandy clay loam 0.118
Silt 0.125
Silt loam 0.125
Loam 0.118
Sand 0.059
Loamy sand 0.079
Sandy loam 0.105
Conductivity

The conductivity for the Green-Ampt method is utmdnfiltration calculations.
If conductivity is not given in the raw soil dat&ef it can be estimated from soil
properties of sand content, clay content, fieldac#ly and saturation. Several different
methods have been developed for estimating condlyaticluding Rawls and
Brakensiek(1985), Saxton et al. (1986), Rawls et al. (19881 Rawils et al. (1998).
Stahr et al. (2004) tested several methods to agticonductivity on perennial
vegetation on riparian buffer strips and found thatmethod described in Rawls et al.
(1998) was a good predictor of conductivity. Besmthe VTA is covered in perennial
grasses similar to the buffer strips, the metho&awls et al. (1998) is used to estimate
conductivity in Equation 3.54. The pore indexadcalated in Equation 3.55 by the
relationship described by Brooks and Corey asdistecRawls and Brakensiek (1985).
Pore index is restricted to soils within the rangkslay 5% to 60% and sand 5% to 70%.

Any value outside these ranges had pore index ledoliwith the closest valid value.

K =1930(¢- FC)™ (3.54)
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where, K is conductivity (cm/hr)

FC is field capacity (cm/cm)

¢is saturation (cm/cm)

A IS pore index

Qe a+bS+cp+dS® +eC? + f¢° + gSp
+hS*¢” +iC%¢ + jS’C +KkC?p+1¢°C

where,\ is pore index

¢ is saturation (cm/cm)

C is clay (%)
S is sand (%)
a,b,c,d,e f,g,h,i,j are constants listed in Tab&

(3.55)

Table 3.8. Constants for pore index in Equation 35. (Rawls and Brakensiek, 1985)

Constant Value Constant Value

a -0.7842831| g -0.03088295
b 0.0177544 | h 0.00026587

C -1.062498 -0.00610522

d -0.00005304| j -0.00000235
e -0.00273493 k 0.00798746

f 1.11134946| | -0.00674491

Suction Head

The suction head for the Green-Ampt method carsbmated if unknown by

using sand and clay percentages. Originally, sndtead was estimated with

methodology found in Rawls and Brakensiek (1986),this method proved difficult to

implement. The method tended to overestimate@udtir loamy and sandy loam soils

when compared to the average value. Insteadpthmedule estimated the averages for

different textures as listed in Haan et al. (1988he suction head for each texture are

shown in Table 3.9.
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Table 3.9. Estimated values of suction head forffierent soil textures (Rawls et al.,
1983).

Soil Texture Suction Head (cm)
Clay 31.63
Silty clay 29.22
Sandy clay 23.90
Silt clay loam 27.30
Clay loam 20.88
Sandy clay loam 21.85
Silt 16.68
Silt loam 16.68
Loam 8.89
Sand 4.95
Loamy sand 6.13
Sandy loam 11.01

*No silt given assumed silt loam for suction purpss

Saturation, Field Capacity, and Wilt Point

Water content at saturation, field capacity, and paint are used with the soill
water balance. Water content at all three poiatstie dependent upon one another.
They can be estimated individually or by using deden each other. The independent
estimates will be discussed before the dependktioreship methods.

Saturation can be estimated from bulk density asrd#ed in Rawls et al. (1993).
This is derived from the definition of saturatioBquation 3.56 is used to calculate
saturation and assumes the density of the soicfestare 2.65 g/cin If bulk density is
not available, saturation can be estimated frond,selay, organic matter or carbon, and
gravel contents. Equation 3.57 is used for thisnede from Rawls et al. (1993).
_Pe

IOS

whereg is saturation (cm/cm)

p=1 (3.56)

ps is bulk density (g/c)
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ps is solid density (2.65 g/cin
P =151+ 0.0255 - 0.001350- 0.0006CO - 0.0048ClI

a=1- G 100 +1 (3.57)
1000, | (100-G)po,
e
Ps

whereg is saturation (cm/cm)

ps is bulk density (g/cr)

ps is solid density (2.65 g/ch
Sis sand (%)

C is clay (%)

O is organic matter (%)

| is CEC (CEC/clay)

G is gravel (%)

Wilt point is used for the calculations in the ssdter balance. If wilt point is not

available in the soil raw data file, it is estinthfeom clay and organic matter content.

Rawls et al. (1993) is used to compute wilt poirthviEquation 3.58.

WP = 0.0260+ 0.0050C + 0.0158D (3.58)
where, WP is wilt point (cm/cm)
C is percent clay (%)

O is organic matter (%)

Field capacity is also used in the calculationhef $oil water balance. Sand, clay,

organic matter are needed to estimate field capdcib value is available for wilt point.

If wilt point is given, then field capacity is estated with Equation 3.59a, otherwise
Equation 3.59b (Rawils et al., 1993) can be used.

FC =0.2391- 0.00195 + 0.02100 + 0.72WP (3.59a)
FC =0.2576- 0.0020S + 0.0036C + 0.02990 (3.59b)
where, FC is field capacity (cm/cm)

WP is wilt point (cm/cm)

Sis sand (%)

C is clay (%)
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O is organic matter (%)

As mentioned earlier, all three values of watertenhare related to one another,
because they represent the same soil at differeigtune contents. Estimates for wilt
point, field capacity, and saturation were all ded from the same dataset, and there
should be relationships among them. A problemeanghen one or two of the three
water content values are added into the raw g$ejldind the others are estimated. It is
possible that the added and estimated values exprego different conditions. To
prevent this problem it was decided to adjust gterated values with the added values.
If one of the values is given, the estimates ofatier are multiplied by the ratio of the
available value to its estimated value. If twdlef values are added, the estimate of the
third one is adjusted by linear interpolation witle two added. For the purposes of
scaling, adding bulk density is the same as adsttigration. This is because saturation
is calculated from bulk density and the definit@freaturation is derived from bulk
density. As a final check, if field capacity isegter than saturation, then field capacity is

set at a moisture content 75% of the way betwedrpaint and saturation.

Creation of Soil File
Once all of the missing properties of the raw knjers properties have been
estimated, the soil file can be generated. Attimg the user can enter a soil name. This
is only for the user’s benefit. The soil file outp values for five soil layers. The first
layer is three inches thick and the others areddiviequally for the remainder of the
rooting depth. Properties for each layer are ¢aled by averaging the values for the

raw layers by weighing with depth within the outpayers.

VTA Module

The VTA module is designed to simulate transpod fate of surface runoff and
constituents in a VTA system. The VTA does notude the transport of background
concentrations of constituents that may occur énrtmoff. The main treatment is the
infiltration of water into the soil, where is caa btilized by plants. As per the objectives
of this project, the VTA module simulates the remlasf constituents from surface
runoff. Water and constituent calculations ardqrered by dividing the VTA into

sections ten feet (3.048 m) in length. The VTA sanulate the use of control structures
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(spreaders) to redistribute the water across theeemidth again. Due to the constituent
balance, the outflow and overflow of the VTA ardpuited to two different files.

As water travels down the slope, it begins to cogeeand form a finger-like
pattern on the VTA. If these fingers were gathacggbther, then the water would have
an effective width for each section. By estimating convergence from the start of the
VTA or a redistribution structure, the effectivedth for the effluent water can be
calculated for each section. The area coveretiéeffective width forms part of the
section that is referred as the effluent part. fdmeainder of the width not associated
with the effluent effective width becomes an atet ts referred as the rain part, because
it only receives rain water. Each area has its ater and constituent balance that
occasionally merges because of a spreader. Ting@aai is monitored because it can
dilute the constituents.

User Inputs

To operate the computer simulation model, the osest input the length, width,
and slope of the VTA along with the depth of beattng the sides to prevent overflow.
If a spreader is used, the user must input thedypedimensions of the spreader. The
type of plant grown in the VTA and the directorgation of the soil input file are needed
as well. Finally, the directory locations of thetal files for weather, inflow, hyetograph,
and outflow file must be given. A separate overflde is used because the
concentration of constituents can be different ftbenconcentrations in the outflow. The
overflow file location is the same as the outflale,fexcept the extension .ovr is added to
the end. The second overflow file is needed, bse#lue concentrations of constituents
in the outflow and overflow are not the same. Teerunust also enter the directory
location for a second output file containing theé s@ter balance for each section for the

entire simulation.

Spreader Stage-Discharge
As mentioned earlier, the user can decide to irchmteaders that help
reestablish overland flow across the width of tHeAV The spreader can act as mini-
dams that can have water pool behind them. Ifegjing does occur, a stage-discharge
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curve is developed for the spreaders. This cuamiarray with 0.5-inch (13-mm) steps
to the top of the side berm. The spreader stractan be any of the following types:

e Multiple 90° V-notch weirs

* Multiple orifices openings

* A sharp-crested weir

* Agravel pile
All four structures need the distance along the \BBAween each spreader, which must
multiple of the section length.

The multiple 90° V-notch weir system consists oiuanber of V-notches spaced
evenly across the width of the VTA with a top teatves as a sharp-crested weir. Figure
3.9 shows the set and required dimensions for thet¢h system. Calculations of
discharge for a particular stage can be dividealtintee parts. For depths below the
bottom height, no discharge occurs. For depth &éetvihe bottom and spreader height,
discharge is the number of weirs present timesligeharge of each weir from Equation
3.60 (McCuen, 2005). For depths greater than éighh of the spreader, discharge is
sharp-crested weir with depth over the spreadghh¢Equation 3.2) plus V-notch
discharge with water depth at the height of theager (Equation 3.60).

Distance between
Weirs

Height Of
Spreader

Height to Bottom of Weir

Y

Figure 3.9. Diagram of the V-notch spreader withtie required dimensions.

q=25(d,-d,)* (3.60)
where, q is discharge (cfs)

dy is water depth (ft)

o, is height of the bottom of weir (ft)
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The multiple orifice system consists of a numtesrdices spaced evenly across
the width of the VTA with a top of the spreaderirgtas a sharp-crested weir. Figure
3.10 shows the set and required dimension for tifieesystem. The discharge from the
orifice system can be divided into four parts. egoelow the bottom of the orifices
have zero discharge. Depths between the bottontognaf the orifice, discharge is
assumed to be the number of orifices times théhdige of a sharp-crested weir
(Equation 3.2) with the weir length equal to theaewdilled area (Equation 3.23b)
divided by the depth of water in the orifice. E@pths between the top of the orifice and
height of spreader, discharge is the number oicesftimes discharge of an orifice
(Equation 3.3). Depth of the orifice is the wadepth minus height of the center of the
orifice. For depths above the spreader heighthdige is the total orifice discharge plus
sharp-crested weir (Equation 3.2) for above theaqer height.

Distance between
Orifices

Height Of Diameter
Spreader of Orifice T
Height to Center of Orifice

Figure 3.10. Diagram of orifice system with the rguired dimensions.

The sharp-crested weir is simply a weir that goaess the entire width of the
VTA. The only dimension is the height of the sgiefa Discharge is zero if depth of
water is below spreader height. Above the sprela€ight, discharge is a sharp-crested
weir (Equation 3.2).

The gravel system is the final spreader structiigure 3.11 shows a diagram of
the side view of the gravel system with it requiddhensions. The conductivity of the
gravel is also required. The gravel system is mgudef gravel or rocks that allow water
to flow through the structure. Discharge is didideto two parts. First is when depth is
below the height of the spreader. Discharge thidhg gravel is similar to flow through
an earthen embankment and is calculated with thénmuan discharge rate with Equation

3.61 (Schwab et al,. 1993). Equation 3.62 wassddrirom finding maximum discharge

71



with Equation 3.61 through differentiation. Whegpth is over the height of the
spreader, discharge is assumed to be broad-cmeste@Equation 3.2) plus Equation
3.61 with depth of water set to the height of theeader.

}4— Width at Top —>{

‘ Upstream Down

Height Of Slope
Spreader Slope P

|

Figure 3.11. Diagram of gravel system with require dimensions (Side View).

Wk -n?)
= S alii - a7 e
2w H(a+b)-bd)-+/4W + H(a+b)-bd)’ - b’d? (3.62)

b
where, q is discharge (cfs)
W is VTA width (ft)
w is width at top (ft)
a is upstream slope as a:1
b is downstream slope at b:1
H is height of spreader (ft)
d is depth of water (ft)
h is downstream height, solved to maximize disgphéft)

K is conductivity of gravel (ft/s)

Effective Width
As water flows downbhill, it begins to convergehelVTA module simulates this
convergence by estimating the effective width iohesection of the VTA. This divides

each section of the VTA into two parts. The effeztwidth is calculated for Equation
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3.63 from Wulf and Lorimar (2005). For each sattithe distance from the beginning of
the spreader is measure from the halfway poinis $hould give the average effective
width of the section. If the plant is a row crofthwrows running along the contour, then
effective width is set to 90% of VTA width due teetrows acting as minor spreaders.

However, row crops are not well suited for a VTA.

M for I—<|—L

W, = Wpp — L (3.638.)
W, — W, for L<L_ (3.63b)
L, =500-30(s-1)-20(R-1) (3.63c)
w, = W,,(06- 00A(s-1)+(R-1))) (3.63d)

where, wis effective width (ft)
WyTa IS VTA width (ft)
L is length from start of VTA or spreader (ft)
w_ and L. are width and length limit
s is slope (%)

R is plant retardance factor (Appendix A)

Infiltration

Infiltration is calculated with the Green-Ampt meth The Green-Ampt method
was selected because it allows the module to aftjugtrying initial water contents and
storm sizes, while the soil properties can be tgeadiculated or measured. Green-Ampt
assumes that infiltrated water moves as a blockndbe soil profile with saturated and
original unsaturated zones (McCuen, 2005). GresptAdoes not have a transitional
wetting front zone between the two layers. A diffty in having the five soils layers is
that conductivity changes between them. Green-Asgpiires conductivity to be one
value. An effective conductivity is used with Beeen-Ampt method to incorporate all
conductivities within the saturated zone. Effegtoonductivity is calculated with
Equation 3.64 (Hillel, 1998). If the saturated eas deeper than the five layers, the extra
depth is assumed to have the same soil propediteedifth soil layer. This method for

calculating effective conductivity was chosen beesitiis used to calculate Darcy's Law
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effective conductivity with multiple-layered soihd Green-Ampt can be derived from

Darcy's Law with a few assumptions (Hillel, 1998)cCuen, 2005).

K, = % (3.64)
Ki
where, K is effective conductivity (in./s)
d; is depth of soil layer i within saturated zone)(in
Ki is conductivity of soil layer i within saturatedrze (in.)

For the VTA module, the infiltration rate at tharstof each period is used to
calculate infiltration during the five-minute tinsgep. This assumes the infiltration rate
remains constant for the entire time step. Equaié5 from Haan et al. (1994) is the
Green-Ampt formula used to calculate infiltratiofirst time step of an infiltration event
has no saturated zone, so a value of 0.001 issisnaed to prevent dividing by zero. The
amount infiltrated represents the maximum amouait ¢buld infiltrate, but infiltration is
checked against the total amount of water it isoerd to in that time step. If the water is
less, then the infiltration is all the exposed waté the ground is frozen, then no
infiltration will occur (Koelliker et al., 1975)The volume of infiltrated water is moved
from the surface to the soil layer that is unsdaada

f:Ktw

e

(3.65)

where, fis infiltration (in.)
Keis effective conductivity (in./s)
tis time step (300 s)
¢ is suction head (in.)
d is depth of the surface water at beginningro&tstep (in.)

L is the depth of the saturated zone in the goilile (in.)

Percolation of Water
Percolation is the movement of water through thiepsofile after an infiltration
event occurs. The movement by percolation is &ohib those soil layers above field
capacity. The percolation algorithm was develofpech the percolation equations in
EPIC and SWAT models (Williams et al., 1983) (Nelitt al., 2005). From both
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models, percolation was computed with Equation&.8b6quation 3.66 will give the total
percolation amount if no inflow occurs, but layessil can have percolation moving into
and out of a layer. The inflow percolation ess#ltiresets the initial water contents and
requires that percolation be calculated with sim@lé steps. The 5-minute time step is
used for percolation calculations to match thahefother VTA modules. For days when
an infiltration event occurs, the percolation aitjon is executed before infiltration

begins and after infiltration stops.
-tK
P=W-FC)dexp ——— for P> 001g-FC)+FC (3.66a
( ) F{(¢_ FC)d] (7 ) ( )

P=¢-FC else (3.66b)

where, P is percolation amount (in.)
t is time step (300 s)
d is soil layer depth (in.)
K is conductivity (in./s)
W is initial water content (in./in.)
FC is field capacity (in./in.)
¢ is saturation (cm/cm)

The percolation algorithm is designed to run in@pl for the amount of time that
percolation could occur for a day. If EquationGaévere used alone, the algorithm
would calculate extremely small values of percolativhen water content is near field
capacity. The percolation calculations would nealeyw water content to reach field
capacity because Equation 3.66a has an asymptiéédatapacity. This asymptote
forces the algorithm to run continuously while mmail percolation occurs. This
increases computation time. To decrease the modualéme, Equation 3.66b is added
to the VTA module to make percolation equal zero.

The percolation algorithm is executed on the dagroinfiltration event for every
5-minute time step until infiltration starts andila¢ end of the day for the amount of time
since infiltration stop with 5-minute time step®n days with no infiltration, the
percolation algorithm is executed for the entiren®dir in 5-minute time steps. The

percolation algorithm follows the following procedu
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1. Run the loop for time number of 5-minute time stepeded to complete
the interval (288 times for 24-hr period)
2. For each soil layer starting at the bottom
a. Calculate percolation with Equation 3.66
b. If saturation-water content < percolation, thencpéation =
saturation-water content
c. Subtract percolation from the water content ofdbi layer
d. Add percolation to the next lower soil layer obdttom layer to
seepage amount

3. If no percolation occurred for this time step, tls¢op the calculation.

Evapotranspiration

Evapotranspiration (ET) is the combined removakafer by evaporation and
transpiration from the soil. The two steps for &gorithms are to calculate the ET
coefficient and to remove ET from the appropriatiélayer. The ET coefficient is used
to adjust the reference ET value from the weathé Hased upon the type of plant and
growth condition for the particular day of the yedihe ET coefficient is modeled with
three different models. The models were develdped Richard et al. (1998). The
values for ET coefficients (ETK) and time (DOY) anepressed in general terms. The
actual values for each plant type are found in AylpeA.

The first model is of a cool season grass showkigare 3.12. At the start of the
year, the cool season grass coefficient is ETKwifttethe winter dormant period. On
DOYO, the plants enter the initial growth statethva constant ET coefficient of ET1.
Between DOY1 and 2, the grass begins to develaglyapThe ET coefficient increases
linearly between ET1 and ETK2 values. Becauseishiscool season grass, the ET
coefficient is reduced for water stress duringltbeKansas summer and then recovers.
The coefficients for the stress and recover peravddinear changes with the respective
ETK values as shown in Figure 3.12. After recawgto DOY4, the grass begins its
senescent period, which ends at DOY5. After searess; the grass enters the winter

dormant period again until DOYO the next spring.

76



A
Cool Season Grass
—
S ETK2 ETK4
S : ;
= : ! !
) ! : .
O ! ) |
&) ! i i
= : :
L : ! !
; | ;  ETK5
ETK1 | § : ;
ETKwinter ! :
Winter | Initial . Develop Stress | Recover | Death : Winter.
DOYO DOY1 DOY2 DOY3 DOY4 DOY5
Time

Figure 3.12. ET coefficient model of a cool seasgnass.

The second ET coefficient model is for a grassésted four times for hay as
shown in Figure 3.13. Here, the ET coefficienttstavith a winter period until DOYO
when the initial growth occurs. The ET coefficiént the initial period is ETK1. At
DOY1, the ET coefficient begins to increase lingamtil DOY2 to ETK2. DOY2
represents a cutting of the plants. The cuttingsea the ET coefficient to reset to the
ETK1 value for the next day. Figure 3.13 showspattern of linear increase and cutting
occurs for three more times until DOY5 when thesgranters the winter senescent period
again and remains at ETKwinter until DOY the nesary
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Figure 3.13. ET coefficient model of grass harvesd for hay throughout the season.

The third ET model is for a warm season grasss iftodel can also represent an
annual crop, but annual crops are not recommeratesd WTA system. Figure 3.14
shows the warm season ET model. Comparing Figi2a&hd Figure 3.14 shows that
the cool and warm season grass models are simiapethe stress and recovery periods
are exchanged for the mature period and a DOYniwved. The ET coefficient for the
mature period is a constant value of ETK2. Theogeriods follow the same pattern as

the cool season grass.
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Figure 3.14. ET coefficient model of a warm seasagrass.

Evapotranspiration removes water from all fivelod soil layers at the end of
each day. The first layer has water removed d®gaporation alone. The evaporation
rate is the amount of ET remaining from the graésrence ET when the plants ET
(Grass Reference ET times ET coefficient) is subéh If the water content is below
the Readily Evaporative Water (REW) amount, thenaimount of water removed is
reduced by applying the fraction calculated by Egma3.67. This reduction simulates
the increased energy required to evaporate water @irier soils.

_ WC-05WP
P REW -0.5WF

where, fvqpis fraction of actual water evaporated

(3.67)

WC is current water content (cm/cm)
WP is wilt point (cm/cm)

REW readily evaporative water (cm/cm)
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The other four layers simulate water removal from Eor the second soil layer,
the amount of water removed is 40% of the plantgreference ET times the ET
coefficient). The third, fourth, and fifth soilylars respectively remove 30%, 20%, 10%
of the plant's ET. The smaller percentages fotdiver layers are to simulate the plants
preference to remove water near the surface fitrgshe current water content is below
the stress point for the soil layer, then wateraeed is reduced by the ratio of current
water content minus wilt point over stress poinbusi wilt point. The stress point is the
water content where the roots in the layer becanessed. The stress point for the
second, third, fourth, and fifth layers are respety 30%, 40%, 50%, and 50% of the
available water (field capacity minus wilt pointf.a soil layer is stressed, then the water

not removed is added to the plants demand for Efi@mext lower layer.

Switch between Pooling and Runoff Water Balances

When a spreader system is used with the VTA modéespreaders can restrict
the flow of water. This can allow the water to pabove the spreader and restrict flow
upslope from the spreader. The pooled water coaNgr multiple sections. These
sections have a different water balance schementienal operations. During normal
runoff the water flows downslope and the water hedaefor each section is calculated
progressively downstream. During pooling the setibehave as a single unit and a
separate water balance is used. If pooling ismicuin a section, then all sections
between this section and the spreader downslopgaaref the pooled water balance. To
determine when to switch between normal runoff pmoling water balances, two
procedures were developed. The first procedurerah@tes when to switch a section to
the pooling water balance. The second proceduitelss a section back to the normal
water balance.

The pooling water balance assumes that the watdeg@bove the spreader acts
as a miniature basin system with a routed watearioca. Pooling begins in a section
when water backs up into that section. This baxlsicaused by inflow exceeding
outflow at the spreader. This is the primary ciite used in the first procedure. Two
other criteria must be met for pooling to occuhe®econd criteria is, "Does the pooling

sections have enough water to fill it to the appaip depth by the end of the time step?”
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The third criteria is "Does the water in the cutregection have enough time (5 minutes)
to reach the previous time step's first downslopaipg section?"

The following procedure checks if all three criéesire met to start pooling water
balance. First, the time required to reach theipus pooling sections is calculated by
dividing distance between the current section aeslipus pooling section with
Manning'’s velocity. The velocity is calculated bymbining the two parts of the
sections. If the time is greater than five minuteen the procedure stops and pooling
does not occur.

Next, the outflow of the system is calculated ttedmine if inflow exceeds
outflow. The outflow for the 5-minute time stepcalculated by using the average
outflow determined from the spreader stage-disehaugve for the beginning and ending
depths. The beginning depth is the depth of themfat the section above the spreader.
The ending depth at the spreader is calculatedtivtlinflow's water depth and Equation
3.68. Equation 3.68 calculates the depth at theasier if a horizontal line is drawn from
the inflow depth at the midpoint of the currenttemt If the volume of inflow plus
rainfall is less than the volume of outflow, thée procedure stops and pooling does not
occur.

d,=d,+ (05+N)Ls (3.68)
where, dis ending depth (ft)
dn is inflow depth (ft)
L is section length (10 ft)
N is number of sections between the spreader amdrt section
s is VTA slope (ft/ft)

Otherwise, the procedure checks to see if thezaasigh water to fill the volume
needed for pooling. The volume needed for podbrie volume necessary to allow the
water to be level for all sections between theenirsection and the spreader at the
ending depth. It is calculated by taking the areeach section times each section’s
midway depth calculated with Equation 3.68. Thailable volume of water is sum of
inflow, rainfall, and initial volume at the begimg of the time step minus outflow. If the
available volume is less than the volume needexh the procedure stops and pooling

does not occur. Otherwise, the procedure subthatiitsation from the available
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volume. If the new water volume is greater thalune needed for pooling, then
pooling occurs in the section. This causes themeto be the start of the pooling water
balance.

The second procedure determines when pooling isnger occurring After
calculating the pooling water balance, the Manrsritpw rate at the end of the first
pooling section is calculated with a depth from &gpn 3.68 (N=0). If Manning’s flow
rate is less than the pooling flow rate, then #ion is switched to the runoff water
balance. Also, the next downslope section is s¢ha first pooling section. The section
before the spreader never switches out of pooliegause at every time step this section

could either use the pooling or section water bdan

Section Inflow
The inflow flow rate and constituent for a sectare determined by its position in
the VTA. If the section is the first for the VTAflow for the effluent part of the section
comes from the inflow file, while the rain partzsro. If the section is after a spreader,
then inflow for the effluent part is the previowxgons outflow for both rain and effluent
parts, while rain is zero. For all other sectidhs, effluent part inflow is the previous
section's effluent part outflow and rain part imflcs the previous section's rain part

outflow.

Runoff Water Balance

The runoff water balance is performed in a sectiben the section is not pooled.
Each section has a water balance for the rain tilue et parts of the section. The first
step is to calculate the velocity and travel tim®tigh the section for the inflow water
with Manning’s Equation (Equation 3.1). Also, tin@vel time for the water remaining
from the last time step is calculated. This trawak is calculated with the velocity from
Manning’'s Equation for the depth of the remainirafev. If the inflow is traveling at a
faster velocity than the remaining water, thenrgraaining water velocity is assumed to
be the same as the inflow velocity. This causes¢maining water travel time to be
recalculated at the faster velocity. This assutinasthe inflow water can push the
remaining water out of the section. Next, infiftoa, as previously described, is
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calculated. Outflow and overflow for the sectioa aalculated. Finally, the water
balance is performed.

Outflow for the runoff water balance divides thetevanto two scenarios. The
first scenario is that the travel time for the ramray water is greater than five minutes.
This means that the remaining water is unable toptetely reach the end of the section.
Outflow flow rate is then the volume of water tih@aches the end of the section divided
by five minutes. The volume that reaches the drideosection is equal to the remaining
volume times five minutes and divided by the trauake. The second scenario is that the
travel time for the remaining volume is less thiare fninutes. Outflow is the entire
volume of remaining water and the amount of watemfthe inflow that can reach the
end of the section. The inflow water that readhesend of the section is all the inflow
water except the volume of water that cannot trétvelength of the section in five
minutes (inflow travel time multiplied by inflowdiv rate). Outflows for the spreaders
are handled by having the section upslope always & being pooled.

Overflow for a section is calculated by combinihg section’s effluent and rain
parts, because the water must spread out oventhie E2ngth of the section before water
can flow over or through the berms. The two whtdances are maintained separate
even if overflow is occurring. The combined renagnwater and inflow have their
velocity and travel times recalculated. Theseloetated values are used only in the
overflow calculations. The berms act as two brogsted weirs. Equation 3.2
calculates the amount of overflow with weir lengtjual to twice the section length
because of the two berms and weir depth equaktdepth of inflow or remaining water
above the berms. If the overflow volume exceedstbtential overflow volume, then
overflow is set to the potential overflow volum&he potential overflow volume for the
remaining water is calculated with Equations 3.88d b. The potential overflow
volume is not simply the amount of water aboveltbenm because not all the water is
exposed to the overflow of the berms. For watéhaiend of the section, no water
overflows. For water starting at the beginninghef section, all the water can overflow.
This means the volume of water that can overflodejgendent on the location within the
section. Equation 3.69a shows the volume calaratwhen travel time is under five

minutes. Equation 3.69b is for when the travektisilarger than five minutes. For the
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water that leaves the basin within the time stiep vblume of water for potential forms a
triangle. But the water that remains in the sectian be overflow. The overflow for the
inflow is calculated with Equations 3.69a and lxept the all remaining water variables
are replaced with their inflows counterparts. Houes 3.69a and b is used for the inflow
water, because all the inflow that leaves the seatan be overflow, but inflow that stays
in the section at the end of the time step forrigagle of the volume of overflow. The
beginning of the section cannot overflow, while &mel of the section can.

d —d,
d

VAESAY for § <300 (3.69a)

r

d, d— d, ]( 1;(300) 4; (t, —300)

A :v,( ) for t>300 (3.69b)

r r

where, i is volume of potential overflow for remaining walé®)
V, is volume of remaining water {jt
d is depth of remaining water (ft)
d is depth of berms (ft)
t. is travel time for remaining water (s)

The runoff water balance is next calculated whestewis added and subtracted
from the inflow. The runoff water balance is penf@d in the following steps to the
sections water volume:

1. Add inflow that reaches the end of the section
2. Subtract infiltration
3. If overflow volume is greater than water volume abberms
a. Then, overflow volume equals water volume and wabdume set to zero
b. Else subtract overflow
4. If outflow volume is greater than water volume
a. Then, outflow volume equals water volume and waténme set to zero
b. Else subtract outflow
5. Add in the remainder of the inflow
Infiltration is performed before outflow and ovexil because infiltration occurs within
the section and the water is exposed to the iafitin process first. The final step for the

runoff water balance is to calculate the remainiager depth for the next time step. If
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the travel time for the remaining water is lessitfigae minutes, then depth is the
remaining volume divided by the section length affdctive depth. If the section
overflow is greater than five minutes then the bepmains the same. The depth
remains the same, because the remaining volunmealdeito reach the end of the section

within one time step and must be allowed to adahiather.

Pooling Water Balance

The pooling water balance is performed on allieastthat are pooled at the same
time. The inflows for the effluent and rain paate combined, because the pooled water
begins to mix. The pooling water balance firstf@ens water routing to determine the
average outflow, overflow, and remaining volumeexN the system is checked to see if
the section needs to switch back to the runoff maééance. If no switch is needed, then
infiltrated water is added to the soil layer, ahd volume of water in each section is set
to the routed depths. Outflow and overflow areaterage for the routing calculations.

Routing of the water for the pooling section isdon Equation 3.70 (McCuen,
2005). The routing inflow is the sum of inflow gluet rainfall. Routing outflow
includes both outflow and overflow. Routing isfeemed in the module by adding the
starting volume, rainfall, and inflow together tbie routing volume. The volume of
infiltration is calculated and subtracted from tbating volume. Finally, half of the
initial outflow is subtracted from the routing vahe to solve the left-hand of Equation
3.70. Initial outflow is interpolated linearly fmthe spreader stage-discharge curve for
the starting depth at the spreader. Overflow lisutated as weir flow over the spreader
with a check of the volume above the overflow antodrhe routing volume is the right-
hand side of Equation 3.70 converted to a voluifige final depth is solved by iteration,
so the final volume, half of the final outflow anderflow are equal to the routing
volume within plus or minus 10 Final outflow is interpolated linearly from the
spreader stage-discharge curve and final deptlerflow is the average of the overflow
based on the broad-crested weir (Equation 3.2 Wéir depth is half of the difference
between spreader depth and berm depth. Half thin deused to take into account the
slope of the VTA. Weir length is twice the spreadepth above the berms divided by
the VTA slope. This is the length along the belnat has water above the berms. The
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overflow volume is checked for against the watenatthe berms to ensure overflow
volume does not exceed it. The section's outflod/@verflow are an average of the
initial and final routing outflow and overflow.
O Vo Lt MO
2 T 2 T 2

where, O is outflow (cfs)

(3.70)

V is volume (ff)

T is time (300 s)

I is inflow (cfs)

1 and 2 are the initial and final for the timeps

Surface Constituent Balance

The surface constituent balance is performed ftn tiee runoff and pooled water
balance after each water balance for every timewitth water on the surface. First, the
constituents in the inflow are added to the cowmstits in the surface constituents. Next,
the percent sediment removed through filtratioooisiputed with the Kentucky Filtration
Model for zones C and D (Equation 2.26). The isgttvelocity is determined by Stoke’s
Law (3.32a) using the same assumptions as foretiieng basin module. The initial
particle diameter was assumed to he® Constituents are removed from the surface
and placed in the soil in proportion to the voluohénfiltration to the total water. If the
ratio of the amount of sediment removed by filoatto total sediment is greater than
ratio of infiltration amount to total water, theedsment, P, organic-N, and COD are
removed in proportion to the infiltrated ratio. ilmakes the assumption that P, organic-
N and COD are sediment bound. All constituentschezked so that amounts removed
do no exceed amounts in the surface water. Afieeatmounts of constituents removed
are subtracted from the surface total, constituientise outflow and overflow are
subtracted from the surface. The amounts of coestis in the outflow and overflow are
computed so the concentrations of constituentsaroutflow, overflow, and surface at

the end of the time are equal.
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CHAPTER 4 - Model Sensitivity

Different inputs to the VTA model have differentpacts to the amount of
outflow from the VTA module. By varying differemputs of the VTA module, the
sensitivity to each of those variables can be oleskr The area, slope, aspect ratio, soll
conductivity, and Manning’s roughness number west¢etd for sensitivity in the VTA
module. Also, the concentration of constituents tested in the VTA and lagoon

module.

Methods and Materials

The method for testing the sensitivity was perfairbg creating a basic design of
the feedlot, VTA, and lagoon. The five VTA inputere each changed separately and
simulations were run for a range of values for @aplat. The inputs were area, aspect
ratio, slope, Manning’s number, and soil condutyiviAlso the inflow concentrations
were varied for both the VTA and lagoon. Eachatawn was simulated with weather
data from the Kansas Weather Data Library at Seaadll Ottawa, KS. Scandia is
located in the north central part of Kansas, whiteawa is located in the east central part.
Hyetographs for the two sites were generated bayeéograph module. The sensitivity
started with the basic design for the feedlot congods and initial values of the
parameter evaluated for sensitivity. Table 4..nshthe basic parameters for the VTA
with more information about the plant type and sgoke in Appendices A and B,
respectively. The feedlot is a square lot withdlsign values shown in Table 4.2.
Table 4.3 shows lagoon's basic design. The lag@snundersized by about 50% for the
Scandia site, so more overflow would occur to giveore robust comparison to the
VTA. No settling basin was used because the modaenot needed for the sensitivity
analysis and to allow higher concentrations in\tfid and the lagoon for comparison.

Only five parameters were selected because ofrtieerequired to run the model.
The parameters were simulated with between sev@miae changes per site. The two

sites modeled required that the VTA module be twua80 times and required about 40
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hours to complete all the simulations. Area wascted because it is a parameter that
the user has the most control over. If the VTA®ysis inappropriate compared to a
lagoon, the user can add area to the VTA, if alsbela Soil properties and slope can be
changed but massive reconditioning of the soihadimovement is required. The aspect
ratio was analyzed to determine if it has a mafface on the performance of VTA and if
it should be considered in the design of the VIManning's number was analyzed
because the amount for each plant type given repteshe average value. Manning's
number for a plant type can vary for the same plapending of factors such as plant
stem density and height. This sensitivity analygs used to determine if variations in
Manning's number should be a concern for the uSEpe and soil conductivity were
analyzed for the same reason as Manning's nun8lepe for the VTA represents the
average slope for the entire area, and it was aedl{o determine if errors in slope
measurements could affect the VTA performancel woiductivity was chosen to
represent the soil properties. Conductivity alariidp wilt point, field capacity, and
porosity are mostly determined from other charasties of the soil. The most-readily
available data comes from NRCS website that ustialéyone or two samples per county
for a particular soil type. Due to soil-heterogeue nature of soil, the soil properties can
vary within the same soil type. All the soil profes are related to each other, but
conductivity was chosen because conductivity islisted on the NRCS website and
must be estimated.

The input concentrations for the constituents vebi@nged and compared
between the lagoon and VTA to see if concentratmund change the results of the
design comparison. If the results for the desigmgarison change, then this would
indicate that the method for estimating constitwmtcentrations in the runoff from the
feedlot is important. If little or no change iretresults is found, then the concentration
of constituents from the feedlot is probably unimgot for the design comparison

between two treatment systems.
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Table 4.1. Initial values of parameters used in # VTA sensitivity analysis.

Length - ft (m) 1,320 (402)
Width - ft (m) 660 (301)
Slope (%) 2.0

Berms - ft (m) 1.0 (0.30)
Spreaders None

Soil Type Silt Loam
Plant Type Alfalfa

Table 4.2. Basic design of feedlot for sensitivitgnalysis.

Length - ft (m) 660 (201)
Width - ft (m) 660 (201)
Slope (%) 3.0
Animal Type Beef
Animal Weight - Ibs (kg) | 1,000 (454)
Number of Animals 1,000
Scraping Efficiency - % 85.0
Scraping Dates Jan. 1
Mar. 31
June 29
Sept. 29
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Table 4.3. Basic design of lagoon for sensitivignalysis.

Length - ft (m) 120 (37)
Width - ft (m) 120 (37)

Depth - ft (m) 20 (6.1)

Side Slope 3:1

Seepage Rate - in./day (mm/day) 0.01 (0.25)
Pumping Rate - gph (L/s) 10,000 (10.5)
Pumping Time - hr/day 10
Non-Pumping Period 12/01-03/31
Conservation Depth -ft (m) 0 (0)

The area of the VTA was simulated with varioustreéaareas to the original
value of 0.50, 0.62, 0.75, 0.87, 1.00, 1.12, 11237, and 1.50. All variations of the
VTA were done by changing the length of the VTAheTlengths were rounded to the
nearest 10-ft (3-m) section. As area increasesdpacity for the VTA to infiltrate water
should also increase and outflow should decrease.

The aspect ratio is the length to width ratio & YATA. Changes in the ratio
could affect the convergence of flow and the effectvidth of the VTA. The different
aspect ratios modeled for the VTA were 0.4, 0.6701.0, 1.5, 2.0, and 2.5. The area of
the VTA was maintained with the length rounded® nearest 10-ft (3-m) interval. The
2.0 aspect ratio represented the basic desigredf TA.

The VTA slope affects the velocity and depth ofslthrough Manning’s
equation, which changes the retention time andntieation rate of the VTA. As slope
increases, the velocity of flow should increase @epth decrease. The retention time
and infiltration rate should also be lower. Alltbese effects should increase outflow.
The slope of the VTA was varied from 0.5% to 4.080i5% intervals. The 2.0% slope
is the VTA basic design.

Manning’s roughness number affects velocity andtdepflow. As Manning’s
number increases, the velocity should decreaseeypith increase. This will have the

opposite effects on the outflow as slope. Manniuaglaes tested ranged from 50% to
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200% of the original value. Manning’s numbersddstere 0.12, 0.18, 0.22, 0.24, 0.26,
0.36, and 0.48. The original value was 0.24.

Soil conductivity is one of the parameters of tbi data file. Increasing
conductivity should increase the infiltration rated decrease outflow. With higher
conductivities, the soil should be able to infileravater at a faster rate. Soil conductivity
was the only soil data varied with the others heldstant. Although the other soil
parameters were simulated as constant, this ihaaeal case. The soil properties are
dependent on one another and changes can affectsatihdata. The constant soil
parameters were needed to test sensitivity of atthdity. Soil conductivity was
simulated at 50% to 200% of the original valuedach layer. The original soll
conductivities for the first through fifth layerseve 0.824 (2.094), 0.540 (1.372), 0.396
(1.006), 0.414 (1.052), and 0.080 in./hr (0.204ran/

The lagoon and VTA input concentrations of constitis were varied to test the
sensitivity of the concentrations to the concemdrabf constituents in the outflow. All
models have a degree of uncertainty and simul&sdlts are only an estimate. For this
model, the percent removal and comparison of lagoafr A are more important than
actual concentrations for the lagoon. By varyimg ¢oncentrations of input constituents,
the sensitivity analysis can show if the perceming®e and comparison remain the same.
The input concentrations were simulated using aoinaBons of 50%, 75%, 90%, 100%,
110%, 150%, and 200% of the original values. Tiigiral weighted mean
concentrations from the feedlots are shown in Table
Table 4.4. Original inflow weighted mean concentrigons (ppm) of constituents for

the Scandia and Ottawa, KS tests.

Constituents Scandia Ottawa
P 32.7 32.6
Organic-N 214 211.
Ammonium-N 0.491 0.489
COD 3,257 3,229
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Results and Discussion

The results of the sensitivity analysis for aréaps, soil conductivity, Manning's
number, aspect ratio, and input concentrations gtiea/n in terms of the relative change
in the total outflow of water of volume. Also, amgc-N, ammonium-N, P, and COD are
expressed as the percent change in total mase outlow compared to the original
total mass outflow.

Figure 4.1 shows that as area increases the vatfimgflow decreases. The rate
of decrease begins to level off as the size oMha increases. Figure 4.2-Figure 4.5
have the same general pattern for ammonium-N, ardénP, and COD. Organic-N, P,
and COD have a greater relative change for thathiooutflow. This is probably due to
additional removal of the sediment-bound portiothase constituents. Increasing the
area allows for more area for infiltration to oceund the outflow decreases. The
decrease in water outflow levels off with largesas, because of the outflow of runoff
that occurs from the precipitation only on the aréhe outflow of constituents begins to
level off probably because the constituents becomee diluted with rain water. This
dilution would remove fewer constituents for thengavolume of water infiltrated as the

water progressed further down the VTA.
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Figure 4.1. Relative outflow volume from the VTA ompared to relative area of the
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Figure 4.2. Relative amount of ammonium-N outflowirom the VTA compared to

relative area of the VTA.
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Figure 4.3. Relative amount of organic-N outflowrom the VTA compared to
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Figure 4.5. Relative amount of COD outflow from tke VTA compared to relative
area of the VTA

In Figure 4.6, the general trend is for outflowdixrease with increasing soil
conductivity. Figure 4.6 also has a diminishinfgef on the relative change in outflow
with increasing soil conductivity. Higher soil aurctivity increases infiltration and
decreases outflow. Figure 4.7-Figure 4.10 showahamonium-N, organic-N, P, and
COD have the same general pattern, but with a sma&lative change.
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Figure 4.6. Relative change in outflow from the VA compared to percent relative
in soil conductivity.
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Figure 4.8. Relative change in organic-N outflomdm the VTA compared to
relative change in soil conductivity.
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relative change in soil conductivity.
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As slope increases, the velocity of water withia YAT A increases because of
Manning's equation (Equation 3.1) as shown in FegufLll. The increase in velocity will
decrease retention time and allow less time faltiation to occur. Figure 4.11 and
Figure 4.12 show the percent change of water andamum-N outflow varies by only
be a few percent over the entire range of perceriss indicates that outflow and
infiltration are influenced only minimally by slopé-igure 4.13-Figure 4.15 reveal that
organic-N, P, and COD have greater sensitivityidpes because theses constituents can
be removed by sedimentation and velocity is inallidethe model. Overall, slope has

little influence on infiltration, but can influens®diment-bound constituents.
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Figure 4.11. Relative change in outflow for diffeent slopes in the VTA.
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Figure 4.12. Relative change in ammonium N outflovior different slopes in the
VTA.
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Figure 4.13. Relative change in organic N outflovior different slopes in the VTA.
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Figure 4.15. Relative change in COD outflow for dierent slopes in the VTA.
Manning's numbers has the opposite effect of sldgaen Manning's number is
increased, the velocity decreases. Manning's nuhd®eonly a slight influence on
infiltration and water outflow (Figure 4.16). Ingdre 4.17, Manning's number changes
the ammonium outflow by less than 10% over thereméinge. Both Figure 4.16 and
Figure 4.17 have inconsistencies due to the stifgrences in the calculations of
velocity for inflow and amount of remaining water fa VTA section. Inflow is
calculated based on the inflow flow rate and amadfimémaining water is calculated by
the depth of water covered entirely by the rema@mniater. This difference can cause
slight differences in the calculations over they@ar simulations and is only noticeable
due to the minor changes caused by Manning's nun@®eganic-N, P, and COD have a
greater percent change by Manning's number, buttige is only £15% from the basic
VTA design (Figure 4.18-Figure 4.20). The rang®daining's numbers tested (0.12-
0.48) is greater the recommend range of valuealfalfa (0.17-0.30) (Munoz-Carpena
and Parsons, 2005). The results of the sensitviglysis indicate that Manning's
number is not a very sensitive parameter. Comgadhia results of slope and Manning's
number indicates that slope has a greater influenaarganic-N, P, and COD, because of

the greater range of percent change of constitugifiows.
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Figure 4.16. Relative change in outflow from the VA compared to relative change

in Manning's number.
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Figure 4.17. Relative change in ammonium-N outflodrom the VTA compared to

relative change in Manning's number.
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Figure 4.18. Relative change in organic-N outfloirom the VTA compared to

relative change in Manning's number.
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relative in Manning's number.

Aspect ratio is the ratio of length to width. Aspact ratio of less than one means
that the VTA's width is greater than it is long.lakger width will increase the initial
infiltration area for the inflow. The larger widgiso slows down the flow, because the
effective width decreases the amount per unit wedttied which decreases the depth of
water added. Similar to slope and Manning's nupntheraspect ratio has little influence
on the water (Figure 4.21) and ammonium-N (FiguB2¥ In Figure 4.23-Figure 4.25,
organic-N, P, and COD removal is greater with senakpect ratios, because the
increased width slows down velocities and allowsearszdiment-bound constituents be
removed by settling. Comparing slope, Manningisiper and aspect ratio graphs for
organic-N, P, and COD reveals that aspect ratlse btween slope and Manning's
number in its amount of sensitivity.

The smaller aspect ratios with the larger widtlhlsaee more constituents
according to the model. This is under the asswmgtiat the inflow and any other

redistribution system can evenly spread the watersa the entire VTA. Also, the
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module assumes that slope in the width directiain®ost zero. As the VTA gets wider,
these assumptions may not hold true. A user makeraure that these and all other

assumptions are valid for a particular site.

1.2

=
o

M

o
©

©
o

—e— Scandia

—=— QOttawa

©
N

Relative change in outflow volume

o
N

0.0 \ \ \
0.0 0.5 1.0 15 2.0 2.5

Relative change in Manning's Number

Figure 4.21. Relative change for outflow from VTAfor different Aspect Ratios.
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Figure 4.22. Relative change for ammonium-N outflw from VTA for different
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The concentrations of constituents for the inflalesf at the two sites were
adjusted by different relative concentration. Eadbl5 shows the relative change in of
total outflow of P to the basic design of the VTAda_agoon module when different
relative concentrations of total P in the inflove aised. As Table 4.5 shows, the ratio of
inflow and outflow for the VTA are the same, beaatlse VTA removal method for P is
calculated based on a percentage of the inflow amolhese same ratios indicated that
removal by the VTA is not influenced by inflow camtrations. The Lagoon module
relative outflow concentration for P is not equathie relative change in concentration of
the inflow, because the lagoon removes P by pitatipn when concentrations are
greater than the threshold concentration. Witheiasing concentrations of P, the lagoon
will remove a greater percentage of P and relatil@ber amounts of P will flow out.
Table 4.6-Table 4.8 are the ratios of outflow teige VTA for different inflows ratios
for organic-N, ammonium-N, and COD. Each of thieddes has the same pattern as
shown for P for the VTA in Table 4.5. All threetbiese tables indicated that relative
removal of organic-N, ammonium-N, and COD are néitienced by different
concentrations of constituents in the inflow. Obagoon P will be affected, if the
feedlot runoff constituents are incorrect.

Table 4.5. Effect of relative amount of phosphorasiinflow (concentration) on

relative VTA (total mass) outflow and Lagoon (totalmass) overflow from basic

designs.

Inflow Scandia Ottawa

VTA Lagoon VTA Lagoon
0.50 0.50 0.53 0.50 0.54
0.75 0.75 0.78 0.75 0.79
0.90 0.90 0.92 0.90 0.92
1.00 1.00 1.00 1.00 1.00
1.10 1.10 1.08 1.10 1.08
1.50 1.50 1.39 1.50 1.40
2.00 2.00 1.77 2.00 1.78
5.00 5.00 3.62 5.00 3.68
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Table 4.6. Effect of relative amount of organic-Nnflow (concentration) on relative

VTA (total mass) outflow and Lagoon (total mass) aarflow from basic designs.

Inflow Scandia Ottawa

VTA Lagoon VTA Lagoon
0.50 0.50 0.50 0.50 0.50
0.75 0.75 0.75 0.75 0.75
0.90 0.90 0.90 0.90 0.90
1.00 1.00 1.00 1.00 1.00
1.10 1.10 1.10 1.10 1.10
1.50 1.50 1.50 1.50 1.50
2.00 2.00 2.00 2.00 2.00
5.00 5.00 5.00 5.00 5.00

Table 4.7. Effect of relative amount of ammonium-Nnflow (concentration) on

relative VTA (total mass) outflow and Lagoon (totalmass) overflow from basic

designs.

Inflow Scandia Ottawa

VTA Lagoon VTA Lagoon
0.50 0.50 0.50 0.50 0.50
0.75 0.75 0.75 0.75 0.75
0.90 0.90 0.90 0.90 0.90
1.00 1.00 1.00 1.00 1.00
1.10 1.10 1.10 1.10 1.10
1.50 1.50 1.50 1.50 1.50
2.00 2.00 2.00 2.00 2.00
5.00 5.00 5.00 5.00 5.00
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Table 4.8. Effect of relative amount of COD inflomconcentration) on relative VTA

(total mass) outflow and Lagoon (total mass) overdw from basic designs.

Inflow Scandia Ottawa

VTA Lagoon VTA Lagoon
0.50 0.50 0.50 0.50 0.50
0.75 0.75 0.75 0.75 0.75
0.90 0.90 0.90 0.90 0.90
1.00 1.00 1.00 1.00 1.00
1.10 1.10 1.10 1.10 1.10
1.50 1.50 1.50 1.50 1.50
2.00 2.00 2.00 2.00 2.00
5.00 5.00 5.00 5.00 5.00

In comparing the five input parameters, the areh®VTA as shown to be the
most sensitive. Soil conductivity is next most ortant. The others in order of
sensitivity area slope, aspect ratio and Mannimgfaber. Manning's number is probably
not a very sensitive parameter in the VTA modwd.other parameters are determined
by the design of the VTA and site restrictionsod®, soil conductivity, and area are
parameters that must be obtained on site. Slapeasily be measured when survey is
done, also slopes can be estimated from elevasitan dSoil conductivity can be difficult
to estimate or measure. The NRCS soil lab anchsadule can give rough estimates.

Whenever possible, site specific data of the smdeictivity should be used.

110



CHAPTER 5 - VTA Calibration

The VTA module was calibrated with field data franWTA obtained in April
and May of 2002 (Mankin and Okoren, 2003). The \W¥&s one of three parallel VTAs
that drained a 6.7-ac (2.7-ha) feedlot with 300dh&facattle in Miami County, 4 miles
(6km) south of Gardner City, KS.. Each VTA wasl4f.(15 m) wide and 490 ft (150
m) long with a 2% slope. The sections had 1.8-8-m) high steel berms to separate the
VTAs. The soil was a Newtonia silt loam with fesayrass planted in 1994. Inflow and
outflow were measured every five minutes with tMmdel 730 bubbler modules each
attached to an ISCO 6700 sampler. Water samplesaodlected at Time 0, 1, 2, 5, 8,
11, 14, 17, 20, and 23 hours after initial inflovaswdetected. Each sample was tested for
total-P, total-N, ammonium-N, nitrate-N, and tadakpended solids and reported to two
decimal places in mg/L. The VTA used for the caliton was labeled VTA B.

Methods and Materials

Three storm events that produced water samplesneeoeded by the ISCO
samplers occurring on April 21, May 7, and MayTe inflow and outflow data were
formatted into the outflow data files needed byrimdel. Nutrient concentrations were
assumed to be constant for every five-minute inergmntil the next water sample was
taken. Two water samples in May had no recordéaegaso the averages of the water
sample before and after were used. Organic-N sssnaed to be the total-N minus
ammonium-N and nitrate-N. For modeling operatipagposes the times of day for
storms were shifted by six hours so that each sewent occurred entirely in the same
day and are found in Appendix C. The inflow antflow files are labeled ‘calinflow.txt'
and ‘caloutflow.txt' files for this thesis. Thesh total for inflow and outflow are shown
in Table 5.1.
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Table 5.1. Total daily inflow and outflow for eachof the daily ran storms.

April 21 May 7 May 8
VTA Inflow-m? 333. 127. 183.
VTA Outflow-m° 105. 36.7 44.4
Inflow P-kg 0.85 0.26 0.39
Outflow P-kg 0.26 0.04 0.06
Inflow Org-N-kg 9.02 1.45 2.23
Outflow Org-N-kg 2.83 0.03 0.20

The weather data began March 1, 2002 to allowithalated soil moisture to
adjust to conditions prior to the calibration exeenThe New Century Airport weather
station in Olathe, KS, which is 10 miles (15 km)agvirom the feedlot, provided most of
the weather data (NOAA, 2007). The nearest weaitad¢ion with ET grass reference
values was 20 miles (32 km) away near Ottawa, Kl hyetograph for calibration
events was created with rainfall amounts measurddan).01-in. (0.025-mm) tipping
bucket in five-minute intervals for the beginnimgmid-April at the site. For the time
before mid-April, the Hyetograph module was useddnerate hyetograph. Both files
are also in Appendix C. The soil parameters wegrally estimated with the Soill
module (Appendix B) and NRCS soil lab data (NRCE)7).

The calibration of the VTA modules was two-foldirsE the total volume of
outflow water for the three storms was used tdbcale soil conductivity. Conductivity
was adjusted by a scaling factor until the simadatelume equaled the recorded volume.
This calibration was needed because of the seasiiture of conductivity and the lack
of on-site data. The scaling factor was appliethéoconductivity of each of the soil
layers.

The second part of the calibration of the VTA wase&lfor removal of nutrients.
Ammonium-N and nitrate-N are removed by the VTAotlgh infiltration and are
dependent on the same parameters as infiltrat@rganic-N and total-P can be removed
with sedimentation. The only parameters that &8edimentation and not infiltration are
particle diameter and density. Only one of theslees can be calibrated with the

available data. The particle diameter was choJém particle density is assumed to be
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2.65 g/lcni. This is the particle density of mineral soil @hd actual density could be
lower due the high organic content in the soil arahure in the runoff. Both diameter
and density have similar effects on sedimentatibine particle diameter was originally
assumed to be 2.0 um. The diameter was adjustiedasaneasured organic-N and P
removal rates simulated agreed with measured reimates calculated form the field

data.

Results and Discussion

The original average soil conductivity calculateithvihe Soil module was 0.22
in./hr (0.55 cm/hr). This was assigned a scalawdr of one. This average conductivity
is similar to the average conductivity of 0.26hn.(0.65 cm/hr) for a silt loam soil
(Rawls et al., 1983). Figure 5.1 plots differecalsg factors of conductivity versus the
ratio of simulated to measured total outflow. Acaf one is when the outflows are the
same. The initial soil conductivity values causieelmodel to overestimate the measured
outflow from the VTA by 1.8 times. The outflow frothe model was decreased by
increasing the soil conductivity by the scalingtéac As Figure 5.1 shows, a larger
scaling factor decreases the outflow modeled. alrsg factor of 1.62 was found to
allow the predicted outflow to be within 1% of ttwgal outflow. This factor was used for

all three storms.
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Figure 5.1. Soil conductivity scaling factor verss ratio of modeled to simulated

total water outflow.

The nutrient removal was calibrated by changingodugicle diameter. The
original assumed value was 2.0 um, which is theeuppundary for clay. Figure 5.2
shows the removal rate for the water runoff, tBtadnd organic N for the measured
outflow of the VTA and the modeled outflow for d@ifent particle diameters. In Figure
5.2, the runoff is the same for the modeled valbesause particle diameter does not
affect infiltration or runoff. The original parteediameter (2.0 um) overestimates the
removal rate of both total-P and organic-N. Sewettzer diameters were modeled and
the 1.5-um diameter had removal rates nearesetm#asured total-P and organic-N.
The 1.5-um diameter indicates that the sedimeriches removed in the VTA are clay-
sized or smaller. In Figure 5.2 the general tierfdr larger diameters to have higher
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removal rates for total-P and organic-N, becausddiger diameters allow more

sediment to settle in the VTA.
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CHAPTER 6 - Comparison Example

Two proposed sites for VTA were selected to be fibed by this model. The
first site is a 5.7-acre (2.3-ha) feedlot located mile (1.6 km) south of Ada, KS in
Ottawa County (subsequently called Ada). The sgsite is a 2.75-acre (1.1-ha) feedlot
located in Greenwood County about 6.4 miles (1803 southwest of Toronto, KS
(subsequently called Greenwood). The Ada site adrth Central Kansas while the
Greenwood site is in Southeast Kansas. The VTAseasites were sized by the
proposed designs diagrams, while the lagoon anichgdbench were sized by several

design standards.

Methods and Materials

Table 6.1 shows the dimensions of the feedlotsh Beedlots were assumed to
have earthen surfaces. The stocking rate was a&sktarbe 100 head/ac (247 head/ha)
for 1,000-Ib (454-kg) beef cattle for both sit&he VTA dimensions for both sites are
listed in Table 6.2. The VTASs for each site wesodested at half and double the
lengths (Greenwood half length rounded down tot7@X m)). The soil name was
obtained from the Ottawa and Greenwood County Smvey books (Atkin and
Grinwood, 1980) (Fortner et al., 1982). Soil pnapelata for both sites were
downloaded from the NRCS Soil Lab website (NRC®7)@ith more detailed data
shown in Appendix B. The Soil module was usedréate the soil property file for the
VTA (Appendix B). Weather data used for the Ade svas from Scandia, KS, while the
Greenwood site used data from Parsons, KS. Btah ssed a berm spreader in the
VTA. The spreaders were 0.025 ft (7.6 mm) high sypaced every 50 ft (15 m).
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Table 6.1. Feedlot characteristics for Ada and Genwood sites.

Characteristics Ada Site Greenwood Site
Length - ft (m) 1,000 (304.8) 150 (30.7)
Width - ft (m) 250 (76.2) 800 (243.8)
Slope - % 6.67 2.27
Surface type Earthen Earthen
Longest Length - ft (m) 1,008 (307) 427 (130)

Table 6.2. VTA characteristics for Ada and Greenwod sites.

Characteristics Ada Site Greenwood Site
Length - ft (m) 400 (123) 150 (45)
Width - ft (m) 400 (123) 800 (224)
Slope - % 0.5 2.8

Side Berm — ft (m) 1.0 (0.30) 1.0 (0.30)
Plant Alfalfa Alfalfa

Soil Name Edalgo Kenoma

The settling basin was 64 ft (22.8 m) long by 3@f7 m) wide at the top. The
basin depth was 6.0 ft (1.8 m) deep with side "agel:1 for both sites. The discharge
diameter pipe was 12 in. (30.5 cm). This sizevedio for retention times greater than
four hours during the 24-hr, 25-yr storm. Alsce thutflow rate should not create a depth
greater than 0.5 ft (0.15 m) or flow velocity obXt/s (0.46 m) on the VTA (KDHE,
2006). Table 6.3 shows the outlet horizontal desigr both sites. The settling basin
was modeled after the feedlot for both the VTA &gbon modeling.
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Table 6.3. Outlet characteristics for settling bas of Ada and Greenwood sites.

Characteristics Ada Site Greenwood Site
Total Pipe Length - ft (m) 600 (183) 1,100 (335)
Elevation Change - ft (m) 20 (6.1) 10 (3.0)
Irrigated Pipe Length - ft (m) 400 (123) 800 (244)
Irrigated Pipe Slope - % 2.0 0.5

Pipe Type Corrugated Metal Corrugated Metal
90° Bends 1 1

45° Bends 0 0

Overflow Length - ft (m) 10 (3.0) 10 (3.0)
Overflow Depth - ft (m) 1.0 (0.30) 0.5 (0.15)

At both sites the lagoons were sized accordingeaninimum KDHE (2006)
design standard. This standard requires thattjwmoh to have storage for the following
items:

* Sediment accumulation--0.5 acre-in. per acre feag8lonm-ha per ha feedlot)

with settling basin

* Processed wastewater--Assumed to be zero

* Net inflow for Dec. 1 to Mar. 31--Rainfall + RuncfEvaporation

e Storm Water Volume--25-yr, 24-hr storm runoff +aill onto the lagoon surface

» Freeboard—2 ft for earthen structures
The processed wastewater was assumed to be zeanseethe feedlots were beef cattle
operations that should not generate processed.waker 25-yr, 24-hr storm was taken
from the map in Herschfield (1961). Dec. 1 to M&k.rainfall was the average rainfall
for the weather data files. Runoff for each mon#ts predicted from the NRCS feedlot
runoff table (NRCS, 1996). The lagoons were dexignith a depth of 10 ft including
freeboard. Also, the top length was twice thewaqith. Data used for the calculations
can be found in Appendix D. The lagoon charadiesgor both sites are shown in Table
6.4. The seepage rate for both lagoons was assunaedaverage rate of 0.043 in./day
(1.1 mm/day) for Kansas (Ham, 2002). The lagooesewot allowed to be pumped

between Dec. 1 and Mar. 31 to match the net inflewiod of the design standards.

118



Table 6.4. Lagoon characteristics for Ada and Graevood sites.

Characteristics Ada site Greenwood site
Top Length - ft (m) 230 (70.1) 210 (37.6)

Top Width - ft (m) 115 (35.1) 105 (33.8)
Depth - ft (m) 10 (3.0) 10 (3.0)

Side Slopes 3:1 3:1

Results and Discussion

Results for the two sites were obtained by simadpteedlot runoff through the
settling basin and into the lagoon or VTAs (0.8, &ind 2.0 times the length). Figure 6.1
shows the volume of water discharged from eacheftructures that was modeled. As
show in Figure 6.1, both systems had an increageimolume of water out from the
feedlot to the settling basin, because of the exéiier that rain on the settling basin. The
lagoons discharge less water than the VTA systegarsenwood site overflows from the
lagoon once. The two sites' VTA have differentgrais of discharge for the different
lengths. Ada VTA discharge decreases with morgtlerwhile Greenwood discharge
increases. These patterns seem to indicate tle@n@ood VTA natural discharges water
with its weather pattern, while Ada VTA does néithough it seems that the lagoon
system is better at preventing the discharge oérmvttie EPA standards is determined by

the amount of discharge of N, P, and COD.
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Figure 6.1. Total discharge of water from each strcture for 35-year simulations
period at Ada and Greenwood sites.

Figure 6.2 and Figure 6.3 show the mass dischatgeof constituents from each
system for Greenwood and Ada sites. Because tfamm-N can be converted to
ammonium-N in the lagoon, the total-N should beduse comparison between the
lagoon and VTA. Both figures show that as the teraf the VTA increases the
discharge rate decreases and less constituerdgsanarged. Comparing the P, total-N,
and COD in Figure 6.2 shows that the lagoon sygterforms better than the VTA for
total amounts of discharge, but the discharge fatehie VTAS were less than 1.5%,
1.3%, and 0.9% for the 0.5-, 1.0-, and 2.0-timeslémgth VTA for all these constituents,
respectively. A procedure to determine if the Vamd lagoon are statistically the same
has not been developed and the Greenwood lagooXBAdould be the same
statistically. Figure 6.3 shows that the 0.5- ar@@times VTA had higher removal rates
than the lagoon for P, total-N, and COD. Compatirgg2.0-times VTA and lagoon, the
discharge rate of P was 0.4% for the lagoon ant@ds the 2.0xXVTA. The discharge
rates for total-N and COD were 0.3% and 0.2% ferltgoon, and 0.4% and 0.6% for
the 2.0xVTA. Although the lagoon performed betten the 2.0xVTA, both discharge

rates were similar and a statistical analysis shbaldeveloped for the system.
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Table 6.5 and Table 6.6 show the mean and medszhalige from the feedlot
and each of the treatment system for the Ada Siedle 6.7 and Table 6.8 show the
mean and median discharge for the Greenwood $he.EPA final rules developed in
2003 do not state whether mean or median disclsfr@ald be used for the comparison
of a lagoon and VTA. Table 6.5 and Table 6.6 shmat the Ada lagoon performs better
for both mean and median measurements for tharakktVTA sizes. The Greenwood
lagoon performs better than the VTAs by based ocamvalues (Table 6.7), but the
median for the lagoon and VTA are the same ford@AD and there is only 0.01 kg
difference between the total-N values.

Table 6.5. Mean discharge in kg for Ada site.

P Total N COD
Feedlot 177 2,570 17,600
Lagoon 0.67 6.84 35.8
0.5xVTA 16.7 210. 1,420
VTA 6.26 75.7 551.
2xXVTA 0.95 10.7 98.5

Table 6.6. Median discharge in kg for Ada site.

P Total N COD
Feedlot 177 1,180 17,800
Lagoon 0.00 0.00 0.00
0.5xVTA 16.1 92.0 1,280
VTA 5.08 27.0 445.
2xVTA 0.01 0.08 1.19
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Table 6.7. Mean discharge in kg for Greenwood site

P Total N COD
Feedlot 157 2,250 15,600
Lagoon 0.03 0.42 4.01
0.5xVTA 1.44 22.4 226.
VTA 1.28 20.1 202.
2xXVTA 0.92 13.6 140.
Table 6.8. Median discharge in kg for Greenwood &.

P Total N COD
Feedlot 149. 989. 14,900
Lagoon 0.00 0.00 0.00
0.5xVTA 0.00 0.01 0.00
VTA 0.00 0.01 0.00
2xVTA 0.00 0.01 0.00
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CHAPTER 7 - Conclusions

The work reported in this thesis has created a abenpnodel that can simulate
the release of N, P, and COD from a lagoon or Vy#em treating feedlot runoff. The
model can run for over 25 years at different sighin the state of Kansas to meet the
EPA requirements listed in the CAFO rules for cormgaa traditional lagoon system to
the alternative VTA system. The feedlot runofbaésed on NRCS unit hydrograph
method for the water balance and AnnAgNPS for tiestituent runoff concentrations.
The settling basin is a simple water balance watfiraent, organic-N, P, and COD
removed with settling of the solids (EPA, 1986heTVTA is designed to calculate
infiltration with Green-Ampt Equation and overlafbolw with Manning's Law. The
VTA removes organic-N and P with the Kentucky Riiton Model. The lagoon is
derived from Koelliker et al. (1975) water balarmeel pumping schedule with
constituent balance from Miner et al. (1980).

The sensitivity analysis for five different paramrstused in the VTA module
showed the total area was the most sensitive Jarfatbowed by soil conductivity in
determining the effectiveness of the VTA systenhe Talibration of the VTA module
showed that soil conductivity estimates can beediifit from the calibrated values. Also,
calibration showed that the effective particle sfeonstituents should be about 1.5 um
assuming the particle density is 2.65 gicm

From both the sensitivity analysis and calibrat®wi| conductivity has
substantial influence on the performance of the \&J/8tem. Unfortunately, the
estimation of soil conductivity can vary dependaighe equations used. Rawls et al.
(1998) and Rawls et al. (1983) provided soil cotighiees that were similar and the
actual calibrated data was about 1.6 times grélader Rawls et al. (1983). The soil
properties reported by the NRCS were estimated ftata from a single soil survey
sample (NRCS, 2007). The collection of on-sité data and infiltration testing should

yield a more accurate prediction of the VTA perfarnoe.
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Two sites were evaluated to compare a lagoon arfl 8§6tems. At both of
these sites, the lagoon performed better than T &€cording to total and mean values
of P, total-N, and COD discharged during the 35~g&aulation periods. For the
Greenwood site, the lagoon and VTA give the samdianevalues of P and COD of zero.

The difference between the lagoon and VTA medianfdirge of total-N was only 0.01

kg.
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Recommendations

Further calibration and validation of the modaldsommended. The thesis only
calibrated the VTA module for a limited number tdrsns. The current VTA module is
designed with the assumption that management niasnd@timal operating conditions
with the plants staying alive and any conditioret tilesult in flow concentration in the
VTA are minimized. The module may need to be nmedifo consider management of
the system. The addition to the VTA module ofanpldie off component may be needed
for severe drought conditions. The model makesamsiderations for changes of the
plant or soil conditions over time. A componentiicbbe added that models how plants
affect overland flow and infiltration with time. @lant nutrient uptake component should
be added to the VTA module to determine if accosatof nutrients in the soils would
occur.

Adapting the model to areas outside Kansas mayresgoanging some of the
assumptions of the model. Currently, the modalmss shallow groundwater is not
important in the VTA. Also, a more robust snownweimponent may be needed if snow
melt is a more controlling force affecting the cggen of the VTA. Also, the storm
hyetographs for areas outside the state of Kansgsot have the same depth-to-
duration relationship. The model assumes evermypsi® a type Il storm centered at 12
noon with the duration determined by the depthaf@ryr storm in Central Kansas. For
the feedlot, the concentrations of constituents beagifferent than the concentrations
calculated. Also, the Miner et al. (1980) lagoonstituent balance may be different for
other areas. The modular nature of the model shalldw making modifications to only
those components judged to be inadequate for usthén areas.

Comparison of a VTA system to a lagoon system reguhat both systems be
properly sized for the feedlot. It is recommentieat a standard procedure for sizing the
lagoon for the comparison in Kansas be developechuse sizing of the lagoon depth,
width, and length may change the performance ofatp@on. The regulating agencies
should expand the existing regulations to moreda#icribe the proper use of the results
of the simulations for comparison. Also, clearefinitions should be made to determine

whether mean or median is the average measurersettfor comparisons.
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Appendix A - Plant Data

Table A.1. Values for different properties for plant types for the VTA (Richard et
al., 1997) (Munoz-Carpena and Parsons, 2005),

e

2aS

Property Alfalfa Fescue Bermuda Corn Silag
ET type Harvested Cool-Seasgn  Warm-Season Warnoseg
ETKwinter 0.40 0.85 0.55 0.25
ETK1 0.40 0.55 0.80 0.25
ETK2 1.20 1.00 0.85 1.10
ETK3 1.20 0.60 0.85 0.60
ETK4 1.20 0.80

ETKS5 1.20 0.85

DOYO 75 60 121 105
DOY1 105 84 161 125
DOY2 150 161 213 155
DOY3 186 213 253 233
DOY4 248 258 288 303
DOY5 303 305

Manning's Number 0.24 0.24 0.41 0.15
Retardance Factor 2 2 2 2
Spacing - in. (mm) 1.19 (3.02)] 0.541(1.63) 0.5BB%) | 9.00 (22.9)
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Appendix B - Soils Data

Table B.1. Silt loam soil calculated soil propergs for sensitivity analysis.

Layer| Thickness| Wilt Field Saturation| Conductivity| Suction| REW
(in.) Point Capacity (in./s) (in.) (in.)
1 3.0C 0.086 0.286 0.453 6.26x10 8.60 | 0.354
2 14.21 0.086 0.286 0.453 2.88%10| 10.06
3 14.21 0.164 0.290 0.314 5.18%10| 12.45
4 14.21 0.150 0.206 0.275 8.23%10| 11.54
5 14.21 0.150 0.213 0.285 9.3710| 11.50
Table B.2. Newtonia calculated soil properties fo TA module from Miami
County, KS.
Layer| Thickness| Wilt Field Saturation| Conductivity| Suction| REW
(in.) Point Capacity (in./s) (in.) (in.)
1 3.00 0.233 0.377 0.503 7.475 10 10.75 | 0.374
2 16.97 0.241 0.374 0.498 6.972 10 10.75
3 16.97 0.251 0.360 0.480| 5.565X10 11.41
4 16.97 0.253 0.355 0.473 5.156 X10 11.50
5 16.97 0.292 0.363 0.484| 5.139X10 11.50

131



Table B.3. Edalgo calculated soil properties for VA module from Ottawa County,

KS.
Layer| Thickness| Wilt Field Saturation| Conductivity| Suction| REW
(in.) Point Capacity (in./s) (in.) (in)
1 3.00 0.125 0.264 0.453 2.370510 8.60 0.354
2 14.21 0.203 0.319 0.445 1.002510 10.07
3 14.21 0.303 0.355 0.464 3.723%10 12.45
4 14.21 0.247 0.337 0.449 4.343%10 11.54
5 14.21 0.235 0.336 0.448 4.386x10 11.50

Table B.4. Kenoma calculated soil properties for VA module from Greenwood

County, KS.
Layer | Thickness  Wilt Field Saturation| Conductivity| Suction| REW
(in) Point Capacity (in./s) (in.) (in.)
1 3.00 0.154 0.398 0.475 2.009x10 6.57 | 0.374
2 21.89 0.240 0.411 0.480 1.536x10 10.23
3 21.89 0.254 0.367 0.434 1.947%10 10.90
4 21.89 0.312 0.397 0.423 6.521¥10 11.50
5 21.89 0.290 0.364 0.474 4.462%1Q 12.36
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Appendix C - Calibration Data

Table C.1. Weather data used for calibration of the/TA near Gardner, KS (NOAA,
2007) (Mankin and Okoren, 2003) (Kansas Weather DatLibrary, 2007).

Year | Month | Day | Temperature | Rainfall | Windspeed Solar Dewpoint | Grass
(F) ET
Max | Min (in.) (mph) (Ig/day) (F) (in.)

2002 |3 1 43 31 0.10 9.3 88.8 26 0.049
2002 |3 2 31 10 0.04 11.2 331.1 10 0.038
2002 |3 3 19 4 0.00 11.1 435.2 0 0.032
2002 |3 4 42 1 0.00 104 441.2 16 0.042
2002 |3 5 59 28 0.00 12.8 419.7 27 0.099
2002 |3 6 60 36 0.00 12.4 416.8 35 0.099
2002 |3 7 65 30 0.00 145 139.8 42 0.032
2002 |3 8 67 43 0.37 19.9 92.0 54 0.049
2002 |3 9 43 18 0.08 16.8 475.2 15 0.094
2002 |3 10 |50 22 0.00 8.7 451.9 18 0.097
2002 |3 11 |51 34 0.00 9.8 289.8 27 0.096
2002 |3 12 |61 27 0.00 5.8 445.6 30 0.076
2002 3 13 74 41 0.00 9.1 457.6 37 0.147
2002 |3 14 |80 38 0.00 18.9 475.9 39 0.202
2002 |3 15 | 49 33 0.00 12,5 313.7 24 0.062
2002 |3 16 | 45 27 0.00 10.9 240.5 27 0.044
2002 |3 17 | 57 32 0.00 6.2 385.7 34 0.066
2002 |3 18 |52 39 0.00 9.4 124.5 39 0.031
2002 |3 19 |55 43 0.00 9.4 73.9 43 0.016
2002 |3 20 |55 36 0.00 7.4 470.9 29 0.083
2002 |3 21 |43 17 0.00 17.3 508.4 5 0.101
2002 |3 22 | 40 12 0.00 5.6 507.8 1 0.065
2002 |3 23 | 58 22 0.00 9.4 469.6 21 0.113
2002 |3 24 |51 37 0.00 15.8 72.3 37 0.041
2002 |3 25 | 37 26 0.00 15.1 65.6 26 0.011
2002 |3 26 | 48 26 0.00 5.8 524.3 23 0.072
2002 |3 27 | 62 27 0.00 12.8 502.3 31 0.138
2002 |3 28 | 68 43 0.27 6.9 524.2 45 0.122
2002 |3 29 |64 44 0.00 10.3 465.7 40 0.108
2002 |3 30 |62 42 0.00 7.8 453.0 32 0.099
2002 |3 31 |57 39 0.00 7.9 483.8 32 0.089
2002 |4 1 78 39 0.00 15.7 538.6 41 0.215
2002 |4 2 61 34 0.00 17.0 361.8 31 0.112
2002 |4 3 43 26 0.00 10.2 567.9 15 0.089
2002 |4 4 50 28 0.00 4.9 540.9 18 0.093
2002 |4 5 62 31 0.00 4.8 534.5 26 0.116
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Year | Month | Day | Temperature | Rainfall | Windspeed Solar Dewpoint | Grass
(F) ET
Max | Min (in.) (mph) (lg/day) (F) (in.)
2002 |4 6 68 40 0.01 13.5 337.7 35 0.14
2002 | 4 7 53 48 0.04 11.4 55.6 46 0.036
2002 | 4 8 54 46 0.73 8.1 79.1 50 0.017
2002 |4 9 64 41 0.00 6.5 578.3 42 0.101
2002 |4 10 |75 44 0.00 13.3 560.0 46 0.164
2002 |4 11 |74 52 0.05 13.3 303.6 54 0.112
2002 |4 12 | 63 49 0.00 7.7 282.6 50 0.055
2002 | 4 13 | 63 42 0.01 6.3 227.3 50 0.04
2002 |4 14 | 86 51 0.01 12.6 529.8 57 0.154
2002 |4 15 |85 64 0.00 17.6 583.8 63 0.207
2002 |4 16 |77 67 0.00 21.3 171.2 63 0.088
2002 | 4 17 |81 65 0.00 12.7 524.2 64 0.17
2002 |4 18 |81 71 0.00 16.1 363.9 65 0.148
2002 |4 19 |73 56 0.55 9.1 125.5 56 0.041
2002 |4 20 |59 51 1.06 11.0 123.3 50 0.034
2002 |4 21 | 60 44 0.79 10.5 424.4 46 0.081
2002 | 4 22 | 67 37 0.00 5.8 617.8 45 0.118
2002 |4 23 | 77 50 0.03 9.6 559.5 56 0.134
2002 |4 24 | 70 46 0.00 14.4 380.4 44 0.114
2002 |4 25 | 63 35 0.00 5.2 610.4 30 0.121
2002 | 4 26 | 53 47 0.15 111 66.3 45 0.016
2002 | 4 27 |77 48 1.07 15.9 270.6 52 0.093
2002 |4 28 | 58 42 0.00 10.6 628.8 39 0.128
2002 |4 29 | 69 45 0.00 5.5 588.9 47 0.118
2002 |4 30 |76 55 0.00 9.6 175.4 53 0.044
2002 |5 1 59 49 0.02 11.3 80.0 53 0.02
2002 |5 2 60 43 0.00 7.9 554.9 36 0.104
2002 |5 3 67 40 0.00 8.6 534.7 38 0.119
2002 |5 4 72 42 0.00 4.9 645.8 49 0.128
2002 |5 5 82 51 0.00 11.7 642.1 58 0.184
2002 |5 6 77 58 0.78 104 407.7 64 0.106
2002 |5 7 70 60 0.42 13.5 113.0 59 0.035
2002 |5 8 78 54 1.16 16.8 350.4 61 0.085
2002 |5 9 63 46 0.00 11.0 676.8 35 0.165
2002 |5 10 | 68 42 0.11 11.5 507.7 41 0.135
2002 |5 11 | 74 53 0.89 12.0 96.6 63 0.026
2002 |5 12 | 74 49 1.16 13.2 90.7 52 0.023
2002 |5 13 |71 44 0.00 10.0 688.1 43 0.14
2002 |5 14 |73 48 0.00 5.4 664.4 47 0.149
2002 |5 15 |74 56 0.00 14.9 614.4 54 0.185
2002 |5 16 |75 60 0.38 9.9 413.2 60 0.096
2002 |5 17 | 66 48 0.15 12.3 540.1 47 0.136
2002 |5 18 | 65 45 0.00 5.9 694.2 38 0.139
2002 |5 19 |68 48 0.00 4.5 290.3 44 0.062
2002 |5 20 | 70 46 0.00 5.1 654.2 42 0.154
2002 |5 21 | 68 46 0.00 11.7 654.0 47 0.171
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Year | Month | Day | Temperature | Rainfall | Windspeed Solar Dewpoint | Grass
(F) ET
Max | Min (in.) (mph) (lg/day) (F) (in.)
2002 |5 22 |76 56 0.00 18.8 501.5 54 0.197
2002 |5 23 | 70 58 0.35 11.1 1185 61 0.045
2002 |5 24 | 63 53 1.82 111 276.4 52 0.055
2002 |5 25 | 67 49 0.01 6.6 506.0 51 0.102
2002 |5 26 | 74 48 0.00 7.8 687.7 55 0.148
2002 |5 27 | 82 59 0.27 6.2 590.2 63 0.14
2002 |5 28 | 78 62 0.00 6.2 472.0 64 0.113
2002 |5 29 |81 59 0.00 3.9 676.8 64 0.157
2002 |5 30 |85 63 0.00 5.3 669.6 65 0.17
2002 |5 31 |88 69 0.00 7.9 677.6 68 0.193

Table C.1. Hyetograph used during the calibratiorfor the VTA near Gardner, KS.

Year |[Month |Day |Hours |Rainfall (in.) |Year |Month |Day [Hours |Rainfall (in.)
2002 |3 1 11.83 |0.006036 2002 |4 27 |8.00 |0.029722
2002 |3 1 11.92 |0.009712 2002 |4 27 |8.08 |0.029722
2002 |3 1 12.00 |0.034252 2002 (4 27 |8.25 |0.029722
2002 |3 1 12.08 |0.034252 2002 |4 27 |8.42 ]0.059444
2002 |3 1 12.17 |0.009712 2002 (4 27 |8.50 |0.059444
2002 |3 1 12.25 |0.006036 2002 |4 27 |8.58 0.059444
2002 |3 2 11.83 |0.002414 2002 (4 27 |8.67 |0.089167
2002 |3 2 11.92 |0.003885 2002 |4 27 |8.75 |0.029722
2002 |3 2 12.00 |0.013701 2002 (4 27 18.92 |0.059444
2002 |3 2 12.08 |0.013701 2002 |4 27 [9.17 |0.029722
2002 |3 2 12.17 |0.003885 2002 (4 27 19.25 |0.029722
2002 |3 2 12.25 |0.002414 2002 (4 27 ]9.33 |0.029722
2002 |3 8 11.83 |0.022332 2002 |4 27 |14.58 |0.029722
2002 |3 8 11.92 |0.035934 2002 |5 1 19.58 |0.010000
2002 |3 8 12.00 (0.126734 2002 |5 1 20.25 |0.010000
2002 |3 8 12.08 |0.126734 2002 |5 6 7.92 ]0.120000
2002 |3 8 12.17 |0.035934 2002 |5 6 23.50 |0.360000
2002 |3 8 12.25 |0.022332 2002 |5 6 23.58 |0.300000
2002 |3 9 11.83 |0.004828 2002 |5 7 5.75 |0.030000
2002 |3 9 11.92 |0.007770 2002 |5 7 6.08 |0.030000
2002 |3 9 12.00 (0.027402 2002 |5 7 17.42 |0.030000
2002 |3 9 12.08 |0.027402 2002 |5 7 17.67 |0.030000
2002 |3 9 12.17 |0.007770 2002 |5 7 17.92 |0.030000
2002 |3 9 12.25 |0.004828 2002 |5 7 18.00 (0.030000
2002 |3 28 [11.83 |0.016296 2002 |5 7 18.42 |0.030000
2002 |3 28 [11.92 |0.026222 2002 |5 7 21.08 |0.030000
2002 |3 28 |12.00 |0.092482 2002 |5 7 21.25 |0.030000
2002 |3 28 [12.08 |0.092482 2002 |5 7 21.58 |0.030000
2002 |3 28 |12.17 |0.026222 2002 |5 7 21.75 ]0.030000
2002 |3 28 [12.25 |0.016296 2002 |5 7 22.25 ]0.030000
2002 (4 6 11.83 |0.000604 2002 |5 7 22.92 ]0.030000
2002 |4 6 11.92 |0.000971 2002 |5 7 23.50 |0.030000
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Year |[Month |Day |Hours |Rainfall (in.) |Year |Month |Day [Hours |Rainfall (in.)
2002 |4 6 12.00 |0.003425 2002 |5 8 0.58 |0.034118
2002 |4 6 12.08 |0.003425 2002 |5 8 0.83 |0.034118
2002 (4 6 12.17 |0.000971 2002 |5 8 450 0.034118
2002 |4 6 12.25 |0.000604 2002 |5 8 15.83 |0.034118
2002 (4 7 11.83 |0.002414 2002 |5 8 18.75 |0.068235
2002 (4 7 11.92 |0.003885 2002 |5 8 18.83 |0.136471
2002 |4 7 12.00 (0.013701 2002 |5 8 18.92 |0.068235
2002 (4 7 12.08 |0.013701 2002 |5 8 19.00 |0.034118
2002 |4 7 12.17 |0.003885 2002 |5 8 19.08 (0.136471
2002 (4 7 12.25 |0.002414 2002 |5 8 19.17 |0.068235
2002 |4 8 11.83 |0.044060 2002 |5 8 19.25 |0.068235
2002 (4 8 11.92 |0.070898 2002 |5 8 19.33 |0.034118
2002 |4 8 12.00 (0.250043 2002 |5 8 19.42 |0.034118
2002 (4 8 12.08 |0.250043 2002 |5 8 19.50 |0.034118
2002 |4 8 12.17 |0.070898 2002 |5 8 20.50 |0.034118
2002 (4 8 12.25 |0.044058 2002 |5 8 20.58 |0.034118
2002 |4 11 |11.83 |0.003018 2002 |5 8 21.00 |0.034118
2002 |4 11 |11.92 |0.004856 2002 |5 8 21.25 ]0.034118
2002 (4 11 |12.00 |0.017126 2002 |5 8 22.58 |0.034118
2002 |4 11 |12.08 |0.017126 2002 |5 8 22.75 ]0.034118
2002 (4 11 |12.17 |0.004856 2002 |5 8 22.92 (0.034118
2002 |4 11 |12.25 |0.003018 2002 |5 8 23.00 |0.068235
2002 |4 13 |11.83 |0.000604 2002 |5 8 23.08 |0.034118
2002 |4 13 |11.92 |0.000971 2002 |5 10 |20.08 |0.055000
2002 (4 13 |12.00 |0.003425 2002 |5 10 |20.17 |0.055000
2002 |4 13 |12.08 |0.003425 2002 |5 11 |0.67 ]0.148333
2002 (4 13 |12.17 |0.000971 2002 |5 11 |1.17 |0.148333
2002 |4 13 |12.25 |0.000604 2002 |5 11 |6.67 ]0.148333
2002 (4 14 |11.83 |0.000604 2002 |5 11 |15.92 |0.148333
2002 (4 14 |11.92 |0.000971 2002 |5 11 |18.42 |0.148333
2002 |4 14 |12.00 |0.003425 2002 |5 11 |21.08 |0.148333
2002 (4 14 |12.08 |0.003425 2002 |5 12 |2.08 |0.072500
2002 |4 14 |12.17 |0.000971 2002 |5 12 |2.17 ]0.072500
2002 (4 14 |12.25 |0.000604 2002 |5 12 |2.42 |0.072500
2002 |4 19 |5.50 ]0.183333 2002 |5 12 |2.75 ]0.217500
2002 |4 19 |5.75 |0.366667 2002 |5 12 |2.83 |0.217500
2002 |4 20 [16.25 |1.060000 2002 |5 12 |2.92 ]0.072500
2002 (4 21 |[3.33 |0.507857 2002 |5 12 |6.00 |0.072500
2002 |4 21 |(3.42 |0.112857 2002 |5 12 |10.00 |0.072500
2002 (4 21 (3,50 |0.056429 2002 |5 12 |10.83 |0.072500
2002 |4 21 [10.58 |0.056429 2002 |5 12 |11.83 |0.072500
2002 |4 21 [13.08 |0.056429 2002 |5 12 |20.92 |0.072500
2002 |4 23 |5.33 |0.030000 2002 |5 12 |22.00 |0.072500
2002 |4 26 (8.92 0.150000 2002 |5 16 |4.50 |0.126667
2002 (4 27 |1.08 |0.029722 2002 |5 16 |9.25 |0.126667
2002 |4 27 (250 |0.029722 2002 |5 16 |21.08 |0.126667
2002 (4 27 |2.75 |0.029722 2002 |5 17 |7.25 |0.075000
2002 |4 27 (292 |0.029722 2002 |5 17 |9.67 |0.075000
2002 (4 27 |3.25 |0.029722 2002 |5 23 [15.67 |0.175000
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Year |[Month |Day |Hours |Rainfall (in.) |Year |Month |Day [Hours |Rainfall (in.)
2002 (4 27 |3.42 |0.029722 2002 |5 23 |20.25 |0.175000
2002 |4 27 |3.58 |0.029722 2002 |5 24 |3.67 |0.364000
2002 (4 27 |4.42 |0.029722 2002 |5 24 |20.83 |0.364000
2002 |4 27 (450 |0.029722 2002 |5 24 |22.25 |0.364000
2002 (4 27 |4.83 |0.029722 2002 |5 24 |23.75 |0.364000
2002 (4 27 |5.00 |0.029722 2002 |5 24 |23.83 |0.364000
2002 |4 27 |5.42 |0.029722 2002 |5 25 [1.58 |0.005000
2002 (4 27 |5.58 |0.029722 2002 |5 25 [1.92 |0.005000
2002 |4 27 |7.08 |0.029722 2002 |5 27 (3.08 |0.090000
2002 (4 27 |7.58 |0.029722 2002 |5 27 |3.33 |0.090000
2002 |4 27 |7.75 |0.029722 2002 |5 27 (3.92 |0.090000
2002 (4 27 |7.83 |0.029722
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Appendix D - Data Used for Sizing the Lagoon

Table D.1. Depths and volumes for sizing the lagod

Ada site Greenwood site
Drainage Area - ac (ha) 5.74 (2.32) 2.75(1.112)
Sediment Volume - ft(m®) 10,417 (295) 4,991 (141)
24-yr, 24-yr Storage - () 93,948 (2,660) 65,275 (1,848
» Rainfall depth - in. (cm) 5.00 (12.70) 6.41 (16.28
* Runoff depth - in. (cm) 3.98 (10.11) 5.36 (13.61

« Rainfall Volume - ff (m®)

10,988 (311)

11,779 (334)

« Runoff Volume - f (m°)

82,960 (2,349)

53,496 (1,515

Net Inflow - & (m°)

19,292 (546)

27,321 (774)

» Rainfall depth - in. (cm) 4.38 (11.13) 8.40 (21.34
* Runoff depth - in. (cm) 0.48 (1.22) 1.22 (3.10)
e Evaporation depth - in. (cm) 0.28 (0.71) 0.47 ().20
« Rainfall Volume - ff (m®) 9,625 (273) 15,435 (437)
« Runoff Volume - ft (m°) 9,908 (281) 12,147 (344)
« Evaporation Volume - f(m®) -242 (-6.85) -268 (-7.59)

Freeboard Volume -¥(m’)

48,703 (1,379)

48,703 (1,379

*This table has raw calculations for the lagoore Tiumbers were rounded for

significant digits at the end of the calculations.
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