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Abstract 

In the course of mitigating our dependence on fossil energy, it has become an urgent issue 

to develop unconventional and innovative technologies based on renewable energy utilization for 

fuels and chemicals production. Due to the lack of fundamental understanding of catalytic 

behaviors of the novel chemical compounds involved, the task to design and engineer effective 

catalytic systems is extremely challenging and time-consuming.  

One central challenge is that an intricate balance among catalytic reactivity, selectivity, 

durability, and affordability must be achieved pertinent to any successful design. In this 

dissertation, density functional theory (DFT), coupled with modeling techniques derived from 

DFT, is employed to gain insights into molecular interactions between elusive intermediates and 

targeted functional catalytic materials for novel electrochemical and heterogeneous catalytic 

processes. Two case studies, i.e., electroreduction of furfural and step-catalysis for cyclic ammonia 

production, will be discussed to demonstrate the capability and utility of DFT-based theoretical 

modeling toolkits and strategies.  

Transition metal cathodes such as silver, lead, and nickel were evaluated for furfuryl 

alcohol and 2-methylfuran production through detailed DFT modeling. Investigation of the 

molecular mechanisms revealed that two intermediates, mh6 and mh7 from mono-hydrogenation 

of furfural, are the key intermediates that will determine the product formation activities and 

selectivities. Nickel breaks the trends from other metals as DFT calculations suggested the 2-

methylfuran formation pathway is most likely different from other cathodes. In this work, the 

Brønsted–Evans–Polanyi relationship, derived from DFT energy barrier calculations, has been 

found to be particularly reliable and computationally efficient for C-O bond activation trend 

predictions. To obtain the solvation effect on the adsorptions of biomass-derived compounds (e.g., 



 

furfural and glycerol), influence of explicit solvent was probed using periodic DFT calculations. 

The adsorptions of glycerol and its dehydrogenation intermediates at the water-platinum surface 

were understood via various water–adsorbate, water–water, and water–metal interactions. 

Interestingly, the bond-order-based scaling relationship established in solvent-free environment is 

found to remain valid based on our explicit solvent models.  

In the second case study, step-catalysis that relies on manganese’s ability to dissociate 

molecular nitrogen and as a nitrogen carrier emerges as an alternative route for ammonia 

production to the conventional Haber-Bosch process. In this collaborative project, DFT was used 

as the primary tool to produce the mechanistic understanding of NH3 formation via hydrogen 

reduction on various manganese nitride systems (e.g., Mn4N and Mn2N). Both nickel and iron 

dopants have the potential to facilitate NH3 formation. A broader consideration of a wide range of 

nitride configurations revealed a rather complex pattern. Materials screening strategies, supported 

by linear scaling relationships, suggested the linear correlations between NHx (x=0, 1, 2) species 

must be broken in the development of optimal step catalysis materials. These fundamental findings 

are expected to significantly guide and accelerate the experimental material design. 

Overall, molecular modeling based on DFT has clearly demonstrated its remarkable value 

beyond just a validation tool. More importantly, its unique predictive power should be prized as 

an avenue for scientific advance through the fundamental knowledge in novel catalysts design.  
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In the course of mitigating our dependence on fossil energy, it has become an urgent issue 

to develop unconventional and innovative technologies based on renewable energy utilization for 

fuels and chemicals production. Due to the lack of fundamental understanding of catalytic 

behaviors of the novel chemical compounds involved, the task to design and engineer effective 

catalytic systems is extremely challenging and time-consuming.  

One central challenge is that an intricate balance among catalytic reactivity, selectivity, 

durability, and affordability must be achieved pertinent to any successful design. In this 

dissertation, density functional theory (DFT), coupled with modeling techniques derived from 

DFT, is employed to gain insights into molecular interactions between elusive intermediates and 

targeted functional catalytic materials for novel electrochemical and heterogeneous catalytic 

processes. Two case studies, i.e., electroreduction of furfural and step-catalysis for cyclic ammonia 

production, will be discussed to demonstrate the capability and utility of DFT-based theoretical 

modeling toolkits and strategies.  

Transition metal cathodes such as silver, lead, and nickel were evaluated for furfuryl 

alcohol and 2-methylfuran production through detailed DFT modeling. Investigation of the 

molecular mechanisms revealed that two intermediates, mh6 and mh7 from mono-hydrogenation 

of furfural, are the key intermediates that will determine the product formation activities and 

selectivities. Nickel breaks the trends from other metals as DFT calculations suggested the 2-

methylfuran formation pathway is most likely different from other cathodes. In this work, the 

Brønsted–Evans–Polanyi relationship, derived from DFT energy barrier calculations, has been 

found to be particularly reliable and computationally efficient for C-O bond activation trend 

predictions. To obtain the solvation effect on the adsorptions of biomass-derived compounds (e.g., 



 

furfural and glycerol), influence of explicit solvent was probed using periodic DFT calculations. 

The adsorptions of glycerol and its dehydrogenation intermediates at the water-platinum surface 

were understood via various water–adsorbate, water–water, and water–metal interactions. 

Interestingly, the bond-order-based scaling relationship established in solvent-free environment is 

found to remain valid based on our explicit solvent models.  

In the second case study, step-catalysis that relies on manganese’s ability to dissociate 

molecular nitrogen and as a nitrogen carrier emerges as an alternative route for ammonia 

production to the conventional Haber-Bosch process. In this collaborative project, DFT was used 

as the primary tool to produce the mechanistic understanding of NH3 formation via hydrogen 

reduction on various manganese nitride systems (e.g., Mn4N and Mn2N). Both nickel and iron 

dopants have the potential to facilitate NH3 formation. A broader consideration of a wide range of 

nitride configurations revealed a rather complex pattern. Materials screening strategies, supported 

by linear scaling relationships, suggested the linear correlations between NHx (x=0, 1, 2) species 

must be broken in the development of optimal step catalysis materials. These fundamental findings 

are expected to significantly guide and accelerate the experimental material design. 

Overall, molecular modeling based on DFT has clearly demonstrated its remarkable value 

beyond just a validation tool. More importantly, its unique predictive power should be prized as 

an avenue for scientific advance through the fundamental knowledge in novel catalysts design. 
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Chapter 1 - Introduction 

The world’s energy future is witnessing a significant revolution. Since the late 19th century, 

wood has been replaced by fossil fuels (i.e. coal, petroleum, and natural gas), which have become 

the major energy sources in the United States until the modern era. Today, it is remarkable to note 

that renewable and sustainable energy sources have transformed global energy consuming 

structure [1-3]. As shown in Figure 1.1, the combined share of U.S. energy consumption from 

renewable energy sources (i.e., biofuels, geothermal, nuclear, solar, wind and hydraulic power) 

has increased to 11% in 2017 [4]. Renewable fuels and chemicals production has become one of 

the most important scientific and technological topics to enable a sustainable future [5]. At the end 

of 2018, the US DOE (Department of Energy) Energy Efficiency and Renewable Energy (EERE) 

Office announced that a total of $20 million will be released to support more than one hundred 

new projects for innovative research and technology transfer related to renewable energy 

production and applications [6]. 

  

 

Figure 1.1 U.S. energy consumption sources in 2017 [4]. 
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 As shown in Figure 1.1, biomass accounts for nearly 50% of the renewable energy. 

Particularly, biofuels and biochemicals have the potential to alleviate our dependence on the 

carbon source from fossil fuels. Hence, when the CO2 from the consumption of biofuels and 

biochemicals is recycled back during biomass growth, no net carbon shall be released into the 

atmosphere, as illustrated in Figure 1.2.  

 

 

Figure 1.2 Renewable fuels and chemicals production in a sustainable way. 

 

1.1 Computational Catalyst Design  

Many value-added fuels and chemicals production involves catalytic reactions at the gas-

solid, or liquid-solid interface [7-11].  An ideal catalyst should possess a balanced performance 

among reactivity, selectivity, and thermodynamic stability [12-17]. In addition, for practical 

application, the cost of catalysts for large-scale usage can also be a limiting factor as well.  All 

these constraints must be considered as top priorities in the process of catalyst design. 
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In recent years, fundamental catalysis research is experiencing a notable transition from a 

trial-and-error-based practice to a strategy-driven approach rationalized with molecular-level 

insights obtained from either high resolution in situ characterization, or from theoretical modeling 

supported by quantum mechanical tools such as density functional theory (DFT) [18-22]. DFT 

calculations have gained tremendous recognition in the past twenty years as a particularly powerful 

tool to study catalysis problems by obtaining molecular adsorptions, characterizing reaction 

intermediates, searching the transition states, and simulating reaction rates. 

Among the numerous successful case studies, the most representative example is none 

other than the Haber-Bosch process for ammonia synthesis, a catalytic process that has been 

playing a critical role in supporting 40% of the 7.6 billion global population today [23, 24]. 

Understandably, tremendous efforts have been devoted to improve ammonia catalysis 

continuously [25-30]. In early 20th century, a central scientific question has been proposed: 

whether molecular or atomic nitrogen adsorption was the “slow step” based on high-throughput 

experiments of thousands of metal and metal alloy catalysts [31, 32]. It was Ertl, awarded the 

Nobel Prize on this work, whose surface chemistry approach based on model catalyst surfaces 

finally resolved this debate and led to the development of modern catalysis [33]. Through the 

employment of the (111), (110), and (100) facets of Fe single crystal, Ertl and co-workers were 

able to reveal that the activation of the N–N bond is the rate-limiting step via their investigations 

of the molecular adsorptions of hydrogen (H2), nitrogen (N2), and ammonia (NH3). It was later 

found that these fundamental ammonia production steps can be modeled at a very high level of 

accuracy with quantum mechanical level calculations with a very reasonable computational cost. 

Moreover, hypothetic reaction intermediates, which were almost impossible to detect 

experimentally at that time, can be directly modeled on the computer. For instance, Nørskov and 
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co-workers [34] carried out DFT calculations by following Ertl’s proposed mechanism on Fe 

single crystal facets, and demonstrated for the first time that theory and experiments can be 

integrated to solve catalysis problems. Since then, the first-principles modeling has been playing 

an increasing role in driving the advancement of a wide range of catalytic systems [35-43]. 

 The predicative power of first-principles calculations for rational catalyst design is 

noteworthy based on the Sabatier principle, which suggested that the key reaction intermediates 

cannot bind on the catalyst active sites neither too strongly nor too weakly for the optical catalyst 

performance [44]. For ammonia synthesis, Nørskov et al. chose the binding of elemental N as the 

determining factor to represent ammonia production activity for a given catalyst in terms of the 

so-called ‘volcano’ plot. From theory, the CoMo alloy was identified as a high performance 

catalyst, which is later shown experimentally by Jacobsen et al. [45] to be indeed a superior catalyst 

for ammonia synthesis.  

 

1.2 Catalytic Systems Considered in This Thesis 

This thesis aims to utilize state-of-the-art computational tools to provide the fundamental 

understanding central to the technological innovations for renewable fuels and chemicals 

production. Two case studies will be discussed:  

(1) Electrochemical reduction of furfural; and  

(2) Step catalysis for ammonia synthesis. 

 

1.2.1 Electrochemical Reduction of Furfural 

Furfural has been identified as one important platform compound for manufacturing a 

variety of bio-chemicals and biofuels [46-49]. Today, an amount of more than 0.2 million tons per 
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year of furfural is being produced, and has become one of the most common industrial chemicals 

derived from biomass [50]. Hydrogenation of furfural on various metal catalysts can lead to 

furfuryl alcohol (FA), 2-methylfuran (MF), furan, and tetrahydrofuran, as shown in Figure 1.3. 

Among these chemicals, FA and MF are the most valuable because FA is the common solvent 

used in the manufacture of resins, and MF is a gasoline alternative to boost the performance on 

anti-explosion, as the octane number of MF is shown to be higher than that of gasoline [51].   

 

 

Figure 1.3 Schematic reaction roadmap for conversion of furfural to fuels and chemicals [8].  

 

Electrochemical reduction of furfural to FA and MF can be carried out at atmospheric 

pressure and room temperature with non-gaseous hydrogen sources [52, 53]. Thus, this technology 

will be a promising alternative approach with meaningful economic and environmental advantages 

compared to heterogeneous processes via hydrogenation and hydrogenolysis [54, 55], which 

would require much higher pressure (0.1–1 MPa) and temperature (100–500°C). The molecular 

H2 feedstock used will have to be produced through energy intensive routes (reforming) as well. 
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The product selectivity of furfural electroreduction strongly depends on the cathode 

materials. Cu was found to be effective for electrochemically catalyzing furfural into MF via 

hydrogenolysis, while Au, Pt, Ni, and Pb are more selective for FA via hydrogenation to varying 

degrees [52, 56-61]. However, the exact reaction pathways for the major product are still being 

debated. Current experimental hypothesis of MF formation considers FA as the intermediate for 

subsequent MF formation [52, 58, 59]. Current theoretical studies on heterogenous conversions of 

furfural to FA and MF on transition metals, such as Cu, Pt, and Pd, are not able to fully address 

these issues [62-64].  

To further complicate the matter, the solvation effect will also play a critical role in 

influencing furfural reduction chemistries. It has been confirmed that explicit solvation is believed 

to affect both reaction kinetics and thermodynamics of CO2 reduction [65-69]. Theoreical 

modeling of solvation effect on conversion of biomass still remains a challenging task due to the 

complexity and lack of detailed understanding of the liquid-metal interface. Both of the issues 

mentioned here will be addressed in this thesis.  

 

 1.2.2 Step Catalysis for Ammonia Synthesis 

Large-scale ammonia production via Haber-Bosch consumes 1-2% of the global energy 

annually with high temperature and extremely enhanced pressure (at 500 °C and 300 bar), which 

were used to break N2 triple bond and drive the chemical equilibrium toward NH3 [7, 70]. 

Moreover, Haber-Bosch process requires 60% of global hydrogen production coming from 3-5% 

global natural gas annually [71]. In the past ten years, numerous approaches via non-thermal 

routes, or completely different nitrogen conversion pathways, have been proposed. For instance, 

electrochemical synthesis of NH3 is now gaining a lot of attention because it is conducted at 

ambient pressure with protons as the hydrogen source either coming from solid or liquid 
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electrolytes [26, 29, 72, 73], which thus decreases the need gaseous H2 made from fossil fuels. 

However, the lack of novel electrolytes with high conductivity and low reactivity remain as the 

main obstacle to compete against the conventional method [72, 73].  

More recently, Steinfeld and co-workers proposed a two-step solar thermochemical cycle 

for NH3 synthesis at atmospheric pressure [74-77]. In this method, aluminum oxide (Al2O3) is first 

reduced to aluminum nitride (AlN) in the nitridation step. Then, water is used to extract its lattice 

nitrogen to obtain NH3. After NH3 production, the Al2O3 formed from AlN reduction is recycled 

to participate in nitridation in the next cycle. However, a potential issue is that high temperature 

(1000 – 2000 °C) is needed for Al2O3 nitridation.   

The challenge for step catalysis process is to engineer a material that facilitates the 

utilization of elemental nitrogen in both nitridation and reduction [78]. Pfromm and co-workers 

have extensively investigated various transition metal (e.g., Cr, Mn, and Fe) nitrides as nitrogen 

carriers [27, 28, 78, 79]. Particularly, manganese nitrides (MnxNy) are regarded as the most 

promising candidates due to their relatively favorable nitridation and reduction thermodynamics. 

However, the long-term stability of Mn nitrides and the low NH3 yield [80] still need to be 

improved. Currently, modifications of Mn nitrides, via chemical doping and alloying, are being 

systematically explored and will be discussed in detail in this thesis.  

 

 1.2.3 Target Questions for This Dissertation 

With theoretical modeling in this dissertation, few questions drawn through two case 

studies are waiting for answers. For the first case study, electrochemical reduction of furfural, the 

questions are: 
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(1) What is/are the dominant pathway(s) for FA and MF formations via electrocatalysis on 

transition metal cathodes? 

(2) What determines the product selectivity for FA and MF productions on different metals? 

(3) What is the role of explicit solvent for the biomass conversion? 

For the second case study, step-catalysis for ammonia synthesis, key questions are: 

(1) What are the reaction mechanisms for ammonia synthesis via step-catalysis using manganese 

nitride as the N carrier? 

(2) Will doping or alloying of manganese nitride with other transition metals be beneficial to 

ammonia synthesis, and how? 

(3) Are we able to establish some design principles for targeting the efficient catalysts for 

ammonia synthesis with modified manganese nitrides? 

 

 1.3 Organization of This Dissertation 

The contents of this dissertation are organized in seven chapters. Chapter 1 (this chapter) 

provides a brief introduction on the research background and scope of the dissertation. Chapter 2 

describes the basic theory and methodology being employed. Chapter 3 discusses the mechanistic 

investigation of furfural electroreduction on transition metals. Chapter 4 presents a novel approach 

to understand the explicit solvation effect on glycerol adsorption on platinum surface. Chapters 5 

and 6 focus on ammonia production over Mn nitrides. The Fe and Ni doping effects, as well as a 

broader consideration of the modification impacts on nitrides, will be investigated in these 

chapters. The conclusions and outlook of this dissertation will be presented in Chapter 7. 
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Chapter 2 - Quantum Mechanical Theory and Methodology 

Chapter 2 is reproduced with permission from: 

Shan, N.; Zhou, M.; Hanchett, M. K.; Chen, J.; Liu, B., “Practical principles of density 

functional theory for catalytic reaction simulations on metal surfaces-from theory to applications”, 

Molecular Simulation, 2017, 43(10-11), 861-885.  

 

 2.1 Kohn–Sham Density Functional Theory 

First-principles (or ab initio) methods treat interacting, inhomogeneous, N-body systems 

(e.g., molecules, solids, and surfaces) without any empirical data or parameters, where the wave 

function Ψ(r1, …, rN) can be approximated by the product of N single-particle wave functions, 

ψi(ri), as expressed in Equation (1).  

 

Ψ(𝑟1, … , 𝑟𝑁) = 𝜓1(𝑟1) ∙∙∙ 𝜓𝑁(𝑟𝑁) (1) 

 

In Kohn and Sham’s formulation [1], the single-particle (for particle i) Schrödinger 

equation describing a system of non-interacting electrons can be written in the form of Equation 

(2). The Hamiltonian consists of the electronic kinetic term and the effective potential functional 

(𝜐𝑒𝑓𝑓(𝑟) in Equation (3)), which itself is a functional of the electron density (𝜌(𝑟), evaluated using 

Equation (4)).  

[−
ℏ2

2𝑚
∇𝑖
2 + 𝜐𝑒𝑓𝑓(𝑟)]𝜓𝑖(𝑟) = 𝜀𝑖𝜓𝑖(𝑟) (2) 

𝜐𝑒𝑓𝑓(𝑟) = 𝑉𝑒𝑛(𝑟) + ∫
𝜌(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′ + 𝑉𝑥𝑐[𝜌(𝑟)] (3) 
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𝜌(𝑟) =∑ |𝜓𝑖(𝑟𝑖)|
2

𝑖
 (4) 

 

The ground state density (𝜌) and energy (𝜀𝑖) shall be solved self-consistently according to 

the general scheme illustrated in Figure 2.1. The procedure begins with the assumption of initial 

electron density, followed by the construction of the Coulombic and exchange-correlation 

potentials in the Hamiltonian, and then the solution of new density and energy for the next round 

of iteration.  

 

 

Figure 2.1 A general self-consistent scheme to solve the Kohn-Sham equation, adapted with 

permission from Ref [2]. Copyright 2017, Taylor & Francis. 
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2.1.1 Plane Wave Basis Set 

For solid crystal systems, the wave function is formulated based on the Bloch’s theorem 

[3]. Hence, in a crystal, the wave function (𝜓𝑘(𝑟)) of an electron occupying a state of 𝑘 (i.e., a 

wave vector confined to the first Brillouin Zone) in a periodic potential can be written as Equation 

(5),  

 

𝜓𝑘⃗⃗(𝑟) = 𝑒
𝑖𝑘⃗⃗∙𝑟𝑢𝑘⃗⃗(𝑟) (5) 

𝜌(𝑟) ≈∑ |𝜓𝑘(𝑟)|
2

𝑘
 (6) 

 

where 𝑢𝑘⃗⃗(𝑟) is a periodic function with the same periodicity as the supercell. The use of plane 

wave-based wave function offers great numerical efficiency. 

Each electron occupies a k state, and the density (ρ) will be constructed by integrating over 

an infinite number (i.e., continuous) of 𝑘 values. In fact, wave functions are varying slowly, 

therefore, it is possible to approximate density with Equation (6) using a finite number of k-points. 

A number of schemes have been devised, such as the Monkhorst-Pack method [4], to generate a 

set of ‘special’ k-points. Based on the Bloch’s theorem, the plane wave basis set can be expanded 

into Equation (7) in the reciprocal space.  

 

𝜓𝑖𝑘(𝑟) =∑ 𝑐𝑖𝑘⃗⃗(𝐺⃗)
𝐺⃗

𝑒𝑖(𝑘⃗⃗+𝐺⃗)∙𝑟 (7) 

 

where 𝐺⃗ is the lattice vector in the reciprocal space. 𝑐𝑖𝑘⃗⃗(𝐺⃗) is the expansion coefficient 

corresponding to vector 𝐺⃗. In fact, this coefficient becomes smaller as |𝐺⃗|2 increases. Therefore, 
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it is sufficient to truncate the infinite series in Equation (7) and only include the plane waves up to 

the cutoff energy Ecut as in Equations (8) and (9). In practice, the ground state energy and density 

converge rather quickly with the number of k-points and the cutoff energy used for the integration 

of the reciprocal space. The plane wave-based DFT has been implemented in a number of popular 

packages (e.g. ABINIT [5], CASTEP [6], CPMD [7], DACAPO [8], Quantum Espresso [9], and 

VASP[10, 11]).  

 

𝐸𝑐𝑢𝑡 =
ℏ2

2𝑚
𝐺⃗𝑐𝑢𝑡
2  (8) 

|𝑘⃗⃗ + 𝐺⃗| < 𝐺⃗𝑐𝑢𝑡 (9) 

 

 2.1.2 Pseudopotential  

Electron wave functions oscillate rapidly when the potential in the proximity to the nuclei 

becomes very attractive. Thus, all electron calculations with full Coulombic potential are rather 

expensive. Furthermore, the wave functions close to the nuclei are usually not directly responsible 

for the surface chemistries. For this reason, pseudopotential methods have been developed and 

widely adopted by representing the valence electrons with full wave functions, but smoother 

approximate functions for core electrons, which are often ‘frozen’ (i.e., pre-calculated and fixed).  

Current methods include norm-conserving pseudopotentials [12-16], ultra-soft pseudopotentials 

[14, 17, 18], and the projector augmented wave (PAW) method [19]. The PAW pseudopotential is 

more effective in mitigating the artificial effects introduced by the treatment.  
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 2.1.3 Electron Exchange-Correlation 

In the Kohn-Sham DFT formulation, the exchange-correlation energy (𝐸𝑋𝐶, shown in 

Equation (3)) accounts for: (1) the electron kinetic energy difference between the exact interacting 

system and the non-interacting approximation; and (2) the Coulombic interactions of electrons 

with their own exchange-correlation hole. The computation of 𝐸𝑋𝐶 has to be approximated due to 

its unknown form. In past two decades, methods to approximate 𝐸𝑋𝐶 at various levels of theory 

have been developed, summarized and known as the Jacob’s ladder [20, 21]. The local density 

approximation (LDA), generalized gradient approximation (GGA), Meta-GGA, and hybrid 

functionals are included along Jacob’s ladder with the increase of accuracy [20].  

The generalized gradient approximation (GGA) functionals, in which local electron density 

as well as local gradient of electron density is integrated for 𝐸𝑋𝐶, remain a primary functional 

choice in DFT calculations thanks to the balance between accuracy and computational cost, 

although GGA functionals usually overestimate the lattice constants. Different approaches to treat 

the gradient of the electron density have produced a large number of distinct GGA functionals, 

such as the Perdew-Wang (PW91) [22], the Perdew-Burke-Ernzerhof (PBE) [23], the revised PBE 

(RPBE) [8], the PBE re-parametrized for solids (PBEsol) [24], and the Becke-Lee-Yang-Parr 

functional (BLYP) [25, 26]. Mavrikakis and co-workers employed PW91 and RPBE functionals 

to obtain the chemisorption energies of atomic (H, O, N, S and C), molecular (N2, CO, NO), and 

radical species (CH3, OH) on Rh(111) up to within 0.15 eV of the experimental values [27]. 

Hammer et al. [28] showed that the GGA functional also performs better at predicting H2 

chemisorption energy and the H-H bond dissociation barrier on Cu(111) than the LDA functional. 

Pederson et al. [29] proposed that GGA lead to a more reasonable C-C dissociation barrier of 8.7 
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kcal/mol, while LDA lead to a barrier of about 0.7 kcal/mol, a factor of 20 smaller than experiment 

value.  

It has long been recognized that the neglect of the long-range electron correlations (i.e., 

dispersions) in GGA functionals is inadequate and sometimes erroneous when describing 

intermolecular, or molecule-surface interactions. Prominent examples include adsorptions of 

benzene, furfural, hydrocarbons, as well as many layered 2D systems, such as graphite, hexagonal 

boron nitride (hBN), and MoS2, where the interlayer van der Waals forces cannot be ignored. In 

fact, within the past 15 years, a number of empirical and functional approaches have quickly 

emerged in the effort to account for the dispersion effects properly.  

Using a pre-calculated C6 coefficient for the dispersion energy, the DFT-D2 and DFT-D3 

methods, proposed by Grimme [30, 31], offer a remarkably reliable means by correcting the GGA 

calculations at a negligible additional computational cost. Alternatively, Tkatchenko and Scheffler 

[32] proposed to compute the dispersion correction using the reference atomic C6 coefficients, 

which are scaled based on the atom’s chemical environment. By adding the dispersion description 

directly to the exchange-correlation function as an additional non-local correlation term, a number 

of vdW-DF functionals were developed [33, 34]. Further improvements upon vdW-DF 

functionals, involving changes to both exchange and non-local correlation terms, produces a ‘opt’- 

class functionals, such as optPBE-vdW, optB88-vdW and optB86b-vdW [35], which have shown 

noticeable improvements in structural and energetic calculations [36]. Although useful, it should 

be noted that the dispersion forces could be over-corrected, resulting in overestimated adsorption 

energies. The overall quality of these methods may very well depend on the reference dataset used 

in the functional development. Recently, a methodology based on Bayesian error estimation using 

cross-validation methods from machine learning has been developed by Wellendorff et al. [37], 
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which enables the approximation of electron exchange-correlation using more flexible model 

space. The Bayesian error estimation-based functional (BEEF) is also applied to obtain the van der 

Waals correlation, abbreviated as BEEF–vdW. It has been shown that the BEEF-vdW functional 

is competing well with several GGA, vdW-DF, and meta-GGA functionals in computing 

intramolecular bond energies, chemisorption energies, molecular reaction barriers, molecular 

reaction energies, bulk solid cohesive energies, lattice constants, and interaction energies of non-

covalently bonded complexes [37]. 

 

 2.1.4 Electron Self-Interaction Errors 

It is worthwhile pointing out that the errors generated by standard GGA functionals in 

calculating the lattice parameters, magnetic moments, band gaps, oxygen vacancy formation, and 

reaction energies of most transition metal oxides (most notably, TiO2 [38-40], CeO2 [41, 42], 

Fe2O3 [43], or NiO [44]) could also be due to self-interaction errors (SIEs). The discussion on the 

origin and treatments of SIEs has been presented in several review articles [44, 45]. In order to 

address this issue, parameters, i.e., U and J accounting for respective electron Coulombic and 

exchange interactions, are added to the calculated total energy with the same angular orbital 

momentum, known as the LDA+U or GGA+U methods [44-46]. When implementing this 

approach, the Hubbard U parameter can be determined empirically via the U-parameter screening 

based on the known properties of the material. Wang et al. [47] computed the oxidation of 3d (V, 

Cr, Mn, Fe, Co, Ni, and Cu) transition metals to identify the main contributions (i.e., the 

overbinding and SIE of the GGA functional) to the systematic errors for a wide range of materials.  
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2.2 Building Single Crystal Surfaces  

Building the crystal surface structure is the first step of modeling. Surfaces with uniform 

well-defined sites play a central role in surface science and catalysis. The use of ‘plane surfaces’ 

has been rationalized by Langmuir, who believes that ‘if the principles in this case are well 

understood, it should then be possible to extend the theory to the case of porous bodies’ [48].  

 

 

Figure 2.2 Surface models based on face-centered cubic (FCC) and body-centered cubic (BCC) 

single crystals. The blue lines indicate the 2D Bravais lattices. Adapted with permission from Ref 

[2]. Copyright 2017, Taylor & Francis.  

 

The practice of using well-defined model surfaces is well suited for periodic DFT 

calculations, which are particularly well suited for the treatments of crystalline systems. A model 

surface can be generated from the cleavage of a perfect single crystal. For instance, low-index 

facets, such as (111), (100), and (110) are the basal planes of the face-centered cubic (FCC) and 

body-centered cubic (BCC) lattices [3], and are frequently employed. For FCC crystals, as 
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illustrated in Figure 2.2, the (111) facet is the most close-packed (i.e., surface atom with the 

maximum coordination number), and also the lowest surface energy. For BCC crystals, the (110) 

facet is the most close-packed.  

Atoms with lower coordination numbers can be found in step, corners, and defect sites, 

which can be presented by either low-index single crystal planes, for example, the (211) and (322) 

facet [49], or by artificially created architectures by adding or removing atoms in the lattice. Other 

crystal facets are also used to represent the catalyst corner, kink sites, which can be modeled using 

facet (321)[50-53], facet (531) [54, 55], facet (643) [55], facet (763) [49], and facet (854) [49, 56].  

In periodic DFT calculations, slab models in a supercell that is bounded with periodic 

lateral boundaries, and separated by vacuum space perpendicular to the surface, are also used to 

accommodate specific computational needs. Figure 2.3 illustrates a FCC (755) supercell model 

consisting of both the (111) terrace and (211) step sites.  

 

 

Figure 2.3 A supercell model based on the FCC (755) facet, with periodic boundaries indicated 

by the black lines. The terrace (flat) and step sites are indicated. Adapted with permission from 

Ref [2]. Copyright 2017, Taylor & Francis.  
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  2.3 Energetics of Chemisorption and Thermodynamics Estimation  

 2.3.1 Linear Scaling Relationship for Binding Energy Estimation 

DFT modeling can obtain the thermodynamic and kinetic properties of the reactions. 

Atomic and molecular adsorptions are essential, both experimentally and computationally, in 

probing surface active sites and surface reactivity. In computational catalysis, binding energies are 

the most fundamental properties for catalyst screening and catalyst design. With the adsorption 

energies of reactants, intermediates and products, as well as the transition state searching, one can 

generate the potential energy surface for a specific reaction to figure out the thermodynamic 

mechanisms. The quantum mechanical DFT computational cost grows exponentially with 

increasing number of atoms [57]. To avoid the unnecessary computational cost spent on those 

highly metastable species, a more efficient strategy is to be able to quickly identify the most 

thermodynamically stable species without explicit DFT calculations.  

Abild-Pederson, Greeley, and coworkers [58] first formulated linear scaling relationships 

between the binding energies of several main group elements (i.e. C, O, N, S) and their 

hydrogenated counterparts (i.e. CHx, OHx, NHx and SHx) based on periodic DFT calculations. As 

an example, Figure 2.4 (a) shows that the adsorption energies of elemental nitrogen (∆𝐸𝑁) and 

NHx (x=1–2) (∆𝐸𝑁𝐻𝑥) follow a linear trend, as described by Equation (10), 

 

∆𝐸𝑁𝐻𝑥 = 𝛾∆𝐸𝑁 + 𝜉 (10) 

 

where  γ = (xmax − x)/xmax, in which xmax represents the maximum number of H atoms to which N 

can form a single covalent bond. In the case of N, xmax is 3, satisfying its natural valency as in NH3. 
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x is the total H atoms that N actually bonds. Hence, the slope of the linear function in Equation 

(10) can be understood with simple geometric bond-order variables. 

 

 

Figure 2.4 Binding energies of NHx intermediates (circles: x=1; triangles: x=2) plotted against 

adsorption energies of N, The data points represent results for close-packed (black) and stepped 

(red) surfaces on various transition-metal surfaces [58]. (b) Predicted binding energies using 

Equation (11) for glycerol dehydrogenation intermediates on Pt(111) [59]. 

 

The existence of such linear scaling relationship originates from the d-band theory, where 

Hammer and Nørskov [60-62] identified that the d-electron state contribution is responsible for 

the variation of adsorbate-substrate bond energy from one metal to the next, and used this theory 

to explain the variation of surface reactivities of different metal substrates. Equation (10) indicates 

that the binding energy of AHx (∆𝐸𝐴𝐻𝑥) can be estimated using ∆𝐸𝐴 instead. A represents the main 

group elements (i.e. C, O, N, S). It can also be learned from Equation (10) that 𝜉, determined by 

the linear fit, is independent of the actual substrate. 
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The linear scaling relationship is particularly useful as adsorbate molecules become larger. 

Liu and Greeley [59, 63] devised a scaling scheme for a glycerol-derived species, 𝐶3𝐻𝑥𝑂3
∗ (x = 0-

8), can be defined by Equation (11):  

 

𝐵𝐸𝐶3𝐻𝑥𝑂3∗ =  ∑ 𝑝𝐶𝑖𝑣𝐶𝑖𝑖 + ∑ 𝑝𝑂𝑖𝑣𝑂𝑖𝑖 + ∑ 𝑝𝐶𝑖𝑂𝑗𝑣𝐶𝑖𝑣𝑂𝑗 +𝑖

∑ 𝑝𝐶𝑖𝐶𝑗𝑣𝐶𝑖𝑣𝐶𝑗 +𝑖 𝐵𝐸𝑔𝑙𝑦𝑐𝑒𝑟𝑜𝑙, 
 

(11) 

 

where 𝐵𝐸𝑔𝑙𝑦𝑐𝑒𝑟𝑜𝑙 is the adsorption energy of gas phase glycerol on the Pt(111) surface. The 

variables vCi and vOi represent the degree of undersaturation of C and O atoms, and
 
are defined the 

same way as the scaling relationship presented in Equation (10) previously. For this reason, it can 

be noted that the scaling formalism, described in Equation (11), is also motivated by the bond-

order conservation principle, in which the undersaturated C and O atoms try to satisfy their gas-

phase valency. The first order terms in Equation (11) are analogous to Equation (10). The 

interactions between adjacent undersaturated C and O, or C and C atoms, are accounted for with 

second order valency terms in Equation (11). The parameters in Equation (11) will be determined 

from fitting to DFT calculations. For glycerol decomposition, Equation (11) works remarkably 

well, as shown in Figure 2.4 (b). The overall standard error of within 0.2 eV can be reached.  

 

 2.3.2 Estimations of Thermodynamic Properties  

The relationships between macroscopic thermodynamic properties (e.g., entropy, enthalpy, 

and Gibbs free energy) and quantum mechanical calculations can be linked through statistical 

mechanical treatment via partition functions in a straightforward manner. The total partition 

function, 𝑞𝑡𝑜𝑡𝑎𝑙, can be expressed by the products of individual contributions from various 
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motions, such as the electronic, translational, rotational, and vibrational modes, as in Equation 

(12): 

 

𝑞𝑡𝑜𝑡𝑎𝑙 = 𝑞𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 × 𝑞𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛 × 𝑞𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 × 𝑞𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛. (12) 

 

Le et al. [64] presented a comprehensive description of the calculations of partition 

functions pertaining to computational surface chemistry. In this thesis, the key aspects for rate 

constant and equilibrium constant estimations for surface elementary reaction steps are briefly 

summarized. 

For strong binding species, such as CO adsorption on Pt(111), the translational and 

rotational modes are frustrated, and lost upon adsorption except for vibrational modes. The 

vibrational partition, 𝑞𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙, can then be calculated using Equation (13). 

 

𝑞𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 =∏(
1

1 − 𝑒−𝛽ℎ𝑐𝑣𝑖
)

3𝑁

𝑖=1

 (13) 

 

where h is the Planck’s constant, vi is the ith vibrational mode, N is the number of relaxed atoms, 

and 𝛽 = 1 𝑘𝐵𝑇
⁄  . kB is the Boltzmann constant, and c is the speed of light. 

For weakly bounded adsorbates, such as H2O on Pt(111), the molecule can be 

approximated as a two-dimensional (2D) gas, which is still able to access the translational and 

rotational modes in the surface plane. Hence, the associated translational and rotational partition 

functions can be calculated by Equations (14) and (15). 
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𝑞𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙(𝐴,𝑇)
2𝐷 = (

2𝜋𝑚𝑘𝐵𝑇

ℎ2
)𝐴 (14) 

𝑞𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑙
2𝐷 =

𝜋1 2⁄

𝜎
(
8𝜋2𝐼𝑧𝑧𝑘𝐵𝑇

ℎ2
)1 2⁄ , (15) 

 

where m is the mass, A is the surface area, Izz is the moment of inertia representing the z-axis (the 

only possible rotational mode on the surface) through the mass center of the adsorbate. The 

vibrational degrees of freedom thus become 3N-3 due to the consideration of the translational and 

rotational molecular motions. Lastly, the electronic partition function is usually considered to be 

the degeneracy of the ground state (except NO) because the electronic energy is much larger and 

only the ground state energy is relevant.  

Using the calculated partition functions, the standard entropy (S°), internal energy (U°), 

enthalpy (H°), and Gibbs free energy (G°) can be calculated using Equations (16 – 24):  

 

𝑆2𝐷−𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛
∘ (T) = R[ln (

2𝜋𝑚𝑘𝐵𝑇

ℎ2
𝐴) + 1] (16) 

𝑆2𝐷−𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛
∘ (T) = R[ln (

𝜋1 2⁄

𝜎
(
8𝜋2𝐼𝑧𝑧𝑘𝐵𝑇

ℎ2
)

1 2⁄

) +
1

2
] (17) 

𝑆𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛
∘ (T) = R∑[

ℎ𝑐𝑣𝑖 𝑘𝐵𝑇⁄

𝑒𝛽ℎ𝑐𝑣𝑖 − 1
− ln (1 − 𝑒−𝛽ℎ𝑐𝑣𝑖)]

𝑖

 (18) 

𝑈2𝐷−𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛
∘ (T) = RT (19) 

𝑈2𝐷−𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛
∘ (T) =

1

2
RT (20) 

𝑈𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛
∘ (T) = RT∑

𝛽ℎ𝑐𝑣𝑖

exp (
ℎ𝑐𝑣𝑖
𝑘𝐵𝑇

) − 1𝑖

 
(21) 
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𝑈𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛
∘ = 𝑈𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛

∘ + 𝑈𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛
∘ +𝑈𝑣𝑖𝑏𝑟𝑎𝑡𝑖𝑜𝑛

∘  (22) 

𝐻∘ = 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 + 𝑍𝑃𝐸 + 𝑈𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛𝑠
∘  (23) 

𝐺∘ = 𝐻∘ − 𝑇𝑆∘ (24) 

 

where R is the gas constant, 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐 is the total energy from DFT calculation, and ZPE is the 

zero point energy expressed as 𝑍𝑃𝐸 =
1

2
∑ ℎ𝑐𝑣𝑖𝑖 .  

 

 2.3.3 Computational Hydrogen Electrode Method for Electrochemical Reactions 

The estimations of thermodynamics for electrochemical reactions are obtained based on 

the computational hydrogen electrode (CHE) model established by Nørskov et al. [65], where the 

free energy of the proton-electron pair (𝜇(𝐻+ + 𝑒−)) is equivalent to the chemical potential of 

½H2 in gas phase (
1

2
𝜇(𝐻2(𝑔))) at all pH values, temperature and pressure of 1 atm, which can be 

represented by Equation (25),  

 

𝜇(𝐻+ + 𝑒−) =  
1

2
𝜇(𝐻2(𝑔)) − 𝑒𝑈 (25) 

 

where e is the elementary positive charge, and U is the applied potential bias. For example, the 

elementary step of furfural (C5H4O2) hydrogenation to monohydrogenated intermediate (C5H5O2) 

can be written as Equation (26),  

 

𝐶5𝐻4𝑂2
∗ + (𝐻+ + 𝑒−)  → 𝐶5𝐻5𝑂2

∗
 (26) 

 



29 

 

where an asterisk (*) indicates adsorbed species on the surface. The free energy change, ΔG, of 

this elementary step can be written as Equation (27), 

 

∆𝐺 = 𝐺(𝐶5𝐻5𝑂2
∗) − 𝐺(𝐶5𝐻4𝑂2

∗) − [
1

2
𝐺(𝐻2(𝑔)) − 𝑒𝑈] (27) 

 

2.4 Kinetics, and Reaction Rates of Surface Reactions 

 2.4.1 Transition State Searching Techniques 

It is fundamentally important in surface science to identify and elucidate minimum energy 

paths (MEPs) describing atomic or molecular diffusion or reaction on a given potential energy 

surface (PES). For surface reactions, it is also necessary to find those elusive transition states and 

obtain reliable energy barriers to determine kinetics. A number of techniques have been developed. 

As summarized by Henkelman et al. [66], when both the initial and final states are known, the drag 

method, Nudged Elastic Band (NEB) [67, 68], the conjugate peak refinement (CPR) method,[69] 

the Ridge method [70], Synchronous Transit [71], and so on can be used. If only the initial state is 

known, on the other hand, the dimer method [72] becomes more appropriate. Most quantum 

mechanical packages have incorporated one or more of these algorithms enabling the finding of 

MEPs and transition states. In this thesis, NEB and dimer methods are mainly adopted. 
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2.4.1.1 Nudged Elastic Band (NEB) Method 

In the NEB method, a string of images (or geometric interpolations) between the known 

reactant (R) and product (P), as indicated in Figure 2.5(a), are generated and relaxed. The locations 

of intermediate images can be generated from a simple linear interpolation, labeled by ‘1’ in blue 

in Figure 2.5(a). Subsequent optimizations will relax the images to the real MEP, labeled by ‘2’ in 

red in Figure 2.5(a). Hence, NEB is an ideal method in order to obtain an overall view of the 

potential energy landscape. In principle, more than one saddle point can be identified this way. 

The true force on each image in the elastic band is decomposed into a perpendicular and a parallel 

component to the MEP. A nudging force, perpendicular to the path, is necessary to ensure that 

there will not be severe corner cutting at the curve of the MEP.  

 

 

Figure 2.5 Schematic illustration of finding the MEP and the saddle point on a potential energy 

surface using (a) the NEB method (with three interpolated images), where ‘1’ represents the initial 

interpolated path and ‘2’ represents the final relaxed path, and the dashed arrow indicates that the 

highest energy image is being pushed up toward the saddle point; (b) the dimer method. Adapted 

with permission from Ref [2]. Copyright 2017, Taylor & Francis. 
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The Climbing Image NEB (CI-NEB) method introduced a modification to the original 

NEB, where the highest energy image is moved energy uphill by turning off the nudging force and 

only keeping the inverted parallel component. In this way, the image tries to maximize its energy 

along the band, and minimize in all other directions. In principle, when this image converges, this 

image will fall to the saddle point exactly. If the maximum image is initially very far from the 

saddle point, and the climbing image was used from the outset, the path would develop very 

different spacing on either side of the saddle point.  

 

2.4.1.2 Dimer Method 

The dimer method can be used when the product state on the MEP is not known. Based on 

the eigenvector-following theory, the dimer method is developed to use the first derivatives of the 

potential energy in order to find the saddle point [66, 72]. Two replicas (or a ‘dimer’) are 

constructed, with a fixed separation (c.a. 0.1 Å) between each other, as indicted in Figure 2.5(b). 

The dimer is rotated and the energy is minimized, giving the direction of the lowest frequency 

normal mode (𝑁̂), shown in Figure 2.5(b). The dimer image is moved toward the saddle point with 

an effective force (𝐹⃗𝑈), which acts on the center of the dimer and is calculated using the component 

of the true force (𝐹⃗𝑅) along the inverted direction of 𝑁̂. The dimer method does not require the 

evaluation the Hessian matrix and is, therefore, much more efficient. In fact, the dimer method 

provides a convenient means for solving problem, where the MEP is potentially complex and hard 

to define, or only the knowledge of the transition state is needed. Lately, it has been shown that 

the CI-NEB and dimer methods can be used together [73, 74], where an educated guess can be 
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first obtained from CI-NEB, followed by a refinement using the dimer method if only the transition 

state is the target. 

 

 2.4.2 Brønsted–Evans–Polanyi (BEP) Relationship 

It is well known that transition state search remains an extremely computationally intensive 

task. Inspired by the reaction kinetics theory, the BEP [75], which established an empirical linear 

relationship between the reaction energy (ΔE) and the activation energy (Ea), has been developed 

and adapted for surface reactions. One such relationship can be represented by Equation (28). 

 

𝑬𝒂 = 𝜶 ∙ 𝜟𝑬 +   𝜷 (28) 

 

Usually, the kinetics of an elementary reaction step can be characterized with two fitting 

parameters (α and β, as in Equation (28)), which depend on reaction types and catalyst. Based on 

the accumulation of vast DFT calculations, it has been shown that the α values are in the range of 

0.5–0.9 on metal surfaces [76, 77]. The β parameter values fall in the range of 1–2 eV. The 

variations of α and β parameters governed by geometric and electronic characters of catalysts 

provide an avenue to manipulate catalytic functionality for catalyst design. Because of the 

tremendous computational acceleration provided by the BEP relationship, it has become an 

integral component in the field of computational catalysis. Figure 2.6 gives an example of BEP 

relationship for CO dissociation in methanation reaction on transition metals [78]. The reaction 

barriers, Ea, is linearly correlated with CO molecule dissociation energy.  
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Figure 2.6 Brønsted–Evans–Polanyi relation for CO dissociation over transition metal surfaces 

[78]. The transition state potential energy, Ea, is linearly related to the CO dissociation energy.  

 

 2.4.3 Rate Constant of Elementary Steps and Microkinetic Modeling 

From the first-principles methods, the elementary step rate constant can be calculated. 

Within the transition state theory (TST) framework, rate constant can be obtained from Equation 

(29), 

 

𝑘𝑇𝑆𝑇(𝑇) =
𝑘𝐵𝑇

ℎ

𝑞𝑇𝑆
𝑞𝑅
𝑒𝑥𝑝 (−

𝐸𝑎
𝑘𝐵𝑇

) (29) 

 

where  𝑞𝑇𝑆, 𝑞𝑅 
are the partition functions associated with the transition state and reactants, 

respectively, and 𝐸𝑎 
 
is the activation energy (see CI-NEB and dimer method).  

The equilibrium constant, Keq(T), can be derived from the van’t Hoff equation, as in 

Equation (30),  
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𝐾𝑒𝑞(𝑇) =
𝑘𝑓(𝑇)

𝑘𝑟(𝑇)
= 𝑒𝑥𝑝 (−

Δ𝐺

𝑘𝐵𝑇
) (30) 

 

By combining DFT and statistical mechanical treatment, the above framework enables the 

thermochemistry estimations that are functions of temperature and pressure. The formulation 

presented above lays the theoretical foundation for ab initio microkinetic modeling. 

Microkinetic modeling breaks down an overall catalytic reaction in the form of elementary 

steps, with well-defined reaction rate expression for each step. Hence, microkinetic modeling is 

capable of consolidating the experimental data and molecular-level modeling in a quantitative 

model, using information that can be directly produced from first-principles calculations.  

A general first step to construct a microkinetic model is to identify all the elementary steps 

that may be involved in the catalytic process [79-81]. Stoltze and Nørskov [82] presented the first 

microkinetic model for the study of ammonia synthesis. The associated rate constants and 

thermodynamic equilibrium constants can be measured or computationally determined. Working 

within the mean-field theory microkinetic modeling framework, Medford et al. [83] developed a 

python-based kinetic modeling package (CatMAP), which also supporting linear scaling 

relationship, BEP relationship, and the capability to account for the adsorbate–adsorbate 

interactions for both heterogeneous and electrocatalytic models. 

 

 2.4.4 Sabatier’s Principle and ‘Volcano’ Plot 

The establishment of linear scaling relationships and BEP relationship provide the 

indication that catalytic behavior can be understood in a predictive way. Catalytic reactions are 

governed by only a handful of reaction parameters. For instance, in ammonia synthesis, the binding 
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energy of nitrogen, N2 dissociation energy, and the activation energy of N-N bond cleavage play 

the determining roles. In addition, the well-known Sabatier’s principle states that the optimal 

catalyst should neither bind reactants too weakly nor the products too strongly. This principle 

dictates that the best catalyst would offer an optimum value for binding energy, reaction energy, 

or the energy barrier of the rate-limiting step that ultimately results in the maximum catalyst 

activity. These binding energies and energy barriers are known as ‘catalytic descriptors’ [78], 

which are essentially the reflection of the mechanistic origin of the performance of a catalyst. The 

concept of descriptor can be conveniently adapted as a rational catalyst design parameter.  

 

 

Figure 2.7 (a) Calculated turnover frequencies for ammonia synthesis as a function of the 

adsorption energy of nitrogen [84]. (b) 2-D activity heat map describing the steady-state turnover 

frequency (TOF) to NH3 as a function of N2 dissociation barrier (EN-N) and N2 dissociation energy 

(2EN), Two BEP scaling lines are shown (upper corresponding to stepped transition metal surfaces 

and lower corresponding to the ideal limit) [85]. 
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Here, using ammonia synthesis as an example, the N2 dissociation energy on a metal is 

used as the descriptor to predict the ammonia production activity on a range of transition metal 

surfaces, as shown in Figure 2.7 (a). In this figure, it can be seen that both Co and Mo are far from 

the optimal turnover frequencies (TOFs) for ammonia production because N binds either too weak 

(for Co) or too strong (for Mo). The Co–Mo alloy, enabling N2 dissociation energy somewhere in 

between, is predicted to be a much better catalyst than its constituent elements. Jacobsen et al. [84] 

synthesized Co3Mo3N which indeed exhibits much higher ammonia production rates than pure Co 

and Mo.  

 

 2.4.5 Breaking the Scaling Relationship  

Long-time study of catalytic trends has also revealed that for many important catalytic 

reactions, such as oxygen reduction reaction (ORR) and ammonia synthesis on transition metal 

catalysts, the scaling relationships between key reaction intermediates can be broken and the 

‘optimal’ activity can be achieved. For instance, because the energy difference between OH and 

OOH is separated by 3.2 eV, and always stays intact on any 2D surface due to the intrinsic linear 

scaling relationship (between OH and OOH), the scaling between OH and OOH has to be broken 

in order to overcome this major technological barrier in fuel cell development [86, 87]. Another 

example can be found, again, for ammonia synthesis. Figure 2.7 (b) depicted a 2D ‘volcano’ plot 

for ammonia synthesis using two descriptors, N2 dissociation barrier (EN-N) and nitrogen 

dissociation energy (2EN) over transition metals. The linear BEP relationship between 2EN and EN-

N was shown in upper dashed black–white line. As shown in Figure 2.7 (b), in order to obtain the 

the optimum catalyst region in red area, efforts have to be devoted into breaking the existed linear 
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scaling relationship. Specific configurations have been tested and a few promising candidates by 

breaking the scaling relationship are predicted to enhance NH3 synthesis [85].  
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Chapter 3 - Electrochemical Reduction of Furfural on Transition 

Metals 

Chapter 3 is adapted with permission from: 

Shan, N.; Hanchett, M. K.; Liu, B. “Mechanistic insights evaluating Ag, Pb, and Ni as 

electrocatalysts for furfural reduction from first-principles methods”, Journal of Physical 

Chemistry C, 2017, 121 (46), 25768–25777. 

 

 3.1 Introduction 

Furfural has been identified as an important biomass-derived compound for sustainable 

manufacturing of a variety of bio-chemicals and biofuels, including furfuryl alcohol (FA) and 2-

methyfuran (MF) [1-4]. Electrochemical reduction of furfural (ECRFF) to FA and MF, can be 

carried out at atmospheric pressure and room temperature with non-gaseous hydrogen sources [5, 

6], as illustrated in Figure 3.1. This new technology becomes an energy efficient and 

environmentally advantageous approach compared to thermal furfural reduction routes via 

heterogeneous hydrogenation and hydrogenolysis [7, 8], which typically require high pressure 

(0.1–1 MPa), elevated temperature (100–500°C), and H2 feedstocks that are generated in energy 

intensive processes. In ECRFF, FA formation is a 2-electron process (Figure 3.1), while furfural-

to-MF conversion requires four electrons. The interchange between FA and MF is possible and 

involves two electrons, thus forming a closed loop.  
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Figure 3.1 Routes for electrochemical reduction of furfural (ECRFF) to furfuryl alcohol (FA) 

and 2-methylfuran (MF), adapted from Ref [9]. Copyright 2017, American Chemical Society. 

 

The ECRFF product selectivity is strongly linked to the intrinsic properties of the transition 

metal-based cathodes [5]. Insights into furfural conversion trends can be drawn from studies 

analogous to CO2 electrochemical reduction [10, 11], where it has been shown that Cu and its 

alloys are uniquely selective for small hydrocarbons (e.g., CH4, CH3OH) [10, 12, 13]; Au and Ag 

are more selective for CO yield [14, 15]; and Pb and Sn exhibit strong tendency to produce formic 

acid [16-19].  

In a similar but not parallel manner, Cu has been found to be effective for electrochemically 

catalyzing furfural, consisting of a C=O bond in its aldehyde group, into MF via hydrogenolysis, 

while Au, Pt, Ni, and Pb are more selective for FA via hydrogenation to varying degrees [5, 20-

25]. Current experimental hypothesis of MF formation considers FA as the intermediate [5, 22, 

23]. According to Figure 3.1, in principle, the 4-electron direct furfural-to-MF conversion, parallel 

to the furfural-to-FA process, is plausible. Although studies on heterogeneous catalysis of furfural 

to FA and MF on transition metals, such as Cu [26, 27] and Pd [28], exist, molecular-level insights 

for relevant electrocatalytic furfural conversion remain elusive.  

The furan ring with conjugated C–C bonds, which is chemically functional in furfural 

conversions, adds significant computational challenges to achieve a systematic understanding of 
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furfural reduction compared to CO2 reduction. Both theoretical and experimental investigations of 

heterogeneous conversions of furfural suggest that variations in adsorption patterns of furfural and 

its derivatives on different transition metals, ranging from weak binding on Cu to strong binding 

on Ir, Ni, Pd, and Pt, play a role in influencing product selectivity [26-34]. For instance, on Cu, 

the furan ring binds weakly and tilts away from the surface, which is considered beneficial for 

being selective toward FA (or MF) formation [26, 27, 33]. However, the furan ring binds strongly 

on Pd and enables decarbonylation, which leads to furan production [28]. 

In this chapter, molecular mechanisms for furfural electroreduction via hydrogenation and 

hydrogenolysis on single crystal Ag, Pb, and Ni facets were generated using periodic density 

functional theory (DFT). Although Cu has long been regarded as a standard material for furfural 

hydrogenation and hydrogenolysis [26, 27], we evaluated the performance of Ag, Pb, and Ni in 

order to explore the options as alternative cathode materials for ECRFF. Recent experimental 

efforts have successfully demonstrated that Pb and Ni can be utilized as economical alternative 

cathodes to replace noble metals like Pt and Au for FA production [5, 22]. Moreover, the selectivity 

of MF versus FA can be tuned with electrolytes when Ni electrodes are used [5]. Although there 

are no direct data so far on Ag being used in ECRFF, Ag has exhibited excellent performance in 

the conversion of 5-hydroxymethylfurfural (HMF), a chemically analogous compound to furfural, 

and approximately 100% Faradic Efficiency and selectivity to 2,5-bis(hydroxymethyl)furan have 

been obtained [35]. Herein, periodic DFT calculations were performed on the close-packed and 

stepped surfaces of Ag, Pb, and Ni so that the intrinsic thermodynamic and kinetic behaviors 

associated with FA and MF formations can be understood. Such molecular insights are necessary 

for eventual deployment of these promising materials for ECRFF. 
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 3.2 Computational Details 

All periodic DFT calculations were executed using Vienna Ab initio Simulation Package 

(VASP) [36, 37]. The exchange and correlation energies were described by the Perdew-Burke-

Ernzerhof (PBE) functional [38]. An energy cutoff of 340 eV was determined to construct the 

plane waves. Tests based on furfural adsorption using higher cutoff value have shown that the 

binding energies have converged to within 0.01 eV. A k-point mesh of 4 × 4 × 1 based on the 

Monkhorst-pack scheme was used to sample the reciprocal first Brillouin zone [39]. Self-

consistent iteration was converged up to 1 × 10-6. The ionic step was converged when the force on 

each atom is less than 0.02 eV/Å. The Methfessel-Paxton smearing scheme was used with a Fermi 

population in the Kohn-Sham states at kBT = 0.2 eV [40]. The total energies were then extrapolated 

to 0 K. Dipole corrections were included in all calculations.  

The (111) and (211) facets of Ag, Pb, and Ni (all face-centered cubic crystals) were adopted 

to represent the flat close-packed terrace and stepped sites. A p(4 × 4) unit cell with three layers 

was used for (111) slab model. The top layer and the adsorbates were allowed to relax, whereas 

the bottom two layers were fixed at the optimized bulk values at 4.17, 5.05, and 3.52 Å, 

corresponding to Ag, Pb, and Ni, respectively. These lattice parameters compare satisfactorily with 

the experimental lattice constants [41]. An orthogonal (3 × 1) unit cell with nine atomic layers was 

used for the (211) facet, with the bottom six layers fixed to its respective bulk value as well.   

It is well recognized that standard GGA functionals are inadequate to describe dispersion 

effects on molecular adsorptions due to the van der Waals force between adsorbates and substrates 

[42-45]. Such dispersion effect has been assessed on Cu(111), Pt(111) and Pd(111) using 

Grimme’s D3 [46] method and vdw-DF functionals [47] (i.e., optPBE and optB88) in our previous 
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study [26]. In this work, these van der Waals-correction functionals were also used to optimize 

furfural, FA, MF, and reaction intermediates on close-packed and stepped Ag, Pb and Ni surfaces. 

The vibrational frequencies were calculated using central difference method based on 

simple harmonic oscillation approximation. These vibrational frequencies were then used to 

compute zero-point energies (ZPE) and free energies (G) according to Equation (31) [48], 

 

𝐺 = 𝐸𝐷𝐹𝑇 + 𝑍𝑃𝐸 − 𝑇𝑆, (31) 

    

where EDFT denotes the total energy, and TS is the entropy term. Only entropy changes stemming 

from gaseous species (i.e., furfural, FA, and MF) adsorption and desorption were considered. The 

translational and rotational contributions were included in our estimations. Details of the 

computation of these contributions are based on standard statistical mechanics treatment and can 

be found in our previous work [48].   

The free energies of ECRFF elementary steps are estimated using the computational 

hydrogen electrode (CHE) model established by Nørskov et al [49], where the chemical potential 

of a proton-electron pair (𝜇(𝐻+ + 𝑒−)) is equilibrated with the chemical potential of ½H2 in the 

gas phase, which can be expressed by Equation (32),  

 

𝜇(𝐻+ + 𝑒−) =  
1

2
𝜇(𝐻2(𝑔)) − 𝑒𝑈, 

(32) 

                                            

where e is the elementary charge, and U represents the applied potential bias. For instance, the 

elementary step for C–H bond formation during the first step of furfural hydrogenation can be 

written as Equation (33),  
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𝑓𝑢𝑟𝑓𝑢𝑟𝑎𝑙∗ + (𝐻+ + 𝑒−)  → 𝑚ℎ6∗ (33) 

 

where the species with the asterisk (*) indicates an adsorbate on the surface. The free energy 

change (∆𝐺) of this step becomes (Equation (34)), 

 

∆𝐺 = 𝐺(𝑚ℎ6∗) − 𝐺(𝑓𝑢𝑟𝑓𝑢𝑟𝑎𝑙∗) − [
1

2
𝐺(𝐻2(𝑔)) − 𝑒𝑈]. 

(34) 

                          

The energy barriers for C-O bond cleavage were calculated using the climbing image 

nudged elastic band (CI-NEB) and dimer methods. The transition states were confirmed by 

examining that only one single imaginary frequency exists. The energy barriers for hydrogenation 

steps were estimated using the Brønsted–Evans–Polanyi (BEP) relationship from our previous 

work [26]. 

 

 3.3 Mechanistic Insights on Transition Metals 

An expanded reaction network detailing ECRFF (Figure 3.1) associated with FA and MF 

formations is shown in Figure 3. 2. The construction of this network is based on two hydrogenated 

furfural intermediates: mh6, corresponding to the mono-hydrogenated furfural resulting from C–

H bond formation (blue arrows); and mh7, from O–H bond formation (red arrows). The horizontal 

routes represent the two FA production paths. MF formation originates from furfural and its 

intermediates are represented by vertical arrows and are labeled in blue, red, and green 

corresponding to mh6, mh7, and furfural respectively. Moreover, the pathway for FA conversion 

into MF (diagonal yellow arrows) is included as well.  
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Figure 3.2 Reaction network of furfural conversions into FA and MF for ECRFF, adapted from 

Ref [9]. Copyright 2017, American Chemical Society.  

 

 3.3.1 Molecular Adsorptions on Ag, Pb, and Ni 

The binding energies (𝐸𝑎𝑑𝑠) for molecular adsorption (furfural, FA, MF, and reaction 

intermediates) on close-packed Ag, Pb and Ni surfaces are collectively defined by Equation (35),  

 

𝐸𝑎𝑑𝑠 = 𝐸𝑎𝑑𝑠∗ − 𝐸∗ − 𝐸𝑔𝑎𝑠, (35) 

 

where 𝐸𝑎𝑑𝑠∗, 𝐸∗, and 𝐸𝑔𝑎𝑠 represent the total energies of surface adsorbate, clean surface, and gas-

phase adsorbate, respectively.  

Adsorption geometries of furfural, FA, MF, mh6, and mh7 on Ag(111), Pb(111), and 

Ni(111), as illustrated in Figure 3.3, were optimized using the optPBE functional. The binding 

energies are summarized in Table 3.1. The geometry of furfural on Ag(111) is shown in Figure 

3.3(a1), suggesting that furfural binds on one of the top sites with the oxygen located at the end of 

the aldehyde group. The adsorption of furfural is rather critical for ECRFF. Comparison with 
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furfural adsorption on Cu(111) [26] shows that the up-tilting of the furan ring is an indication of 

weak binding on silver surfaces. Adsorption energy of furfural on Ag(111), calculated from 

Equation (35), is -0.62 eV, comparable but slightly weaker than that on Cu(111) [26]. FA binds 

on Ag(111) via its hydroxyl oxygen (Figure 3.3(a2)) with a binding energy of -0.74 eV. The MF 

molecule is almost non-polar and parallel to the surface upon adsorption (Figure 3.3(a3)), with a 

binding energy of -0.62 eV. The two mono-hydrogenated intermediates, mh6 and mh7, bind on 

Ag(111) at the 3-fold and top site by their unsaturated O and C atom, as depicted in Figure 3.3(a4-

a5), respectively.  

On Pb(111), the overall geometry pattern agrees consistently with that on Ag(111), as seen 

from the second row of Figure 3.3. As shown in Table 3.1, furfural, FA, and MF bind even more 

weakly on Pb(111) than on Ag(111). On the other hand, mh6 and mh7 bind slightly more strongly 

on Pb(111) than on Ag(111), i.e., -2.79 eV versus -2.40 eV for mh6, and -0.81 eV versus -0.78 eV 

for mh7, respectively.  

In Figure 3.3(c1-c3, and c5), adsorptions of furfural, FA, MF, and mh7 on Ni(111) exhibit 

different behaviors. Unlike on Ag(111) and Pb(111), the adsorptions of furfural, FA, and MF take 

place mainly due to the interactions between their furan rings and the substrate, with expectedly 

stronger binding energies as well (see Table 3.1). The mh6 still binds on the 3-fold hollow site of 

Ni(111) with its unsaturated oxygen, as shown in Figure 3.3(c4). The binding strength of mh7 is 

contributed by both the unsaturated carbon (in -CHOH) and the furan ring (Figure 3.3(c5)).  
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Figure 3.3 Optimized structures of furfural, FA, MF, mh6 and mh7 using optPBE functional, 

labeled numerically from 1 to 5 from left to right, on Ag(111) (a1 ~ a5), Pb(111) (b1 ~ b5) and 

Ni(111) (c1 ~ c5). Grey, red, white, blue, purple, and green spheres represent C, O, H, Ag, Pb, and 

Ni, respectively. Adapted from Ref [9]. Copyright 2017, American Chemical Society. 
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Figure 3.4 Optimized structures of furfural, FA, MF, mh6, and mh7 using optPBE functional, 

labeled numerically from 1 to 5 from left to right, on Ag(211) (a1 ~ a5), Pb(211) (b1 ~ b5) and 

Ni(211) (c1 ~ c5). Grey, red, white, blue, purple, and green spheres represent C, O, H, Ag, Pb, and 

Ni, respectively. The step edges are highlighted. Adapted from Ref [9]. Copyright 2017, American 

Chemical Society. 
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Adsorptions on the step sites of Ag, Pb and Ni surfaces were considered using the (211) 

slab models. The optimized geometries are depicted in Figure 3.4. On Ag(211) and Pb(211), furan 

rings in furfural, FA, MF, mh6, and mh7 all tilt away without apparent contact with the surface. 

On Ni(211), on the other hand, furan rings in all species (except mh6) bind at the edge of the 

Ni(211).   

Table 3.1 suggests that adsorptions of all species (including H2O, OH, and O) become 

stronger on the stepped Ag(211) and Ni(211) surfaces than on the flat Ag(111) and Ni(111) 

surfaces. This trend remains for data obtained from optB88 (see Table 3.2). Moreover, it is 

interesting to note that, except for furfural, adsorptions (e.g., FA, mh6, mh7, f-CH2, H2O, OH, O) 

on Pb(211) have generally remained the same or even weaker than that on Pb(111). Using optB88, 

adsorptions of all species become weaker (Table 3.2). 

 

Table 3.1 Binding energies (in eV) on Ag, Pb, and Ni based on the optPBE functional. Adapted 

from Ref [9]. Copyright 2017, American Chemical Society. 

 
Ag(111) Ag(211) Pb(111) Pb(211) Ni(111) Ni(211) 

furfural  -0.62 -0.86 -0.57 -0.66 -1.33 -2.27 

FA -0.74 -0.81 -0.60 -0.57 -1.12 -2.00 

MF -0.62 -0.67 -0.50 -0.50 -0.94 -1.69 

mh6 -2.40 -2.65 -2.79 -2.70 -3.20 -3.63 

mh7 -0.78 -0.88 -0.81 -0.59 -1.95 -2.73 

af-CH -2.36 -2.63 -2.45 -2.45 -3.87 -4.20 

af-CH2 -0.95 -1.17 -1.06 -0.93 -2.05 -2.69 

H2O -0.26 -0.37 -0.23 -0.22 -0.41 -0.66 

OH -2.80 -2.89 -3.20 -3.14 -3.50 -3.95 

O -3.88 -4.13 -5.19 -5.00 -5.74 -5.66 
 

aLetter ‘f’ represents the furan ring. 
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An evaluation of various treatments of van der Waals corrections is shown in Figure 3.5, 

summarizing binding energies of furfural, FA, MF, mh6, and mh7 obtained using the PBE, PBE-

D3, optPBE, and optB88 functionals. Solidly filled columns represent binding energies on (111) 

surfaces, whereas the hatched columns are for (211). All the binding energies obtained using PBE-

D3 and optB88 functionals are also listed in Table 3.2.  

 

 

Figure 3.5 DFT calculated binding energies (𝑬𝒂𝒅𝒔), according to Equation 35, of furfural, FA, 

MF, mh6, and mh7 on (a) Ag, (b) Pb, and (c) Ni (solid–(111), hatched–(211)) surfaces using PBE 

(blue), PBE-D3 (red), optPBE (green), and optB88 (purple) functionals. Adapted from Ref [9]. 

Copyright 2017, American Chemical Society. 

 

According to Figure 3.5, it can be noted that the GGA-PBE functional (blue columns) indeed 

underestimates binding energies to the extent up to 1 eV. Furthermore, on both (111) and (211) 
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facets of Ag and Pb (Figure 3.5(a-b)), with van der Waals corrections being included, binding 

energies become insensitive to the theory used. In the present study, variations within 

approximately 0.2 eV have been observed (Table 3.1–3.2). A similar trend has been noticed in our 

previous work on Cu(111) [26]. 

On Ni(111) and Ni(211), as shown in Figure 3.5(c), larger fluctuations of binding energies are 

observed among different functionals. For instance, adsorption energies of furfural computed using 

PBE-D3, optPBE, and optB88 may vary in a range of 0.5 eV on both Ni(111) and Ni(211). 

Nevertheless, adsorption configurations obtained from different theories vary to a much lesser 

extent, which has been noted on Pd(111) and Pt(111) surfaces previously [26]. In this work, 

calculations based on the optPBE functional were chosen to generate free energy diagrams for 

ECRFF on Ag, Pb and Ni presented in the following section.   

 

 3.3.2 Brønsted–Evans–Polanyi (BEP) Relationship for C-O Bond Cleavage 

First-principles calculations of transition state (TS) search involving biomass-derived 

compounds, which typically consist of multiple functional groups such as furfural, can be 

notoriously challenging and computationally intensive [26, 50]. Our previous work has 

successfully established a BEP relationship for furfural hydrogenation steps on Cu, Pd, and Pt [26], 

which will continue to be employed in this work. Likewise, a BEP relationship, for C-O bond 

cleavages has been developed in a similar manner and is shown in Figure 3.6. The energy barriers 

for representative C–O bond cleavage reactions involving mh6 (square), mh7 (circle), furfural 

(triangle), and FA (diamond), on Cu (red), Ag (blue), Pb (purple) and Ni (green), were first 

calculated using CI-NEB and dimer methods using the GGA-PBE functional, and then used for 
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the linear fitting. The identified transition states structures are shown in Figure A.1, and numerical 

barrier values are listed in Table A.1.  

 

Table 3.2 Binding Energies (in eV) on Ag, Pb and Ni Surfaces Obtained Using optB88 and PBE-

D3 Functionals. Adapted from Ref [9]. Copyright 2017, American Chemical Society. 

  
Ag(111) Ag(211) Pb(111) Pb(211) Ni(111) Ni(211) 

optB88 

furfural  -0.57 -0.83 -0.57 -0.35 -1.59 -2.44 

FA -0.70 -0.75 -0.51 -0.46 -1.02 -2.15 

MF -0.59 -0.66 -0.47 -0.42 -1.13 -1.79 

mh6 -2.42 -2.67 -2.78 -2.41 -3.27 -3.71 

mh7 -0.82 -0.87 -0.84 -0.49 -2.13 -2.88 

af-CH -2.08 -2.32 -2.15 -2.13 -3.65 -3.92 

af-CH2 -0.99 -1.20 -1.08 -0.87 -2.25 -2.85 

H2O -0.22 -0.31 -0.20 -0.18 -0.42 -0.66 

OH -2.82 -2.93 -3.21 -3.16 -3.62 -4.03 

O -3.98 -4.25 -5.30 -5.12 -5.92 -5.80 

PBE-D3 

furfural  -0.59 -0.66 -0.48 -0.56 -1.85 -2.62 

FA -0.68 -0.73 -0.46 -0.45 -1.59 -2.36 

MF -0.59 -0.65 -0.39 -0.43 -1.36 -1.95 

mh6 -2.41 -2.32 -2.64 -2.56 -3.22 -3.78 

mh7 -0.83 -1.11 -0.74 -0.50 -2.43 -3.08 

af-CH -2.45 -2.70 -2.36 -2.43 -4.07 -4.34 

af-CH2 -1.06 -1.21 -1.03 -0.91 -2.50 -3.05 

H2O -0.31 -0.45 -0.20 -0.25 -0.49 -0.77 

OH -2.87 -2.93 -3.15 -3.08 -3.59 -4.03 

O -3.96 -4.18 -5.09 -4.96 -5.83 -5.75 

aLetter ‘f’ represents furan ring. 
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In Figure 3.6, EFS denotes the final state energy of an elementary step written in the 

exothermic direction, and ETS represents the transition state energy, both using the reactants in the 

gas phase and clean surface as the energy reference. It can be noted that a linear relationship (the 

black dashed line) exists between EFS and ETS for C-O bond cleavage on Cu, Ag, Pb, and Ni at 

their respective terrace and stepped surfaces. The slope and intersection are 0.95 (dimensionless) 

and 1.01 eV, respectively. The mean absolute error (MAE) is 0.22 eV for the fitting. 

It is worth to point out that only data obtained from the GGA-PBE functional were used to 

generate the BEP relationship. Data from optPBE (denoted with P) and optB88 (denoted with B) 

functionals are included in Figure 3.6 in order to validate the transferability of this BEP 

relationship. Based on the agreement shown in Figure 3.6, we can conclude that energy barriers 

calculated from the optPBE and the optB88 functional in this work also follow the same BEP 

relationship. Also, it is notable that (111) and (211) surfaces followed the same BEP relationship. 

The reason can be attributed to similar transition state geometries on close-packed and stepped 

surfaces (shown in Figure A.1).  
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Figure 3.6 BEP relationship (black dashed line) for C-O bond cleavage of mh6 (square), mh7 

(circle), furfural (triangle), and FA (diamond) on Cu (red), Ag (blue), Pb (purple) and Ni (green), 

using the GGA-PBE functional. Solid symbols are data obtained on (111) surfaces, while hollow 

symbols are data obtained from (211) surfaces. The data obtained from different functional, i.e., 

optPBE and optB88, were labeled with letters P and B, respectively. Adapted from Ref [9]. 

Copyright 2017, American Chemical Society. 

 

 3.3.3 Free Energies of Furfural Electrochemical Reduction 

The elementary steps for ECRFF are listed as R1–R10. All reactions start with the 

adsorption of furfural (R1). As shown in Figure 3.2, the two FA production pathways via mh6 and 

mh7 correspond to R2 and R3. The three MF formation pathways via mh6, mh7, and the direct 
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furfural C-O bond cleavage are presented by R4–R6. Conversion of FA to MF is shown by R7. 

FA, MF, and H2O desorption are represented by R8, R9, and R10, respectively.  

 

furfural (gas) + * → furfural
∗
 (R1) 

furfural
*
 

H++ e-

→    mh6
*
 

H++ e-

→    FA
*
 (R2) 

furfural
*
 

H++ e-

→    mh7
*
 

H++ e-

→    FA
*
 (R3) 

furfural
*
 

H++ e-

→    mh6
*
 

C-O bond cleavage
→            f-CH2

* + O
* 3(H++ e-)
→      MF* + H2O

*
 (R4) 

furfural
*
 

H++ e-

→    mh7
*
 

C-O bond cleavage
→            f-CH

*
+ OH

* 3(H++ e-)
→      MF* + H2O

*
 (R5) 

furfural
*
 

C-O bond cleavage
→            f-CH

*
+ O

* 4(H++ e-)
→      MF* + H2O

*
 (R6) 

FA
*
 

C-O bond cleavage
→            f-CH2

*
+ OH

* 2(H++ e-)
→      MF* + H2O

*
 (R7) 

FA
*
→ * + FA (gas) (R8) 

MF*→ * + MF (gas) (R9) 

H2O
*
→ * + H2O (gas) (R10) 

 

The free energies of all these elementary steps are summarized in Figure 3.7 (a-f). These 

free energies are estimated at 298 K, 1 atm, and 0 V (no applied potential). Clean surface, gas 

phase furfural, and the proton-electron pair are used as the zero energy reference. Reaction 

thermodynamics (∆𝐺) calculations adopt a similar proton coupled electron transfer (PCET) 

approach introduced by Rossmeisl and Skulason et al. [51-53] In this work, reaction energy 

barriers are explicitly included in our discussion, and the barriers of hydrogenation were obtained 

directly using the BEP relationship in Ref [26] while the barriers describing C-O bond cleavage 
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steps either from explicit DFT calculations (if available) or the best estimations from BEP (Figure 

3.6) were used. It should be pointed out that electrochemical factors related to solvents and surface 

charge are not included in this analysis, therefore, the presented thermodynamic and kinetic 

properties can be considered solely intrinsic to the metals.  

 

 

Figure 3.7 ECRFF free energy diagrams on (a) Ag(111), (b) Pb(111), (c) Ni(111), (d) Ag(211), 

(e) Pb(211), and (f) Ni(211) at 298 K, 1 atm, and 0 V. Elementary steps are labeled as follows: (1) 

furfural (gas), proton, and clean surface; (2) furfural*; (3) TS - furfural C-O bond cleavage; (4) TS 

for C–H formation; (5) mh7*; (6) mh6*; (7) TS for C-O bond cleavage; (8) TS for C-H bond 

formation; (9) f-CH2* + O*; (10) FA*; (11) TS for C-H bond formation; (12) TS for FA C-O bond 

cleavage; (13) FA (gas); (14) f-CH2* + OH*; (15) MF * + H2O*; (16) MF (gas) + H2O (gas). 

Adapted from Ref [9]. Copyright 2017, American Chemical Society.  
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 3.3.3.1 Furfural Conversion on Ag(111) 

On Ag(111) (Figure 3.7(a)), furfural adsorption (Step 1→2) is endothermic (at 0 V) with 

an adsorption free energy of 0.21 eV. The mh6 formation step (Step 2→6) is exothermic, while 

the parallel mh7 formation step (Step 2→5) is endothermic. In addition, the energy barrier 

associated with the mh6 formation is also lower than that for mh7 formation (i.e., 0.44 eV vs. 1.0 

eV). The second hydrogenation step producing FA is much facile for both mh6 and mh7 

intermediates. Therefore, on Ag(111), the overall free energy profile for the mh6 route (solid blue 

line) appears to be more favorable than the mh7 route, and should be regarded as the competitive 

pathway for FA production. The desorption energy for FA on Ag(111) surface is -0.09 eV. The 

first hydrogenation step (Step 2→6) would be rate limiting.  

As shown in Figure 3.7(a), it is possible that furfural, mh6, and mh7 are all capable of 

undergoing C-O bond cleavages necessary for MF formation (dotted lines). In all MF production 

routes, the C-O bond cleavage step should be the rate-limiting step as they are consistently located 

at the highest part of the free energy diagram. The direct route where the C–O bond cleavage in 

furfural (green dotted line) is regarded as the least favorable path for MF formation due to a 

substantial energy barrier of 1.45 eV (Step 3). For partially hydrogenated furfural intermediates, 

C-O bond cleavages are facilitated, as respective energy barriers for mh6 and mh7 become 1.33 

and 1.31 eV (Step 7). Hence, for MF formation, the mh6 route (blue dotted line) should be more 

favorable compared to the mh7 route (red dotted line). Upon the C-O bond cleavage, the remaining 

steps for MF formation on Ag(111) will be facile, with negligible barriers according to BEP 

estimations. 

Moreover, a barrier of 1.23 eV is found for direct FA dissociation via the C–O bond 

cleavage in the -CH2OH group to produce MF (Step 12 shown in yellow solid line in Figure 3.7(a)). 
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This energy barrier is significantly higher than the FA desorption energy from Ag(111), suggesting 

that this pathway would be infeasible as an intermediate step for MF formation on Ag(111).  

An overall analysis of the free energy diagram (Figure 3.7(a)) concludes that MF 

production is likely to be hindered by the kinetics of C-O bond cleavage, although it is 

thermodynamically more favorable. It should be pointed out that Goddard et al. [54] recently 

showed, based on first-principles modeling, protons in aqueous solutions are quite capable of 

protonating the C–O bond in CO electroreduction intermediates and then cleaving the C–O bond 

at a much lower barrier.  

 

 3.3.3.2 Furfural Conversion on Pb(111) 

On Pb(111), as shown in Figure 3.7(b), the free energy of furfural adsorption (Step 1→2) 

is 0.25 eV, weaker compared to the same step on Ag(111). The formation of mh6 is exothermic (-

0.66 eV), and proceeds with an almost negligible energy barrier. On the other hand, the formation 

of mh7 is endothermic (0.22 eV), with an energy barrier of 0.66 eV. Therefore, the mh6 formation 

is, again, both thermodynamically and kinetically more favorable than mh7 formation. To 

complete the second hydrogenation step, mh6 needs to overcome an energy barrier of 0.26 eV. 

Although the hydrogenation of mh7 proceeds with a negligible barrier (~0 eV), the overall free 

energy of the mh7 pathway is still too high to be competitive against the mh6 pathway. The 

desorption energy of FA on Pb(111) surface is -0.22 eV. Unlike Ag(111), the rate-limiting step for 

FA formation on Pb(111) appears to be furfural adsorption due to the low energy barrier of first 

hydrogenation to mh6. 

On Pb(111), the C-O bond cleavage steps are still the rate-limiting steps for MF production. 

Respective C-O bond scission barriers for mh6 and mh7 are 1.34 eV and 1.31 eV. On the other 
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hand, the direct path has an energy barrier of 1.45 eV. Therefore, a similar conclusion can be drawn 

that the mh6 route is the most competitive MF production route.   

For FA conversion into MF, an energy barrier of 0.84 eV is required to break the C–O 

bond, again, much high than the desorption energy of FA. Recent results obtained by Schröder et 

al. [5] have shown that the selectivity of FA is higher than MF on Pb cathode, which supports the 

findings shown in Figure 3.7(b).    

 

 3.3.3.3 Furfural Conversion on Ni(111) 

On Ni(111), the adsorption of furfural is exothermic (-0.50 eV) due to the strong binding 

with its furan ring (Figure 3.3(c1)). The two hydrogenation steps, producing mh6 and mh7, are 

comparable with similar energy barriers of 0.98 and 0.99 eV, respectively. The produced mh6 is 

slightly more stable than mh7 on Ni(111). In the second hydrogenation step, a barrier of 1.0 eV is 

required for both mh6 and mh7 to form FA. As shown in Figure 3.7(c), unlike Ag(111) and 

Pb(111), both mh6 and mh7 routes can be competitive for FA formation on Ni(111).  

On Ni(111), the direct route for MF formation needs to overcome a barrier of 1.30 eV to 

cleave the C–O bond, while the barriers of C-O bond cleavage for mh6 and mh7 are 0.57 and 1.05 

eV, respectively. After the C-O bond cleavage, the energy barriers of subsequent hydrogenation 

steps to obtain MF are 0.47 and 1.00 eV, respectively. As shown in Figure 3.7(c), it is noteworthy 

to mention that all the routes for MF formation become competitive, MF formation can now even 

compete against FA formation. Such a behavior indicates that the eventually ECRFF product 

selectivity could be sensitive to experimental conditions, such as surface coverage, solvent, and 

electrolyte used. Experimental observations confirmed that the ECRFF product selectivity tends 

to show more variations on Ni as well [5, 22].  
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It can also be observed that FA desorption becomes endothermic with a desorption energy 

of 0.17 eV. Compared to a small barrier of 0.20 eV for FA to break its C–O bond (Step 12) on 

Ni(111), the channel for FA-to-MF conversion can be open, thus enabling FA to be an intermediate 

for MF formation.  

 

 3.3.3.4 Furfural Conversions on the Stepped Ag, Pb, and Ni Surfaces 

It is known that the stepped surface sites tend to exhibit higher activities than terrace sites. 

Hence, the free energy diagrams of ECRFF on the (211) facets of Ag, Pb, and Ni are shown in 

Figure 3.7(d-f), respectively. For the stepped Ag surface, electroreduction free energies shift down 

-0.25 eV due to stronger furfural adsorption. However, no appreciable gains in C–O bond cleavage 

was observed on Ag(211) (see Table A.1). The mh6 route is still more favorable than the mh7 

route for both FA and MF productions, with the first hydrogenation step and the C-O bond 

cleavage being the rate-limiting steps for respective FA for MF formation. Again, the FA-to-MF 

conversion will not be competitive since FA will prefer to desorb from Ag(211) as well. 

On Pb(211), furfural adsorption is still endothermic despite stronger binding than on 

Pb(111). The FA production via mh6 proceeds with a lower energy barrier on Pb(211) than on 

Pb(111) (0.19 eV versus 0.26 eV). As on Ag(211), the stepped Pb surface does not improve C-O 

bond scission. The pathways involving mh6 remain as the competitive paths for both FA and MF 

productions. The FA-to-MF conversion route, with an energy barrier of 1.22 eV for C-O bond 

cleavage compared to the FA desorption (-0.26 eV), will not be feasible on Pb(211). 

All intermediates bind stronger on Ni(211) than on Ni(111). As shown in Figure 3.7(f), the 

formation of mh6 is enhanced kinetically with a reduced hydrogenation barrier of 0.33 eV from 

0.98 eV. Moreover, an energy barrier of 0.52 eV for mh7 formation on Ni(211) is also lower than 
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that of 0.99 eV on Ni(111). Hence, on Ni(211), the mh6 route actually becomes more favorable 

than the mh7 route for FA formation. Both the energy barriers for C-O bond cleavage and for 

subsequent hydrogenation steps leading to MF are lower on Ni(211) than on Ni(111). Unlike Ag 

and Pb, the FA-to-MF pathway will be feasible due to negligible C–O bond cleavage barrier, 

indicating that FA is likely an intermediate for MF production on Ni(211). 

 

 3.4 Conclusions 

In this chapter, the potential of Ag, Pb, and Ni as electrocatalysts for ECRFF were 

evaluated by examining the FA and MF production routes using periodic DFT calculations. On all 

metal surfaces, multiple and parallel pathways leading to FA and MF have been modeled. A BEP 

relationship for C-O bond cleavage for furfural reduction to MF has also been established and used 

to estimate the energy barriers. Although the MF formation thermochemistry is favored over FA 

formation, the C–O bond cleavage barrier will likely hinder the reaction kinetics. Furthermore, the 

stepped surface does not necessarily promote C–O bond cleavage by lowering the reaction energy 

barrier.  

Two key furfural hydrogenation intermediates, mh6 and mh7, are proven to be critical by 

influencing overall ECRFF activity and product selectivity. The mh6 intermediate is shown to be 

a common intermediate to produce both FA and MF and often guide the reaction as the more 

thermodynamically and kinetically favorable path. Hence, mh6 could be considered as an 

important descriptor to monitor the trends of ECRFF. Both mh6 and mh7 routes are competitive 

on Ni because of the strong interaction between the furan ring and Ni surface. Overall, the first 

hydrogenation step and the C-O bond cleavage are confirmed as likely rate-limiting steps for FA 

and MF formation. On Ag and Pb, FA is likely to desorb instead of participating further reaction 
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to form MF due to the much higher C-O bond cleavage barrier. However, the FA-to-MF route 

becomes feasible pathway on Ni because the C–O bond cleavage energy barrier becomes 

comparable to FA desorption energy.   
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Chapter 4 - Glycerol Adsorption at the Metal-Water Interface  

Chapter 4 is adapted with permission from: 

Shan, N.; Liu, B. “Elucidating molecular interactions in glycerol adsorption at the metal-

water interface with density functional theory”, Langmuir, 2019, Article ASAP with DOI: 

10.1021/acs.langmuir.8b02385.  

 

 4.1 Introduction 

Driven by the quest for sustainable fuels and chemicals, biomass-derived glycerol [1-5] 

and furanic compounds [6-8] are listed as key platform compounds. Glycerol, a C3 polyol 

consisting of three hydroxyl groups, exhibits an extremely versatile utility [9, 10]. Boosted by 

biodiesel production, glycerol production has nearly doubled during the period of 2001-2011 [11], 

and is expected to quadruple by 2025 [12]. Already a marketable chemical, the economic appeal 

strengthens the driving force for glycerol as an affordable feedstock for value-added commodities 

[12].  

As summarized in recent reviews [2, 9, 10], hydrogen, propanediols (PDOs), 

glyceraldehyde, dihydroxyacetone, and numerous alcohols, and organic acids can be obtained 

through catalytic transformations of glycerol. Aqueous phase reforming (APR) has been 

demonstrated to be a viable route for hydrogen production at 498 – 543K and 25 – 50 bar, as 

illustrated in Figure 4.1 [13]. Platinum is a very effective glycerol APR catalyst, exhibiting 

promising hydrogen yield (~68%) [14] and selectivity (up to ~75%) [13]. Over Pt, cleavage of 

glycerol C–H, O–H, and C–C bonds, leading to hydrogen and CO or CO2 (if coupled with water-

gas shift reaction), are promoted, while routes involving C–O bond cleavage (producing alcohols 

and alkanes) are suppressed at the same time [15, 16]. Glycerol reforming pathways are sensitive 
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to the intrinsic properties of transition metals. For instance, the C-O bond cleavage is promoted on 

Rh [17] and Ru [18], over which hydrogenolysis becomes the pre-dominant route at 80 bar and 

473K. Hence, understanding key elementary steps during glycerol conversion is an integral part in 

the technological innovation of sustainable fuels and chemicals production based on this raw 

material.  

 

 

Figure 4.1 Glycerol conversions to chemicals on transition metals in aqueous phase. Adapted with 

permission from Ref [19]. Copyright 2018, American Chemical Society. 

 

Both experimental and theoretical mechanistic deductions involving glycerol face 

challenges  from multiple parallel reaction pathways including dehydrogenation, hydrogenolysis, 

or oxidation [9]. The identified pathways from independent quantum mechanical studies are in 

satisfactory agreements with experimental observations [15-17, 20-24], despite relatively simple 

models (uniform low-index single crystal active sites, simplified chemical environment) are used.  
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At 500 K and elevated pressure (> 25 bar), glycerol processing occurs in the liquid phase, 

with water being one of the most used solvents. Thus, water is intricately involved by modulating 

adsorption and desorption of chemical species, and transporting key reaction intermediates in-

between environment and catalytic active sites. The significance of water in bulk solution and at 

the interface has long been recognized [25-28]. Specifically for catalytic reactions, the 

participating water is capable of modifying both reaction energetics and transition state energies 

in oxygen reduction reaction (ORR) [29, 30], NH3 synthesis [31], electrochemical CO2 reduction 

[32-34], and so on. For oxygenated hydrocarbons,  Zope et al. [35] showed that ethanol oxidation 

on gold actually utilizes hydroxide ions generated from OOH in aqueous solutions rather than 

molecular oxygen via directly using isotopic 18O2 and H2
 18O probes.  

Various theory and models have been proposed and implemented to enrich the toolset for 

implicit or explicit solvent structure description. The most recent progress has enabled first-

principles methods to account for water overlayers or bulk solution phase at an unprecedented 

scale. In this work, relevant theoretical developments and outcome will be discussed. As can be 

seen, the literature survey has exposed that acquiring a full molecular perspective on the catalysis 

associated with glycerol remains extremely challenging because: (1) first-hand information on 

molecular interactions between adsorbate, solvent, and substrate for the construction of 

representative models is very elusive; and (2) the inevitable model sizes are too large for standard 

first-principles modeling approach.   

Glycerol and its derivatives on metal surfaces in solvent-free systems are shown to follow 

empirical formulations derived from approximate bond-order conservation concepts, known as the 

scaling relationship [15, 16, 20, 36]. In the study, periodic density functional theory (DFT) 

calculations were employed primarily to reveal and to characterize the water-adsorbate, water-
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metal, and water-water interactions on well-defined metal-liquid interfaces–a step forward to 

directly tackle the molecular structures at the water-metal interface and to offer insights that could 

improve the efficiency to analyze a class of adsorbed oxygenated species.  

 

 4.1.1 Solvation Models  

 4.1.1.1 Implicit Solvation Models  

In implicit solvation models, solute molecules in the dielectric medium are commonly 

treated as being immersed in a ‘solvent cavity’.  If the continuum dielectric medium is considered 

as isotropic, the implicit solvation method is an appealing approach to lower the computational 

cost by reducing the total degrees of freedom of the system [25, 26]. The electrostatic contribution 

to the overall solvation free energy can be obtained numerically by discretizing the Poisson 

differential operator. Care should be given to the shape and size of such cavity, which should be 

able to reproduce the shape of the solute molecule to minimize distortions of the solvation field: 

too large cavities will dampen the solvation effects, while too small cavity may result in errors in 

interaction energy calculations at the solute-solvent interface. Comprehensive reviews of implicit 

solvation methods, including the rule to determine appropriate cavity, are presented by Tomasi, 

Cramer, and their coworkers [25, 26]. The so-called conductor-like screening model (a.k.a 

COSMO [37]) is a close family to the popular polarizable continuum model (PCM) [25], and has 

been successfully integrated into commercial softwares such as ADF [38]. To account for non-

electrostatic effects, COSMO for real solvents (i.e., COSMO-RS) has been recently developed to 

compute solvation free energies of neutral solutes.  

In an implicit solvation setting, Jeong et al. [39] obtained the conformational preference of 

glycerol at the M06-2Z/cc-pvtz level of theory in aqueous phase. It is shown that glycerol exists 
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as an ensemble of many feasible configurations due to the weakened intramolecular hydrogen 

bonding. This is a contrast to the glycerol’s gas phase configuration, in which glycerol strongly 

prefers the existence of an intramolecular hydrogen bonding between two terminal hydroxyl 

groups [15]. 

An implicit solvation scheme compatible to the Kohn-Sham framework was introduced by 

Fattebert and Gygi [40, 41], where the electrostatic energy term in the Hohenberg-Kohn 

formulation is revised using solution of the Poisson equation. Theory such as JDFT by Arias et al. 

[42] has been developed to study solid surfaces in solution. Hennig and coworkers [43, 44] 

implemented a self-consistent scheme, as in VASPsol, to account for both electrostatic and non-

electrostatic (e.g., dispersion) effects on extended and discrete solid-liquid interface. Most 

recently, Garcia-Ratés and López [45] succeeded in developing a multigrid continuum model (i.e., 

MGCM), implemented in the Vienna ab initio Simulation Package (VASP), to compute the 

energetics of adsorbed water and methanol in solutions. With the newly developed MGCM, it is 

shown that the trend for methanol and water adsorption on Pt(111) can  be reversed whether or not 

the implicit solvation is included [45].  

Given the available methods for implicit solvation treatments, Deskins et al. [46] studied 

the adsorption of 41 species (i.e., C, O, S, N, CHx, NHx, etc.) on Pt(111) using three implicit models 

(i.e., VASPsol, JDFTx, and COSMO), and found that the absolute solvation energy values indeed 

vary. However, the relative solvation effect remains consistent. Despite the computational 

advantages, the description of the structural and dynamic properties of a solvated system might be 

inadequate due to the inherent treatment of the solvent in implicit solvation models. In many 

catalytic processes, the liquid phase is more than just a dielectric continuum background, as solvent 

molecules in the liquid phase often participate in chemical reactions.  
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 4.1.1.2 Explicit Solvation Models 

Full explicit solvation models describing adsorbed molecular species on solid surfaces 

require supercells filled with water molecules. In fact, solute-solvent interactions are often limited 

to within one solvation shell, resulting in a large portion of computing resource being used to 

account for the degrees of freedoms associated with solvent-solvent interactions. Thus, hybrid 

solvation models, blending the implicit treatments to account for interactions indirectly 

contributing to chemisorption, can be an effective way to improve computational efficiency. A 

schematic representation of various contributions to the adsorption of an immersed adsorbate 

(denoted as Eads(aq)) on a metal surface is illustrated in Figure 4.2, where water-adsorbate, water-

water, and water-metal interactions are explicitly indicated at the metal-water interface. 

 

 

Figure 4.2 Schematic illustration of contributions to adsorptions of glycerol and derived 

intermediates on metal substrate in aqueous phase. Adapted with permission from Ref [19]. 

Copyright 2018, American Chemical Society. 

 

For heterogeneous catalytic processes occurring at the interface, the direct interactions that 
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require explicit modeling most likely take place in close proximity of the adsorbate and the surface 

as illustrated in Figure 4.2. Ice-like water bilayer models covering metal slabs are regarded 

representative to mimic water-metal interface for periodic DFT calculations. To a great extent, the 

rationale behind such models can be traced back to surface science studies of water structures on 

solid surfaces. Over thirty year ago, work by Thiel and Madey [47] revealed that the water structure 

on metal can be described as a ‘buckled’ bilayer arranged as hexagons with half of the water 

molecules binding directly on the surface. Aided by XPS and XAS, Ogasawara et al. [48] reported 

a flat water bilayer on Pt(111). Absorption spectroscopy obtained at low temperature (e.g., 84 K) 

further showed that water binds on Pt through the oxygen lone pair. The strong lateral interaction 

through hydrogen bonding is a main mechanism responsible for water clustering [49]. In Carrasco 

and Michaelides’ recent review [50], high resolution experimental STM and DFT calculations 

represent a powerful combination to gain molecular insights into behaviors of water clusters 

(including monomer, dimer, trimer, tetramer, and hexamer), as well as 1-D, 2-D, and 3-D water 

networks on the surface. With access to atomic-scale resolution measurements on well-defined 

surfaces, it becomes easier to build representative molecular models, and paves the way to develop 

more sophisticated molecular modeling. 

With the accumulation of experimental data, the early bilayer theory is being challenged 

as the water overlayer configurations are actually quite diverse. Over Pt(111), configurations with 

mixed pentagonal, hexagonal, and heptagonal water rings have been observed through high-

resolution STM and later confirmed by DFT calculations [51, 52].  

The wetting behavior is another indicator of the interaction between water overlayer and 

metal surfaces. On Pt, adsorbed water molecules remain largely intact. On the other hand, water 

dissociation is known to occur on Ru(0001) [53]. On Cu(110), 2-D water structure is also shown 
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to consist of hydroxyl groups from partial dissociation of water, at a molar ratio of H2O:OH = 2:1 

[54]. Schnur and Groß [27] showed that the presence of metal substrates add substantial 

polarization on the water overlayer. Also, some metastable states of the overlayer are stabilized. 

As shown by Neurock and coworkers [28], it takes 0.16 – 0.3 eV for water bilayer to overcome 

the energy barrier to switch from the ‘up’ orientation to the ‘down’ orientation. 

The ordered water overlayer above the metal surface can be perturbed by adsorbates. For 

instance, with pre-adsorbed H atoms on Pt(111), it has been shown that the water bilayer moves 

away from the surface [27]. Also, a greater order has been predicted, especially when compared 

to the overlayer directly above Pt(111) without the pre-adsorbed hydrogen atoms. This observation 

indicates that, near the water-metal interface, solvent structures are influenced by competing 

water–water and water-metal interactions.  

Understanding the influence of water on adsorbate is a key interest for modeling of 

catalytic process in the aqueous phase. On bimetallic Pt-Ru (111), Desai and Neurock [55] pointed 

out that although the active site (Ru) responsible for water dissociation is unaffected without the 

inclusion of explicit solvent molecules, the dissociation step becomes more energetically favorable 

(0.27 eV) compared to that without the presence of accompanying water molecules (0.55 eV). This 

suggests that the product state, with dissociated H and OH, is stabilized to a greater extent. 

Moreover, the transition-state complex structure can also be stabilized as the activation energy is 

lowered from 1.09 eV in the vapor phase to 0.28 eV.  

Extended analysis from the stabilization of a single elementary state to the entire reaction 

pathway would provide a more faithful description of the thermodynamic landscape in the solvated 

environment. Taking CO2 electroreduction as an example, Peterson and co-workers have proposed 

that, in the solvent-free environment, the formation of formyl group (CHO), rather than COH, is 
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the electrochemical potential limiting step for CH4 production [56-58]. With a water bilayer model, 

Shi and Nørskov [59] also showed that CHO is more stable than COH, which is also independently 

confirmed by Jónsson and Skúlason [60, 61]. However, the energy barrier for CHO formation via 

CO protonation in the water-assisted H shuttling mechanism invoked by the explicit solvent model 

is higher [33, 62]. On the other hand, under the consideration of the water-assisted H shuttling, it 

has been found that the O-H bond formation barrier, as in CO-to-COH, is  noticeably lowered [33]. 

Because a specific geometric orientation facilitating proton transfer is required, implicit solvation 

models are inadequate. Therefore, many proton transfer processes (e.g., hydrogen evolution [63], 

hydrogen oxidation [64], and protonation) necessitate explicit solvation modeling. 

To further reduce the cost of computation required by explicit solvation modeling, models 

describing solvation effect using few water molecules in direct contact with adsorbates have been 

suggested [33, 65, 66]. Sautet et al. [67] pointed out that the intramolecular hydrogen bonds within 

the carbon skeleton and intermolecular hydrogen bond formed between water-adsorbate can 

modulate the reactivity of O-H or C-O bond dissociations for adsorbed alcohols.  

The extent of solvation based on the use of a finite number of water molecules has to be 

verified. Based on methanol adsorption, Garcia-Ratés et al. [68] identified different roles of water 

molecules surrounding methanol. The water molecule in direct coordination with the hydroxyl 

group provides the main source of stabilization of adsorbed alcohol; however, such coordination 

could also limit the binding of the hydroxyl group to the surface. For water molecules away from 

the hydroxyl group, there is a residual effect on the decomposition pathway of methanol. As a 

tradeoff, Garcia-Ratés et al. [68] proposed a hybrid model that contains two water molecules 

explicitly coordinating with the adsorbed methanol, and further increase of the number of water 
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molecules will not improve the model. Solvent elsewhere can be treated as a continuum medium 

using MGCM discussed in the previous section (as illustrated in Figure 4.2) [45].  

 

 4.1.2 Molecular Adsorption and Linear Scaling Relationship 

 In order to decipher the chemistries for glycerol conversion, the ability to identify key 

intermediates associated with respective dehydrogenation, hydrogenolysis, or oxidation pathways 

efficiently is crucial [9]. Modeling of catalytic conversion of glycerol using first-principles is 

already challenged by the large number of reaction intermediates in a pool of 80 species (based on 

dehydrogenation chemistry alone) [15].   

  In the past few years, the adsorption patterns of chemisorbed glycerol (C3H8O3) and its 

various dehydrogenenation intermediates on several transition metal and metal alloys have been 

studied using periodic DFT calculations [15, 16]. The oxygenated hydrocarbons considered under 

this scope also include methanol (CH3OH), ethylene glycol (a C2 polyol), and erythritol (a C4 

polyol), as well as their C-H and O-H bond scission intermediates. The structures of mono-

dehydrogenated intermediates (C3H7O3, i.e., glycerol minus one hydrogen atom), as well as 

glyceraldehyde, and dihydroxyacetone (glycerol minus two hydrogen) on Pt(111), are illustrated 

in Figure 4.3(a). 
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Figure 4.3 (a) Adsorption configurations of selected glycerol dehydrogenation intermediates on 

Pt(111) from periodic DFT calculations. C, O, H, and Pt are depicted in brown, red, pink, and grey, 

respectively. The preferred binding site in each case is indicated by the arrow. (b) Comparison of 

the predicted binding energies from an empirical scaling scheme and DFT calculations for 

methanol (red triangles), ethylene glycol (blue diamonds), glycerol (black circles), and erythritol 

(green crosses) dehydrogenation intermediates on Pt(111). Adapted with permission from Ref 

[19]. Copyright 2018, American Chemical Society. 

 

A general rule has been established to predict the preferred binding sites (i.e., top, bridge, 3-

fold as indicated in Figure 4.3(a)) and molecular configuration without the consideration of solvent 

effect. Over Pt(111), each species is found to favor the configuration that satisfies the gas-phase 

valencies of the respective binding C and O atoms. For C and O, the respective valencies are 4 and 

2, as in methane and water molecules. As illustrated in Figure 4.3(a), all C3H7O3 species prefer the 

Pt top site, while glyceraldehyde and dihydroxyacetone bind at the bridge site to satisfy both C 

and O in the ketone or the aldehyde functional group. In addition, the orientation and arrangement 
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of the hydroxyl groups should also be considered because: (1) intramolecular hydrogen bonding 

among these hydroxyl groups stabilizes the overall structure; (2) additional stabilization can be 

gained from the molecular orientation that maximizes the interactions between hydroxyl groups 

and the metal substrate. When glycerol becomes significantly dehydrogenated, these rules can be 

broken occasionally due to molecular strain or highly delocalized bonding. Besides Pt, such rules 

are generally applicable to other transition metals such as Pd, Rh, Ni. However, over Au, Ag, and 

Cu, noticeable deviations have been observed in part due to very weak binding of C=C, or C=O 

bonds on these metal surfaces. 

The valency rule for adsorbed molecular species is not a new concept. Classical bond-order 

conservation formulations can be found in works by Shustorovich [69, 70], Kua and Goddard [71], 

and Abild-Pedersen et al. [72]  A common consensus is that the predictable behavior of these 

adsorbates can be exploited to accelerate the search for stable adsorption configurations, which 

otherwise would be an extremely tedious and time-consuming task for DFT calculations. For 

metals (e.g., Pt, Pd) that exhibit high level of agreement with the rule, actual calculations can even 

be omitted.  

The so-called scaling relationship for glycerol and its intermediates developed previously 

on Pt(111) in a solvent free condition is expressed by Equations (36) and (37) [15, 16]. 

 

𝐵𝐸𝐶3𝐻𝑥𝑂3∗ =∑𝑝𝐶𝑖𝑣𝐶𝑖
𝑖

+∑𝑝𝑂𝑖𝑣𝑂𝑖
𝑖

+∑𝑝𝐶𝑖𝑂𝑗𝑣𝐶𝑖𝑣𝑂𝑗
𝑖,𝑗

+∑𝑝𝐶𝑖𝐶𝑗𝑣𝐶𝑖𝑣𝐶𝑗
𝑖,𝑗

 + 𝐵𝐸𝐶3𝐻8𝑂3 
(36) 

𝑣𝑖 =
𝑛𝑚𝑎𝑥−𝑛𝑏𝑜𝑛𝑑

𝑛𝑚𝑎𝑥
, (37) 
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where 𝑣𝐶𝑖 and 𝑣𝑂𝑖 describe the degree of undersaturation of central C and O atoms in 𝐶3𝐻𝑥𝑂3, as 

represented by Equation (37), where  𝑛𝑚𝑎𝑥 is 4 for C and 2 for O based on the gas-phase valence 

rule, and 𝑛𝑏𝑜𝑛𝑑 represents the total neighbors to which the central C/O atom is bonded (counting 

H, C, and O only). The last term, 𝐵𝐸𝐶3𝐻8𝑂3, in Equation (36) is the binding energy of gas phase 

glycerol on Pt(111).  In Equation (1), 𝑝𝐶𝑖, 𝑝𝑂𝑖, 𝑝𝐶𝑖𝑂𝑗, and 𝑝𝐶𝑖𝐶𝑗 are fitting parameters obtained from 

DFT calculations [15]. As illustrated by Figure 4.3(b), the scheme has been proven to predict 

binding energies of polyols (ethylene glycol, erythritol, and methanol all with C:O = 1:1 in these 

molecules) quite well, with an averaged error of 0.11 eV, using the same set of parameters derived 

only from glycerol intermediates on Pt(111). Whether such a scaling relationship can be adopted 

to predict energetic trends in adsorbed oxygenated hydrocarbon immersed in liquid water in a 

similar manner is an appealing topic to explore. 

Recent efforts to understand interactions between liquid water and sugar alcohol adsorbates 

have been reported by Getman and co-workers in a series of combined periodic DFT and molecular 

dynamics simulations [73, 74].  It has been shown that water molecules near adsorbates re-orient 

to form hydrogen bonds. It is also pointed out that the significant hydrogen bonding phenomena 

will pose challenges to surface-bound polyol species.  

 Set on the explicit solvation approach, two measures have been taken in order to simplify 

the model structures to the extent that hydrogen bonding configurations can be systematically 

investigated. (1) The solvation contribution to adsorption energies can be broken down as water-

metal, water-adsorbate, and water-water interactions. (2) Only the first water overlayer is included 

in the model.  

The binding energy, generally represented as 𝐶3𝐻𝑥𝑂3
∗(𝑎𝑞), x = 0–8 in the presence of 𝑛 

explicit H2O molecules, is denoted as 𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 and calculated as in Equation (38). 
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𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 = 𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞) − 𝐸∗ +
8−𝑥

2
𝐸𝐻2(𝑔) − 𝐸𝑔𝑙𝑦𝑐𝑒𝑟𝑜𝑙(𝑔) − 𝑛𝐸𝐻2𝑂(𝑔), (38) 

 

In Equation (38), the total energy of adsorbate on Pt(111) is 𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞). Clean Pt(111) 

surface, gas phase H2, glycerol, and H2O are used as the zero potential energy reference, 

represented by 𝐸∗ , 𝐸𝐻2(𝑔), 𝐸𝑔𝑙𝑦𝑐𝑒𝑟𝑜𝑙(𝑔), and 𝐸𝐻2𝑂(𝑔), respectively. This definition can be 

interpreted as the energetic tendency for 𝐶3𝐻𝑥𝑂3 to form covalent bond(s) upon adsorption, and 

by removal of (8 − 𝑥) hydrogen atoms as a stoichiometric number of gas phase hydrogen 

molecules. In addition, energy changes associated with the formation of water-water, water-

adsorbate, and water-Pt(111) pair interactions are also included. 

The first four terms on the right-hand side of Equation (36) remain the same as that in the 

solvent-free system. Except for glycerol, these valency-dependent (non-zero 𝑣𝐶𝑖 and 𝑣𝑂𝑖) 

adsorptions are likely covalent in nature. The solvation effect can be collectively expressed by 𝜉, 

as shown in Equation (39). 

 

𝜉 = 𝜀𝑎𝑑𝑠−𝐻2𝑂 + 𝜀𝑀−𝐻2𝑂 + 𝜀𝐻2𝑂−𝐻2𝑂, (39) 

where contributions from water-adsorbate, water-metal, and water-water interactions are 

represented by 𝜀𝑎𝑑𝑠−𝐻2𝑂, 𝜀𝑀−𝐻2𝑂, and 𝜀𝐻2𝑂−𝐻2𝑂, respectively. Computational details and 

quantification of each item are discussed in the following sections. 

The binding energy of glycerol in aqueous phase, 𝐵𝐸𝐶3𝐻8𝑂3(𝑎𝑞), can be written as Equation 

(40). By using the scaling scheme, the binding energy becomes Equation (41). 
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𝐵𝐸𝐶3𝐻8𝑂3(𝑎𝑞) = 𝜀𝑔𝑙𝑦−𝑀  + 𝜉 (40) 

𝐵𝐸𝐶3𝐻𝑥𝑂3(𝑎𝑞)
∗ =∑𝑝𝐶𝑖𝑣𝐶𝑖

𝑖

+∑𝑝𝑂𝑖𝑣𝑂𝑖
𝑖

+∑𝑝𝐶𝑖𝑂𝑗𝑣𝐶𝑖𝑣𝑂𝑗
𝑖,𝑗

+∑𝑝𝐶𝑖𝐶𝑗𝑣𝐶𝑖𝑣𝐶𝑗
𝑖,𝑗

 

+ 𝐵𝐸𝐶3𝐻8𝑂3(𝑎𝑞) 

(41) 

 

where 𝜀𝑔𝑙𝑦−𝑀 is the binding energy of glycerol on metal (M). On Pt(111) in vacuum, this value is 

-0.46 eV, which is reported in Ref [15].  

According to Equation (40), it can also be deduced that, if the variations of the solvation 

effect were small for different adsorbates, 𝜉 should remain approximately constant. The net effect 

on solvated binding energy (𝐵𝐸𝐶3𝐻𝑥𝑂3(𝑎𝑞)) shall in principle follow the original scaling trend 

dictated by Equation (36), but with a constant shift. 

 

 4.2 Computational Details 

Periodic DFT calculations have been employed to obtain optimized structures. The results 

reported here were obtained using the Vienna Ab initio Simulation Package (VASP) [75, 76]. The 

computational parameters remain the same as in Ref [15]. in order to maintain consistency with 

scaling relationship development. The electronic one-particle wave function was expanded up to 

an energy cutoff of 380 eV. Convergence tests on the energy cutoff (up to 450 eV) using co-

adsorbed glycerol and water molecules show that the binding energy change is within 10 meV. A 

Monkhorst-pack k-point mesh of 4 × 4 × 1 was used to sample the reciprocal first Brillouin zone 

[77]. The convergence criteria for self-consistent iteration and the ionic relaxation are 1 × 10-6 eV 

and 0.02 eV/Å, respectively. The Methfessel-Paxton smearing at kBT = 0.2 eV was used, and the 

total energies were then extrapolated to 0 K. Dipole correction were included in all calculations.  
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The close-packed planar platinum surface is modeled with the Pt(111) facet using a 3-layer 

p(4 × 4) supercell. The bottom two layers were fixed to the optimized platinum bulk lattice value 

at 3.98 Å. The top layer of Pt(111), adsorbate, and water molecules were allowed to relax. The 

binding energies reported here are not corrected to account for van der Waals interactions. In polar 

solvents (e.g., water), electrostatic interactions dominate (over van der Waals interactions) in 

systems consisting of polar or ionic solutes [78]. Nevertheless, van der Waals interactions 

described at the DFT-D3 level have been shown to alter the adsorption structures of adsorbed 

alcohols such as ethanol even without the presence of solvent [79-84]. In order to fully integrate 

this non-covalent effect, it is possible that the scaling relationship needs to be further verified.  

 

 4.3 Interactions Between Water and Pt(111)  

Compared to the covalent interactions between surface and adsorbate, water-metal 

interactions are relatively weak. Periodic DFT calculations reported in the literature show that the 

adsorption energies of a single water molecule on the (111) facet of transition metals vary between 

-0.1 to -0.4 eV in the order of Au < Ag < Cu < Ni < Pd < Pt < Ru < Rh [85-88]. The absolute value 

and exact order are sensitive to bulk lattice constant, size of unit cell and computational method. 

An isolated water molecule binds parallel to metal tops site via the lone pair electrons located on 

oxygen.  

Our calculation showed the binding energy of an isolated H2O molecule on Pt(111) is -0.31 

eV, with the distance between O and Pt being 2.30 Å, as indicated in Figure 4.4(a), and is in good 

agreement with prior report in the literature [28]. This value is also equivalent to the Pt-H2O 

interaction energy. Hence, the value is assigned to 𝜀𝑃𝑡−𝐻2𝑂, as in Equation (42).  

 



86 

𝜀𝑃𝑡−𝐻2𝑂 = −0.31 𝑒𝑉 (42) 

 

To mimic the water-water interaction, a second water molecule is added to the first H2O 

adsorbate, creating a water dimer. The optimized structure of the second water is positioned in a 

tilted H-down position as illustrated in Figure 4.4(b), resembling a sub-unit of the H-down water 

bilayer in Figure 4.4(c). A hydrogen bond, with a bond length of 1.61 Å highlighted in a violet bar 

in Figure 4.4(b), is formed between the two waters.  

 

 

Figure 4.4 Adsorptions of (a) single H2O, and (b) two adjacent H2O molecules on Pt(111). The 

O–Pt bond distance (2.30 Å) in (a), and H–O bond distance (1.61 Å) in (b) are listed. The hydrogen 

bond between two H2O molecules is indicated by the violet bar. Supercell boundaries are shown 

in black dashed lines. O, H, and Pt atoms are shown in red, pink and grey, respectively. (c) 

Illustration of the ‘H-down’ water bilayer configuration on Pt(111).  Adapted with permission from 

Ref [19]. Copyright 2018, American Chemical Society. 

 

The overall binding energy of these co-adsorbed H2O molecules is -0.91 eV, relative to 

water molecules in the gas phase. By excluding the contribution from the first H2O molecule, i.e., 

𝜀𝑃𝑡−𝐻2𝑂  (-0.31 eV), and the interaction between Pt(111) and the second water and Pt(111) (i.e., -
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0.07 eV, obtained from a static calculation after the removal of the first H2O), the net water-water 

interaction is -0.53 eV. The negative sign indicates that the interaction between this water dimer 

stabilizes the water dimer structure. This value is actually higher than the interaction between two 

water molecules (-0.24 eV) in the gas phase, suggesting that the substrate further enhances the 

clustering of co-adsorbed water molecules. Here, 𝜀𝐻2𝑂−𝐻2𝑂 assumes the value of -0.53 eV, as in 

Equation (43). 

 

𝜀𝐻2𝑂−𝐻2𝑂 = −0.53 𝑒𝑉 (43) 

 

 4.4 Interactions Between Water and Adsorbed Glycerol on Pt(111) 

In the absence of water, we have shown that glycerol binds at the top site via the oxygen 

atom in one of the terminal hydroxyl groups on Pt(111) [15].  It has been confirmed that the nature 

of such interaction originates from oxygen’s lone pair electrons. For glycerol, an intramolecular 

hydrogen bond exists between the two terminal hydroxyl groups, as indicated by the green bars in 

Figure 4.5(a-f), while the middle hydroxyl group tilts away from the surface in the opposite 

direction.  
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Figure 4.5 Top and side views of glycerol and water co-adsorbed on Pt(111) in various scenarios 

(a-f). C, O, H, and Pt atoms are shown in brown, red, pink and grey, respectively. The 

intramolecular hydrogen bond is highlighted with green bars; intermolecular hydrogen bonds 

between water and glycerol are highlighted in purple, with bond lengths labeled. Supercell 

boundaries are shown in black dashed lines. The relative energies were listed in eV in each image. 

Adapted with permission from Ref [19]. Copyright 2018, American Chemical Society. 

 

The structure of adsorbed glycerol on Pt(111) without solvent is used as the starting point. 

Water (i.e., the first H2O added) is used to probe the potential energy surrounding the adsorbed 

glycerol. In configurations Figure 4.5(a-c), water is deliberately separated from Pt(111) to 

minimize its interactions with the substrate. A close distance is maintained so that water is still 

capable of interacting with one of the hydroxyl groups (highlighted by purple bars). The 

intermolecular hydrogen bond lengths in configurations (a-c) are 2.15, 1.94, and 1.96 Å, 
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respectively. In configurations (d) and (e), water molecules are placed directly above Pt(111) so 

that water-metal interactions can be enabled. In both cases, water still prefers to bind on the Pt top 

site while maintaining the intermolecular hydrogen bonding with glycerol, at a distance of 1.64 Å 

and 1.84 Å, respectively. The intramolecular hydrogen bonding shown in green bars, in both cases, 

is preserved. In Figure 4.5(f), the water molecule co-adsorbed with glycerol is deliberately 

separated at a distance of 4.60 Å (as indicated by the double-headed arrow), to minimize a direct 

adsorbate-water interaction. 

 

Table 4.1 Binding energies of co-adsorbed of glycerol and single H2O molecule 

(𝑩𝑬𝑪𝟑𝑯𝟖𝑶𝟑∗ (𝒂𝒒),𝑫𝑭𝑻 in eV) on Pt(111). Adapted with permission from Ref [19]. Copyright 2018, 

American Chemical Society. 

Configuration (a) (b) (c) (d) (e) (f) 

𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 -0.66 -0.78 -0.79 -1.07 -0.99 -0.84 
 

 

Binding energies (𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞),𝐷𝐹𝑇) of obtained from configurations (a-f) are summarized 

in Table 4.1, determined from Equation (38) at n = 1 and x = 8. The most energetically favorable 

configuration is (d), in which the overall binding energy is -1.07 eV. Configuration (a), on the 

other hand, is the least energetically favored. This result signifies the importance of water-metal 

interactions at the interface, and showed that the adsorbate does not exclude co-adsorbed water in 

its proximity. The binding energy of configuration (f) is 0.23 eV higher than configuration (d). 

This difference can be considered as the interaction energy between glycerol and water, assuming 

that the values 𝜀𝑃𝑡−𝐻2𝑂, are similar. Hence, 𝜀𝑔𝑙𝑦−𝐻2𝑂 for glycerol-water interaction, as in Equation 
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(44), can be approximate as -0.23 eV. Again, the minus sign indicates that this interaction stabilizes 

the co-adsorbed structure.  

 

𝜀𝑔𝑙𝑦−𝐻2𝑂 = −0.23 𝑒𝑉 (44) 

 

To include water-water interactions, the number of water molecules (𝑛) is increased 

incrementally (up to 12). The most stable structure for each 𝑛 value is illustrated in Figure 4.6(a-

g). At 𝑛 = 2 in Figure 4.6(b), the second water molecule (highlighted in a yellow circle) prefers 

the location that enables the formation of an intermolecular hydrogen bond (highlighted in blue) 

with the first water molecule. In addition, the second water molecule is in the H-down position, 

resembling the structure identified in Figure 4.4(b). This way, all co-adsorbed species are in their 

preferred configuration. Thus, the system consists of two intermolecular hydrogen bonds (i.e., 

water-water and water-glycerol), and one intramolecular hydrogen bond from the structure of 

adsorbed glycerol.  

At 𝑛 = 3 in Figure 4.6(c), the third water (highlighted in a yellow circle) is added to extend 

the water chain, resulting one additional intermolecular hydrogen bond (blue bar). Moreover, it 

can be seen that the extended structure enables this water to interact with the glycerol’s own 

periodic image (through the middle hydroxyl group) in the neighboring supercell. Hence, a 

continuous (1-D) network centered on the adsorbate that is inter-connected its periodic images via 

water molecules, is established. 

At 𝑛 = 4 in Figure 4.6(d), the fourth water molecule (highlighted in the dashed yellow 

circle) continues to contribute to the growth of the established water network by interacting with 

the other terminal hydroxyl group facilitated by the periodicity of the supercell. At this stage, a 
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close-loop structure, in an approximate hexagonal shape (highlighted in purple to guide 

visualization), is formed. All the hydroxyl groups available in glycerol are now able to coordinate 

with one water molecule.  

 

  

Figure 4.6 Co-adsorption of glycerol on Pt(111)with (a) 1 H2O, (b) 2 H2O, (c) 3 H2O, (d) 4 H2O, 

(e) 5 H2O, (f) 6 H2O, and (g) 12 H2O molecules. C, O, H, and Pt atoms are in brown, red, pink and 

grey, respectively. Green, purple, and blue bars in (a-c) indicate the intramolecuar hydrogen bond, 

glycerol-water, and water-water hydrogen bonding, respectively. Supercell boundaries are shown 

in black dashed lines. Adapted with permission from Ref [19]. Copyright 2018, American 

Chemical Society. 

 

The additions of the fifth and sixth water molecules are depicted in Figure 4.6(e-f), 

respectively. Since there is no free hydroxyl group in glycerol to accept additional water molecules, 
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the fifth and sixth water can only be added to the existing water network. All intermolecular 

hydrogen bonds are indicated with blue bars. In Figure 4.6(f), with six water molecules, a 

secondary five-member-ring is formed.   

When twelve water molecules are added, the remaining open space of Pt(111) is being 

occupied, resulting a surface now fully covered with glycerol and a water overlayer, as illustrated 

in Figure 4.6(g), consisting of five- or six-membered water rings. Such water formation has been 

reported by Nie and coworkers [51], who confirmed the existence of a mixture of five-, six-, and 

seven-membered rings with the √37 and √39 periodic wetting arrangement on Pt(111) from 

scanning tunneling topography measurements and DFT calculations.  

It can be seen that the growth initiates from the adsorbed glycerol, and then expands from 

its anchoring hydroxyl groups. As the number of water molecules increases, the water structure 

evolves from a linear structure to a hexagonal network through water-water interactions. The first-

layer water molecules still maintain a close contact with Pt(111). Intermolecular hydrogen bonding 

between hydroxyl groups and water molecules is satisfied.  

 

Table 4.2 Calculated 𝑩𝑬𝑪𝟑𝑯𝟖𝑶𝟑∗ (𝒂𝒒),𝑫𝑭𝑻 (in eV) on Pt(111) at different n values. Adapted with 

permission from Ref [19]. Copyright 2018, American Chemical Society. 

𝑛 1 2 3 4 5 6 12 

𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 -1.07 -1.65 -2.23 -2.90 -3.32 -3.82 -7.62 

 

The binding energies of adsorbed glycerol (𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞),𝐷𝐹𝑇) calculated from Equation 

(38) with 𝑛 H2O molecules, as illustrated in Figure 4.6(a-g), are tabulated in Table 4.2. The values 

of 𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 incrementally decrease by approximately 0.5－0.6 eV with each additional 
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H2O added, coinciding with the value of 𝜀𝐻2𝑂−𝐻2𝑂. The differential binding energies per H2O are 

also plotted in Figure 4.7 (black stars). The upward trend indicates that the energetic gain 

diminishes with each additional water as fewer favorable locations are available to form hydrogen 

bonding. Additional water molecules is expected to form the second water overlayer. 

 

 4.5 Intermediates on Pt(111) and Scaling Relationship 

 4.5.1 Adsorptions of Glycerol Dehydrogenation Intermediates on Pt(111) 

Glycerol dehydrogenation via C-H or O-H bond scission is a main route for the production 

of hydrogen, as well as numerous value-added chemicals such as dihydroxyacetone, lactic acid, 

1,2-propanediol, alcohols and alkanes [89, 90]. In this work, four mono-dehydrogenated (𝐶3𝐻7𝑂3) 

and up to ten di-dehydrogenated intermediates (𝐶3𝐻6𝑂3) were chosen. Among the 𝐶3𝐻6𝑂3 species, 

dihydroxyacetone (CH2OH-CO-CH2OH) and glyceraldehyde (CH2OH-CHOH-CHO) are two 

stable and also marketable dehydrogenation products, which can be produced selectively from 

electrooxidation [4]. 
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Figure 4.7 DFT-calculated 𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 (x = 0-8) per H2O at different numbers of H2O on 

Pt(111). Adapted with permission from Ref [19]. Copyright 2018, American Chemical Society. 

 

Optimized configurations for each selected 𝐶3𝐻𝑥𝑂3 intermediate (x = 6, 7) were obtained 

on Pt(111), using structures from vapor phase calculations for relaxation. Water molecules were 

introduced in a similar manner, largely informed by the patterns observed in Figure 4.6. For the 

majority of intermediates, we found that five water molecules are needed to form closed network 

structures on the surface. The most stable configurations for 𝐶3𝐻7𝑂3 and 𝐶3𝐻6𝑂3 co-adsorbed 

with five water molecules are illustrated in Figures 4.8-4.9, respectively.  
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Figure 4.8 Top and side views of the four 𝑪𝟑𝑯𝟕𝑶𝟑 intermediates, (a) CH2OH-CHOH-CHOH, (b) 

CH2OH-CHOH-CH2O, (c) CH2OH-COH-CH2OH, and (d) CH2OH-CHO-CH2OH, with five water 

molecules on Pt(111) in their most stable configurations. C, O, H, and Pt atoms are shown in 

brown, red, pink and grey, respectively. Green, purple, and blue bars highlight intramolecuar 

hydrogen bond, adsorbate-water, and water-water interaction, respectively. Supercell boundaries 

are shown in black dashed lines. Adapted with permission from Ref [19]. Copyright 2018, 

American Chemical Society. 

 

The binding sites for all four 𝐶3𝐻7𝑂3 intermediates remain unchanged at the top site of 

Pt(111), as illustrated in Figure 4.8(a-d). Again, the intramolecuar hydrogen bond, adsorbate-

water, and water-water interactions are distinguished by the green, purple, and blue bars. Through 

co-adsorbed water molecules, adsorbates forms familiar continuous networks with their periodic 

images across the unit cell boundaries. Despite the ideal situation facilitated by such a specific 

periodic boundary condition, we believe the predicted molecular structures presented in Figures 

4.8 and 4.9 still provide the insights into the direct interactions among adsorbate, solvent, and 

substrate at the interface that cannot be probed straightforwardly otherwise. As highlighted in 

purple in Figure 4.8, all three hydroxyl groups have to be involved in establishing connections 
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linked by water molecules through hydrogen bonding. Similar observations were made for many 

of the 𝐶3𝐻6𝑂3 intermediates illustrated in Figure 4.9 as well.  

 

 

Figure 4.9 Top and side views of ten selected 𝑪𝟑𝑯𝟔𝑶𝟑, co-adsorbed with five water molecules on 

Pt(111) in their most stable configurations. (a) CH2OH-CHOH-COH, (b) CH2OH-CHOH-CHO, 

(c) CH2OH-CO-CH2OH, (d) CH2OH-CHO-CHOH, (e) CH2OH-CHO-CH2O, (f) CH2OH-COH-

CHOH, (g) CH2OH-COH-CH2O, (h) CH2O-CHOH-CH2O, (i) CHOH-CHOH-CH2O, and (j) 

CHOH-CHOH-CHOH. C, O, H, and Pt are in brown, red, pink and grey, respectively. Green, 

purple, and blue bars highlight intramolecuar hydrogen bond, adsorbate-water, and water-water 

interaction, respectively. Supercell boundaries are shown in black dashed lines. Adapted with 

permission from Ref [19]. Copyright 2018, American Chemical Society. 

 

The binding energies, calculated from Equation (38), for the four 𝐶3𝐻7𝑂3, 

dihydroxyacetone, and glyceraldehyde with 𝑛 = 0, 1, 5 co-adsorbed water molecules, are 
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tabulated in Table 4.3. At 𝑛 = 0 (solvent free), it is known that the intermediates from C-H bond 

scission are more stable than those from O-H bond scission (with the same stoichiometry) on 

Pt(111) [15]. At 𝑛 = 1, binding for all intermediates becomes stronger (i.e., more negative) due to 

the attractive interactions (𝜀𝑔𝑙𝑦−𝐻2𝑂 and 𝜀𝑃𝑡−𝐻2𝑂) provided by the water on a rather open surface. 

At 𝑛 = 5, 𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 become less negative for the two intermediates that bind with C, but 

are still lower (more negative) than those when no water was added. The molecular perspective 

obtained indicates that the energetic difference during glycerol dehydrogenation could be 

diminished due to the solvation effect.  

The calculated 𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 per H2O for these dehydrogenation intermediates are also 

shown in Figure 4.7. It becomes clear that, with the increase of water molecules, binding energies 

of glycerol and intermediates that bind with C become less negative; but an opposite trend is 

observed for intermediates that bind with unsaturated O. In the high water coverage limit 

considered, binding energies for selected intermediates converge to within 0.2 eV.  

 

Table 4.3 Comparisons for 𝑩𝑬𝑪𝟑𝑯𝒙𝑶𝟑∗ (𝒂𝒒),𝑫𝑭𝑻 (x = 6, 7, in eV) at n = 0, 1, 5 using Equation (38). 

Adapted with permission from Ref [19]. Copyright 2018, American Chemical Society. 

Species 
𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 , 

𝑛 = 0 

𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 , 

𝑛 = 1 

𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 , 

𝑛 = 5 

CH2OH-COH-CH2OH -0.27 -0.95 -0.62 

CH2OH-CHOH-CHOH -0.19 -0.78 -0.58 

CH2OH-CHOH-CH2O 0.41 -0.33 -0.55 

CH2OH-CHO-CH2OH 0.45 -0.28 -0.57 

CH2OH-CO-CH2OH 0.48 -0.32 -0.50 

CH2OH-CHOH-CHO 0.53 -0.21 -0.45 
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 4.5.2 Scaling Relationship for Solvated Systems 

It is mentioned that a scaling relationship based on valences of unsaturated C and/or O 

exists in a solvent-free environment [15]. Here, we set out to re-examine this formulation, i.e., 

Equations (37) and (41), by incorporating water-adsorbate, water-metal, and water-water 

interactions. 𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞),𝐷𝐹𝑇, denoted as BE (DFT) in Figure 4.10, are evaluated based on 

Equation (38), at 𝑛 = 5.  

Because configuration of each adsorbate does not vary significantly, the covalent 

interaction in 𝐵𝐸𝐶3𝐻𝑥𝑂3∗(𝑎𝑞) between adsorbate and metal can be assumed intact. The 𝜉 term in 

Equation (39) is composed of contributions from four hydrogen bonding between water molecules 

(4𝜀𝐻2𝑂−𝐻2𝑂), two hydrogen bonding between glycerol and water (2𝜀𝑔𝑙𝑦−𝐻2𝑂,), and water-Pt(111) 

interactions from two water molecules (2𝜀𝑃𝑡−𝐻2𝑂). By simple summation, 𝜉 is calculated as -3.20 

eV. Combined with 𝜀𝑔𝑙𝑦−𝑀, 𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞) is -3.66 eV from Equation (40).  

The comparison between BE (DFT) and 𝐵𝐸𝐶3𝐻𝑥𝑂3(𝑎𝑞)
∗  from Equation (41), donated as 

BE(scaling), are shown in Figure 4.10(a). The standard errors associated with the scaling for 

𝐶3𝐻7𝑂3 and 𝐶3𝐻6𝑂3 are 0.20 eV and 0.17 eV, respectively. It can be seen that all BE (DFT) have 

shifted downward by 0.34 eV from the parity line (y = x), which originates from the difference 

between 𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞),𝐷𝐹𝑇 (-3.32 eV, 𝑛 = 5) and the glycerol binding energy obtained from 

Equation (40) (-3.66 eV). In fact, the shift can be eliminated when 𝐵𝐸𝐶3𝐻8𝑂3∗(𝑎𝑞),𝐷𝐹𝑇, is used in 

Equation (41) to generate the scaling relationship, as shown in Figure 4.10(b).  
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Figure 4.10 Relationship between DFT calculations from Equation (3) and scaling based on 

Equations (37, 39-41), for glycerol (green star), 𝑪𝟑𝑯𝟕𝑶𝟑 (red diamonds) and 𝑪𝟑𝑯𝟔𝑶𝟑 (blue 

triangles) with five H2O molecules on Pt(111). Adapted with permission from Ref [19]. Copyright 

2018, American Chemical Society.  

                                              

The observed constant energy shift has provoked a widely adapted notion in the computational 

community that solvent often indiscriminately affects the binding energies of structurally similar 

adsorbates. The accompanying energetic analysis confirms this long-standing belief for adsorbed 

glycerol and its intermediates. It should also be pointed out that, despite the fact of a general 

agreement, the binding of CH2OH-CHOH-CH2O, CH2OH-CHO-CH2OH, and CH2OH-CHO-

CH2O, as in Figure 4.8(b), 4.8(d), and 4.9(e) show noticeable deviation from the scaling 

relationship and their values are underestimated. The underlying cause of such deviation can be 

attributed to significant variation in the adsorption configurations of these adsorbates from 

glycerol. This can be interpreted that certain adsorbates on solid surface are likely undergo 

structure transformation upon solvation. In order to reconcile with the predictions of the scaling 

relationship, new configurations for these intermediates must be tested.  
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 4.6 Conclusions 

In this work, we tackled an important aspect of catalytic glycerol processing in the aqueous 

phase environment by investigating the adsorption patterns of glycerol and its dehydrogenation 

intermediates at the metal-liquid interface. By using the explicit solvation approach, extensive 

network structures established by adsorbates and co-adsorbed water molecules were elucidated 

through periodic DFT calculations. As a result, specific metal-water, water-water and adsorbate-

water interactions on Pt(111) are described using simple pairwise interaction energy concepts. We 

found that although interaction of water with polar adsorbates, metal, and other water molecules 

are always attractive in nature, the net impact on adsorption energies vary. Compared to the solvent 

free systems, stronger binding intermediates generally experience a ‘weakening’ effect, while, on 

the other hand, weaker binding intermediates benefits from the existence of water to bind on 

Pt(111). Here, the scaling relationship has been re-evaluated by including various solvent-related 

molecular interactions. It is believed that this strategy shall continue to play an important role in 

minimizing unnecessary computational costs while detailed molecular information is still required 

for structural and mechanistic analyses. 
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Chapter 5 - Ammonia Synthesis on Mn4N 

Chapter 5 is adapted with permission from: 

Shan, N.; Chikan, V.; Pfromm, P; Liu, B. “Fe and Ni dopants facilitating ammonia 

synthesis on Mn4N and mechanistic insights from first-principles methods”, Journal of Physical 

Chemistry C, 2018, 122(11), 6109–6116.  

 

 5.1 Introduction 

Ammonia is the backbone of today’s economy due to its use in agriculture that supports 

almost half the world’s population [1]. The Haber-Bosch process accounts for most of the 

ammonia production and consumes more than 1% of the global energy use [2]. Ammonia synthesis 

based on Haber-Bosch (at pressures up to 300 bar and temperatures up to 500 °C) is an energy-

intensive process. In the last few decades, alternative solutions for ammonia synthesis using 

electrochemical [3, 4], or photocatalytic [5] methods have been explored. Steinfeld and co-

workers demonstrated a two-step solar-driven cyclic process for NH3 synthesis [6-8], in which 

aluminum oxide (Al2O3) was firstly reduced by N2 to form aluminum nitride (AlN), which then 

reacts with water to produce NH3. The reduced nitride can be recycled to participate in nitridation 

in the next cycle. While the reaction was conducted at ambient pressure, high temperature (1000 

– 2000 °C) was required to reduce Al2O3.  
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Figure 5.1 Nitridation (in blue) and reduction (in purple) cycle describing manganese nitride 

(MnxNy) and ammonia (NH3) formation for step-catalysis process. Adapted with permission from 

Ref [9]. Copyright 2018, American Chemical Society. 

 

Nitrides based on transition metals (e.g., Cr, Mn and Fe) have been extensively examined 

experimentally in our previous work to generate NH3 with H2 [10-12]. It is concluded that 

manganese nitride was most promising due to relatively favorable nitridation and reduction 

thermodynamics. The nitridation and reduction cycle involving manganese nitrides is 

schematically shown in Figure 5.1. The stoichiometry is included as coefficient for each main 

species. Complete reduction to pure Mn is represented by the dashed line. Moreover, the electronic 

structures of metal nitrides (such as Mn2N and Sr2N) were also explored using density functional 

theory (DFT) calculations in relation to metal nitridation and NH3 production [13]. It has also been 

shown that nitrogen vacancy formation energy can be used as the descriptor to characterize nitride 

activity. To tune the activity of metal nitride, doping of Mn2N with different metals, including Sc, 

Ti, V, Cr, Fe, Co, Ni, Cu and Zn, have been evaluated [14], indicating that the local electronic 

structure of Fe-doped Mn2N destabilizes lattice nitrogen, and facilitates the extraction of lattice 

nitrogen to produce NH3. More recently, Group III–VII transition metal mononitrides have also 
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been investigated for applications in electrochemical synthesis of ammonia, which could expand 

the utilization of metal nitrides for NH3 production [15-18].  

Although experiments indicated manganese nitrides are promising nitrogen carriers for 

ammonia synthesis [13, 14], an avenue to evaluate their performance remains missing. This will 

further hinder the improvement of manganese nitrides for ammonia synthesis by chemical doping 

or alloying. Mn4N is an ideal starting-point material to tackle this issue. First, Mn4N, along with 

Mn6N2.58, exists as one of manganese-based nitride phases involved in the cyclic transformation 

(see Figure 5.1), as observed by Michalsky and Pfromm [12, 13]. Second, Mn4N has a simple face-

centered cubic crystal structure (Figure 5.2(a)). Both its crystallographic and magnetic properties 

have been well documented, compared to other phases especially Mn6N2.58 [19, 20].  

This study aims to provide detailed molecular mechanisms describing NH3 production 

based on the Mn4N phase of manganese nitride using DFT. Using the established reaction 

thermodynamics on the selected pure Mn4N, suggestions have been made to tune the properties of 

Mn4N with Fe and Ni dopant. Brønsted–Evans–Polanyi (BEP) relationship and linear scaling 

relationship have been developed to reveal the reaction kinetic and energetic trends for a series of 

doped Mn4N as guidance for novel materials design.  

 

 5.2 Computational Details 

Spin-polarized DFT calculations were performed using the Vienna Ab initio Simulation 

Package (VASP) [21, 22]. The electron-electron exchange-correlation energies were determined 

with generalized gradient approximation Perdew-Burke-Ernzerhof (GGA-PBE) functional [23]. 

The projector augmented-wave (PAW) method [24] was used to describe electron-ion interactions.  

The Mn4N nitride phase has a face-centered-cubic bulk structure [19, 25], shown in Figure 

5.2(a). The bulk was optimized with a plane-wave cutoff energy of 420 eV, and a 16×16×16 
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Monkhorst-Pack k-point mesh [26]. The lattice constant was converged to 3.74 Å and the 

calculated magnetic moments are 3.31 μB for Mn(I) and -0.90 μB for Mn(II), respectively (labelled 

in Figure 5.2(a)). These values are in good agreement with corresponding experimental values, i.e. 

3.86 Å, 3.85 μB and -0.9 μB [19]. Potential self-interaction errors (SIE) for Mn4N were also 

considered by performing GGA+U calculations. The calculated results with various U values 

indicate that standard DFT calculations (very small U) can adequately account for the structural 

and magnetic properties of Mn4N.  

A 4-layer, (1 × 1) Mn4N(111) slab was employed for periodic DFT calculations. The 

bottom two layers were fixed to the optimized bulk value. The first Brillouin-Zone of such a slab 

is sampled with a 4×4×1 Monkhorst-pack k-point mesh. The cutoff energy for the plane waves 

basis set was set to be 380 eV for slab models. Self-consistent iterations were converged up to 1 × 

10-6 eV, while the ionic steps were converged when the force on each atom is less than 0.02 eV/Å. 

Dipole corrections were included in all slab calculations.  

Climbing image nudged elastic band (CI-NEB) [27] and dimer methods [28] were 

employed in search of the transition state of an elementary reaction step. A 5-layer slab with first 

three layers relaxing was used for transition state searching. The reaction free energies (∆G) were 

estimated based on ∆G=∆E+∆ZPE-T∆S, where ∆E, ∆ZPE, and T∆S represent the electronic 

energy, zero point energy, and entropy terms, respectively. Vibrational frequencies were calculated 

using simple harmonic approximations. The entropy is estimated using standard statistical 

mechanical approach and computational details have been discussed in our previous work [29, 30].  
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Figure 5.2 (a) Optimized bulk structure of the Mn4N phase of manganese nitride, two types of Mn 

atoms (I) and (II) are labelled. The lattice parameter of the cubic conventional cell is indicated. (b) 

The top (upper) and side (lower) views of N-terminated Mn4N close-packed (111) surface. Mn and 

N are in magenta and blue, respectively. Black lines represent the periodic boundaries of the p(1x1) 

unit cell of the Mn4N (111) facet. Adapted with permission from Ref [9]. Copyright 2018, 

American Chemical Society. 

 

In a similar manner to the Mars-van Krevelen mechanism [31], the top layer lattice N atom 

directly participates in NH3 production and will be consumed on the surface. Sublayer lattice N 

atom diffuses onto the surface enabling continuous ammonia synthesis. In this work, reaction 

energy of N diffusion (Er vac), diffusion barrier of sublayer lattice N (Ea vac), binding energy of N 

(EN vac), and adsorption energy of NHx (Eads, x=1, 2), are defined in Equations (45-48):  

 

𝐸𝑟 𝑣𝑎𝑐 = 𝐸𝐹𝑆 − 𝐸𝐼𝑆 (45) 

𝐸𝑎 𝑣𝑎𝑐 = 𝐸𝑇𝑆 − 𝐸𝐼𝑆 (46) 

𝐸𝑁 𝑣𝑎𝑐 = 𝐸𝑁
∗ − 𝐸𝑣𝑎𝑐

∗ −
1

2
𝐸𝑁2(𝑔𝑎𝑠) (47) 
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𝐸𝑎𝑑𝑠 = 𝐸𝑁𝐻𝑥
∗ − 𝐸𝑣𝑎𝑐

∗ − 𝐸𝑁𝐻𝑥(𝑔𝑎𝑠) (48) 

 

where the asterisk (*) suggests the open surface site. EIS, ETS and EFS are the energies of the initial 

state (IS), transition state (TS) and final state (FS) of N diffusion, respectively. Herein, initial state 

denotes the slab with N atom in the sublayer, whereas final state denotes the slab with a sublayer 

N vacancy. Configurations corresponding to these reaction states are shown in Figure 5.3(a-b). 

Evac
*  (Figure 5.3(c)) is the energy of surface with a N vacancy on the surface, 𝐸𝑁

∗  (Figure 5.2(b)) 

and 𝐸𝑁𝐻𝑥
∗  (x = 1, 2) represent total energies of the slabs with N and NHx on the surface, and EN2(gas) 

and 𝐸𝑁𝐻𝑥(𝑔𝑎𝑠) are the energies of N2 and NHx in the vacuum.  

 

 
Figure 5.3 The (a) initial state (IS), (b) final state (FS) of sublayer lattice N diffusion, and (c) 

surface N vacancy. Surface N vacancy site is shown with a downward green triangle, while 

sublayer N vacancy is indicated with an upward green triangle. Mn and N are in magenta and blue, 

respectively. Black lines represent the periodic boundaries of the p(1x1) unit cell. Adapted with 

permission from Ref [9]. Copyright 2018, American Chemical Society. 
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 5.3 Theoretical Modeling of NH3 Production with Step-Catalysis  

 5.3.1 Properties of Mn4N 

Asymmetric surface terminations can result from the cleavage of Mn4N, as illustrated in 

Figure 5.2(b), i.e., N-terminated surface and Mn-terminated surface. The N-terminated surface was 

chosen as the reference so that the first reduction step begins with the surface N.  

The atomic H prefers to bind 3-fold site on pure Mn4N(111), while NH*, NH2* and NH3* 

prefer to bind on the 3-fold, bridge and top site, respectively. The reaction scheme describing the 

first NH3 molecule formation can be expressed by steps (R11-R15), where ‘g’, and ‘v’ represent 

the gas phase and N vacancy site, respectively. In this study, the reduction sequence is assumed to 

start with gaseous H2 dissociative adsorption forming H* (shown in step R11). The adsorbed 

hydrogen atoms (H*) then combine with N on Mn4N(111) stepwise to produce NH3*, as 

represented by R12-R14. NH3* desorbs leaving a vacancy ((v)t) on Mn4N(111) surface, as in step 

R15. Additional N will be provided via diffusions of N(s) on the sublayer in the Mn4N sublayer 

lattice (R16). 

 

1

2
𝐻2(𝑔) + ∗ → 𝐻

∗ (R11) 

𝐻∗ + 𝑁(𝑡) → 𝑁𝐻
∗ (R12) 

𝑁𝐻∗ + 𝐻∗ → 𝑁𝐻2
∗ + ∗ (R13) 

𝑁𝐻2
∗ + 𝐻∗ → 𝑁𝐻3

∗ + ∗ (R14) 

𝑁𝐻3
∗ → 𝑁𝐻3(𝑔) + ∗ (𝑣)𝑡 (R15) 

𝑁(𝑠) +  ∗ (𝑣)𝑡 → 𝑁(𝑡) + ∗ (𝑣)𝑠 (R16) 
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In order to control the reaction proceeding toward ammonia production, experiment has to 

be carried out at elevated temperatures, sometimes up to 700 °C, and 1 bar [13]. In addition, the 

produced NH3 needs to be extracted continuously, shifting the equilibrium toward NH3 formation. 

Here, the reaction free energies, estimated at 700 °C and 1 bar for the reduction of 

stoichiometric Mn4N at its close-packed (111) facet, are shown in Figure 5.4. This reaction 

condition was determined according to the experimental work reported in Ref [13]. Clean surface 

(Figure 5.2(b)) and gas phase H2 were used as the zero energy reference state (note: nitrogen is 

supplied by Mn4N). Optimized geometries of reaction intermediates at their preferred sites are 

illustrated in top panels of Figure 5.4. The process to produce two NH3 is expressed according to 

the stoichiometry of 3𝐻2(𝑔) +  2𝑁(𝑙𝑎𝑡)  → 2𝑁𝐻3(𝑔), utilizing one top-layer lattice N (𝑁(𝑡)) and one 

sublayer lattice N (𝑁(𝑠)).  

On Mn4N(111), hydrogen dissociative adsorption (R11) is endergonic (0.26 eV/H atom). 

The formation of NH* (R12) is an exergonic step (-0.33 eV) resulting in one N–H bond formation. 

Subsequent NH2* and NH3* formations are also endergonic (at respective 0.83 and 0.66 eV). The 

release of NH3 is an exergonic step (-0.68 eV), mainly due to the gain of entropy. Once the original 

𝑁(𝑡) is consumed, the lattice N in the sublayer is expected to diffuse onto the surface, overcoming 

an energy barrier of 1.12 eV. Hence, as shown in Figure 5.4, the reduction sequences between each 

NH3 production being considered are connected by one step of lattice N diffusion from the sublayer 

onto the top layer (R16). This nitrogen transport step is crucial as it ensures the supply of N species 

for continuous NH3 formation. With the formation of a new 𝑁(𝑡) species, a sublayer nitrogen 

vacancy, (𝑣)𝑠, is formed at the same time. In the second NH3 formation sequence, hydrogen 

dissociative adsorption is slightly endergonic (0.02 eV). The corresponding free energies for NH*, 

NH2*, and NH3* formations are 0.23, 1.06, and 0.27 eV, respectively. It can be noted that the 
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formation of NH* becomes more endergonic compared to the same step in the first sequence. It is 

also interesting to note that the formation of second NH3 becomes less endergonic (0.27 vs. 0.66 

eV). The observed variations in the reaction free energies can be considered as the influence of the 

sublayer nitrogen vacancy, (𝑣)𝑠. Overall, the formation of the second NH3 is still an endergonic 

process.  

 

 

Figure 5.4 Free energy diagram for Mn4N(111) surface reduction by H2 (two NH3 molecules 

produced based on the stoichiometry of 3H2(g) + 2N(lat) → 2NH3(g) at 700 °C and 1 bar. Optimized 

structures corresponding to each intermediate elementary step are also shown. Surface N vacancy 

site is shown with a downward green triangle, while sublayer N vacancy site is indicated with an 

upward green triangle. The vacancy sites are not shown for N*, NH*, and NH2*, as they are 

underneath the adsorbates and hidden. Mn, N, and H are in magenta, blue and grey, respectively. 

Adapted with permission from Ref [9]. Copyright 2018, American Chemical Society. 
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According to the proposed mechanism (R11-R16), two potential performance-limiting 

factors influencing NH3 formation activity have been identified: (1) binding energies of 

H/NH2/NH3 on Mn4N surfaces, and (2) sublayer lattice N diffusion barrier (𝐸𝑎 𝑣𝑎𝑐). The first factor 

can influence the overall NH3 formation free energy (∆𝐺𝑁𝐻3∗), whereas the second factor 

determines the kinetics of nitrogen-supply to the surface. With the pure Mn4N model, lower both 

∆𝐺𝑁𝐻3∗ and 𝐸𝑎 𝑣𝑎𝑐 will improve manganese nitride performance in favor of NH3 formation on the 

thermodynamic and kinetic aspects. 

 

 5.3.2 Behaviors of Mn4N Doped with Fe and Ni 

Doped manganese nitride showed the enhanced activity for ammonia synthesis 

experimentally [14]. Given the weaker bonding strength with nitrogen in the nitride phase, Fe and 

Ni have been selected as candidates to tune the electronic properties of manganese nitride to 

increase the yield of ammonia. The top and side views of doped models are depicted in Figure 

5.5(a-b). In the structure with single Fe atom dopant, the Mn atom is substituted in either the 

sublayer or the top layer, denoted by Fes@Mn4N and Fet@Mn4N, respectively. Similarly, Ni-

doped Mn4N was denoted by Nis@Mn4N and Nit@Mn4N. Free energies diagrams (at 700 °C and 

1 bar) for the reductions of the Fe-doped Mn4N nitrides (Fes@Mn4N and Fet@Mn4N) are shown 

in Figure 5.6, where the free energies for pure Mn4N system (blue dashed lines) are included as a 

reference system.  
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Figure 5.5 Top and side views of (a) sublayer, (b) top layer doped Mn4N(111) surface models 

with the N-termination. Mn, N, and the dopant atom are in magenta, blue, and yellow, respectively. 

Black lines represent the periodic boundaries of the p(1x1) unit cell. Adapted with permission from 

Ref [9]. Copyright 2018, American Chemical Society. 

 

On Fes@Mn4N, free energies for elementary steps of R11–R15 in the first NH3 formation 

sequence show negligible variations from those on pure Mn4N (i.e., green versus blue dashed 

paths). Optimized structures on preferred sites of H*, NH*, NH2*, and NH3* resemble closely to 

those obtained on pure Mn4N(111). This behavior indicates that, with Fe in the sublayer, the impact 

on the interactions between H*, and NHx* (x=1, 2, 3) intermediates with top-layer Mn atoms, in 

terms of Mn–H and Mn–N bond strength, is negligible. 
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Figure 5.6 Free energy diagrams for the reduction of pure Mn4N (blue dashed lines), Fes@Mn4N 

(green), and Fet@Mn4N (red) at 700 °C and 1 bar. Similarly, optimized structures for each 

intermediate step on the close-packed surface of Fes@Mn4N (top panels) and Fet@Mn4N (bottom 

panels) are shown. Surface N vacancy is represented with a downward green triangle, while the 

sublayer N vacancy is represented with an upward green triangle. Mn, Fe, N, and H are in magenta, 

gold, blue, and grey, respectively. Adapted with permission from Ref [9]. Copyright 2018, 

American Chemical Society. 

 

Nevertheless, the energy barrier (𝐸𝑎 𝑣𝑎𝑐) for Step R16, involving the doped sublayer Fe 

atom, is lowered from 1.12 eV (Figure 5.7(a)) to 0.56 eV (Figure 5.7(b)), suggesting that the 

sublayer Fe facilitates the diffusion of 𝑁(𝑠) onto the surface. For 𝑁(𝑠) to move onto the top layer, 

this nitrogen atom is required to break the bond with the neighbor atoms (Mn or dopant) in the 

second-layer. Since the Fe-N bond is weaker than the Mn-N bond [14], the required energy that 

contributes to the overall energy barrier is expected to be lower. Moreover, at the transition state 
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and its proximity (in Figure 5.7(b)), the surface Mn atom is noticeably distorted from its normal 

lattice position, thus, the mechanical hindrance for the diffusion of the 𝑁(𝑠) species can also be 

minimized. 

 

 

Figure 5.7 Potential energy surfaces for diffusions of N(s) from sublayer to surface on (a) pure 

Mn4N, (b) Fes@Mn4N, and (c) Fet@Mn4N. The total energy of the initial state (EIS) is chosen as 

the energy reference. The snapshot image corresponding to each intermediate state is shown. Mn, 

Fe, Ni, and N are in magenta, gold, green, and blue, respectively. Adapted with permission from 

Ref [9]. Copyright 2018, American Chemical Society. 

 

Once a new 𝑁(𝑡) becomes available, the second reduction sequence continues by following 

Steps R11-R15. According to Figure 5.6 (green), the dissociative adsorption of hydrogen (R11) 

becomes exergonic (-0.22 eV). The free energy for this step is over 0.5 eV lower than that in the 

first reduction cycle (0.30 eV). Although NH*, NH2* formations (R12 and R13) are still 

endergonic (0.15 and 1.19 eV), the overall free energies for the second reduction circle becomes 

much less endergonic than on pure Mn4N due to the more favorable H binding. NH3* formation 

on Fes@Mn4N is more endergonic (1.23 eV) than that on pure Mn4N (0.27 eV). Unlike Mn4N, the 
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second NH3 release step (R15) is exergonic by -0.66 eV (versus 0.49 eV on pure Mn4N surface). 

This, again, can be attributed to Fe doping, as the Fe–N bond is weaker than the Mn-N bond, and 

the reduction of iron nitrides tends to be more thermodynamically favorable [13]. 

On Fet@Mn4N (the red path in Figure 5.6), a surface Mn atom is substituted by one Fe 

atom. The hydrogen dissociative adsorption (R11) becomes slightly less favorable than on pure 

Mn4N (0.33 versus 0.26 eV), where the dissociated H atom binds at the 3-fold site consisting of 

the surface Fe dopant. However, formations of NH* and NH2* (R12 and R13) become slightly 

more favorable with free energies of -0.38 eV and 0.76 eV compared to corresponding steps on 

pure Mn4N (-0.33 eV and 0.83 eV), respectively. As shown in bottom panels of Figure 5.6, NH* 

and NH2* bind in the proximity to the surface Fe. Similarly, the NH3* formation (R14) becomes 

thermodynamically favored as free energy is lowered from 0.66 eV (on pure Mn4N) to 0.40 eV.  

The energy barrier for 𝑁(𝑠) diffusion (𝐸𝑎 𝑣𝑎𝑐) is 1.09 eV in Fet@Mn4N, only slightly lower 

than in pure Mn4N (1.12 eV). As shown in Figure 5.7(c), 𝑁(𝑠) needs to break the Mn–N bond with 

the Mn atom in the sublayer in order to diffuse onto the surface, whereas the Fe-N bond is retained. 

In addition, no dislocation of surface atoms near the transition state is observed.  

Although the surface Fe dopant does not enhance the lattice N diffusion as Fes@Mn4N, the 

free energies for the second reduction cycle become more thermodynamically favored than pure 

Mn4N, especially for the release the second NH3 (-0.75 vs. 0.49 eV on pure Mn4N). This means 

that Fe-doping can indeed reduce the endergonicity of ammonia formation regardless of the doping 

location. Furthermore, it can be expected that Mn4N modified with elements forming weaker bonds 

with nitrogen can achieve the similar effects. 
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Figure 5.8 Free energy diagrams for the reduction of pure Mn4N (blue dashed lines), Fet@Mn4N 

(red dashed lines), and Nit@Mn4N (black) at 700 °C and 1 bar. Similarly, optimized structures for 

intermediate steps on the close-packed surface of Nit@Mn4N (top panels) are shown. Surface N 

vacancy is represented with a downward yellow triangle, while the sublayer N vacancy is 

represented with an upward yellow triangle. Mn, Ni, N, and H are in magenta, green, blue and 

grey, respectively. Adapted with permission from Ref [9]. Copyright 2018, American Chemical 

Society. 

 

While Fe-doping provides the means to lower the overall NH3 formation endergonicity, 

modification of Mn4N by tuning the hydrogen dissociative adsorption step (R11) would, in 

principle, further enhance ammonia formation by shifting the overall reaction toward the 

thermodynamically favored direction. In this case, Ni (with stronger Ni–H bonding) has been 

selected to tune Mn4N via similar substitutions of the sublayer and the top-layer Mn atoms. 
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Figure 5.9 Potential energy surfaces for diffusions of N(s) from sublayer to surface. (a) 

Nis@Mn4N, and (b) Nit@Mn4N. The total energy of the initial state (EIS) is chosen as the energy 

reference. The snapshot image corresponding to each intermediate state is shown. Magenta, green, 

and blue colors represent Mn, Ni, and N, respectively. Adapted with permission from Ref [9]. 

Copyright 2018, American Chemical Society. 

 

Free energies for the hydrogen reduction of Mn4N doped with Ni at its top-layer 

(Nit@Mn4N) are shown in Figure 5.8 (black). Pure Mn4N (blue dashed lines) and Fet@Mn4N (red 

dashed lines) were included as references. Comparisons of free energies between pure Mn4N, 

sublayer Ni doping (Nis@Mn4N) and Nit@Mn4N are shown in Figure B.1 in Appendix B. On 

Nit@Mn4N, hydrogen dissociative adsorption (R11) is almost thermal neutral (-0.001 eV at 700 

°C and 1 bar), where the dissociated H* adsorbs at the 3-fold site next to the Ni dopant (the 2nd 

top panel of Figure 5.8), reflecting the direct involvement of doped top-layer Ni atom. The R11 

step has become approximately 0.3 eV lower in free energy than both Mn4N and Fet@Mn4N. The 

adsorption patterns for NHx* (x = 1–3) resemble those on both Mn4N and Fet@Mn4N. Therefore, 

the trends for R12–R14 steps are similar as expected. The stronger Ni–H bonding substantially 

reduces the overall free energies for the first NH3 production. In the second reduction cycle, 
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although the free energy of the R11 step shifts upward to 0.16 eV (as H binding becomes weaker) 

when compared to Mn4N (0.02 eV), the overall free energy for the second NH3 formation remains 

more favorable than Mn4N. As shown in Figure 5.8, the overall free energy (forming two 

molecules of NH3) is 1.55 eV lower than on Mn4N, and 0.57 eV lower than on Fet@Mn4N. 

Regarding N diffusion, the same principle can be applied to understand 𝑁(𝑠) diffusion 

energy barrier in Step R16 for Ni-doped Mn4N. As shown in Figure 5.9(a), compared to pure 

Mn4N, 𝐸𝑎 𝑣𝑎𝑐 is lowered from 1.12 eV to 0.73 eV on Nis@Mn4N, suggesting that, like the Fe 

dopant in the Mn4N sublayer, the sublayer Ni also facilitates 𝑁(𝑠) diffusion onto the top layer, 

because of the weaker Ni-N bond than the Mn-N bond.  Similarly, the surface Mn atom is found 

distorted from its normal lattice position (Figure 5.9(a)). On Nit@Mn4N, the 𝐸𝑎 𝑣𝑎𝑐 has increased 

to 1.28 eV from 1.12 eV. This is due to the fact that 𝑁(𝑠) needs to break the stronger Mn-N bond 

than Ni-N bond in Nit@Mn4N.  

In order to reveal potential trends and predict the behavior of Mn4N doped with Fe and Ni, 

a correlation between the reaction energy of N diffusion (Er vac) and diffusion barrier (Ea vac) can 

be represented within the formulation of the well-established Brønsted–Evans–Polanyi (BEP) 

relationship, as shown in Figure 5.10(a). The slope and intersection are 0.96 (dimensionless) and 

1.34 eV, respectively. As aforementioned, by referencing to pure Mn4N, lower N diffusion barriers 

can be expected if weaker bonds (e.g., Fe-N and Ni-N bonds) need to be broken during N diffusion. 

On the other hand, Cr-N bond is much stronger than the Mn-N bond [13]. As a result, a decreased 

N diffusion barrier was observed for Crt@Mn4N instead, since the weaker Mn-N bond broke for 

the sublayer N to diffuse onto the surface. In addition, for Crs@Mn4N, the stronger Cr-N bond has 

to break, thus resulting in high barrier. 
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Figure 5.10 (a) Brønsted–Evans–Polanyi (BEP) relationship for N diffusion, where Er vac is the 

reaction energy of N diffusion based on Equation (1). Pure Mn4N is shown in red diamond. (b) 

Scaling relationships (black) between N binding energies (EN vac) and adsorption energies of NH* 

(circle) and NH2* (square). Nism@Mn4N and Nitm@Mn4N are included as outliners (in red) that 

do not follow the linear scaling. Adapted with permission from Ref [9]. Copyright 2018, American 

Chemical Society. 

 

Finally, linear scaling relationships between EN vac and Eads for NHx* (x =1, 2) on pure and 

various doped Mn4N, calculated according to Equations (47-48), were shown in Figure 5.10(b), 

where data from calculations on Fes@Mn4N, Fet@Mn4N, Nis@Mn4N, and Nit@Mn4N were 

employed. Moreover, in order to test the limits of these scaling relationships for doped Mn4N 

systems, sub- and top-monolayer configurations composed of Fe, denoted as Fesm@Mn4N and 

Fetm@Mn4N, were included (see Figure B.2). With Mn4N as the host material, linear correlations 

indeed exist between the two sets of quantities associated with NH* and NH2*. Slopes of the two 

linear scaling relationships from fitting are 0.52 and 0.39 for NH* and NH2* (standard error being 

0.07 eV), respectively, close to the previous finding [32]. The slopes are also within reasonable 
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agreement with theoretical slopes, i.e., 0.67 and 0.33 for respective NH* and NH2* based on (nmax 

– x)/nmax, where nmax = 3, established on transition metals [33].  

However, unlike metals, chemical properties of nitrides (e.g., Mn4N) will be susceptible to 

the existence of sublayer N vacancies, which are likely to complicate the trends for reaction 

energetics prediction. As shown in Figure B.3, linear scaling relationships on Mn4N and Fe- and 

Ni-doped Mn4N surfaces with one sublayer N vacancy show varying slopes and intercepts for NHx 

(x = 1, 2). It is also interesting to note large deviations on Nism@Mn4N and Nitm@Mn4N surfaces 

in Figure 5.10(b) (denoted with red symbols). This observation suggests that linear scaling 

relationships can be broken for certain configurations, possibly for mixed alloy nitrides as well. 

Nevertheless, these exceptions could offer exciting opportunities to design new nitride materials 

for NH3 production. 

 

 5.4 Conclusions 

Step-catalysis with metal nitride as the nitrogen source is regarded as a sustainable avenue 

for ammonia production. While manganese nitrides are regarded promising for ammonia synthesis, 

theoretical insights become even more necessary by providing the mechanism to guide the 

discovery and design of novel materials. In this chapter, Mn4N has been studied with DFT 

calculations to improve NH3 production. The mechanism, describing hydrogen dissociative 

adsorption, lattice N diffusion, and ammonia formation, has been shown in details. 

Thermodynamic analysis showed that the binding of atomic H and lattice N diffusion energy 

barrier are critical for the performance of manganese nitrides. Fe- and Ni-doped in the sublayer of 

Mn4N are revealed to facilitate N diffusion, whereas both the sublayer and top layer Ni dopants 

are able to lower the overall endergonicity as a result of hydrogen reduction. Furthermore, the 
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energetic and kinetic behaviors of various configurations of doped Mn4N have been summarized 

in terms of the BEP and linear scaling relationships, setting up the groundwork for future studies.  
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Chapter 6 - Screening of Mn Nitride Alloys for Enhanced NH3 

Formation 

 6.1 Introduction 

Metal (e.g., Ti, Ca, Al, Ce, Mo) nitrides were considered by Mittasch and Frankenburg for 

ammonia production originally decades ago in heterogeneous Haber-Bosch processes [1]. 

Recently, the scope of transition metal nitrides for ammonia productions has been extended in 

usage involved in electrochemical or other ammonia synthesis routes as well [2-17]. Mn stands 

out due to its relative favorable thermodynamics and kinetics to form stable nitride [5, 18]. 

However, the strong Mn-N bonding (∼-1.8 eV on Mn(211)) can still slow down ammonia 

formation and remains a challenge for the extraction of lattice N [18]. Experimental evidences 

indicated that typically 3.1−8 mol% lattice N in Mn nitrides has been converted into NH3 at 

400−700 °C 1 atm pressure [5, 19].  

Efforts have been made to modify Mn nitrides in order to improve NH3 synthesis activity. 

Michalsky and co-workers pointed out that formation energy of lattice N vacancy can be used as 

a descriptor because it reflects how easily lattice nitrogen can be extracted [6]. Mn2N(0001) has 

been doped with other transition metals and suggested that Fe-doped Mn2N(0001) boosted NH3 

production by destabilizing lattice N [5]. In Chapter 5, theoretical modeling has suggested that 

Mn4N with sublayer Fe or Ni dopant can indeed weaken Mn-N bonding and facilitate lattice N 

diffusion [10]. In this chapter, systematic investigation will be carried out to generate a broad 

understanding on how modifications of Mn nitride configurations will impact ammonia formation. 

The goal is to provide the necessary theoretical guidance for future experimental synthesis.  
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In Chapter 5, we found that, even for Fe- or Ni-doped Mn4N, ammonia production still 

remains too endergonic. The binding energies of NHx (x = 0, 1, 2) were used as the descriptors to 

screen for the optimal catalytic behavior. The formed NH is a stable intermediate, once formed, it 

prefers to remain on the active site rather than proceeding to form NH2, and NH3. Therefore, we 

recognize that NH binding needs to be further weakened, without sacrificing the thermodynamic 

favorability for NH2 and NH3 formations.  

It has been found that the binding energies of NHx (x = 0, 1, 2) species followed linear 

scaling relationships on certain metal nitrides (e.g., TiN, W2N and Mo2N) [20]. Recently, the linear 

relationships of NH and NH2 bindings with respect to N binding were also developed for Mn4N 

and doped Mn4N [10]. This trend suggests that any effort to weaken NH binding would likely 

weaken NH2 and NH3 binding as well. Therefore, the intrinsic linear scaling relationship needs to 

be broken.  

Several candidates that are likely to break the linear scaling trend have been identified [10]. 

For example, the NH binding on Nitm@Mn4N shifts toward the opposite direction and becomes 

stronger than that on Mn4N. In this chapter, we consider a broader range of configurations derived 

from both Mn4N and Mn2N nitride phases. Periodic DFT calculations were performed to generate 

a comprehensive understanding of the behaviors of N, NH, NH2, and NH3 bindings on these 

models. The Mars-van Krevelen and Eley-Rideal mechanisms have been proposed to aid the 

evaluation of the reactivity on the proposed surface models for ammonia formation. Specifically, 

single heteroatom doping and alloying based on the two phases of Mn nitrides, Mn4N and Mn2N, 

were included in the current study. The scaling relationship can then be used as a guidance to assist 

the search for the optimal configuration.  
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 6.2 Computational Details 

Periodic DFT calculations were performed with the Vienna Ab initio Simulation Package 

(VASP) [21, 22]. The electron-electron exchange-correlation energies were determined within the 

generalized gradient approximation (GGA) employing the Perdew–Burke–Ernzerhof (PBE) 

functional [23]. The projector augmented-wave (PAW) method [24] was used to treat the core 

electrons of elements. Geometry optimizations were converged until the force on each atom was 

less than 0.02 eV/Å, while convergence criterion for self-consistent iterations were set up to 1 × 

10–6 eV. A 400 eV plane-wave cut-off was used. Dipole corrections and spin-polarization were 

also included in all slab calculations.  

 

 

Figure 6.1 (a) Optimized structure of Mn2N bulk, (b) top and side views of Mn2N(200). Mn, and 

N atoms are in magenta and blue, respectively. Black lines represent the periodic boundaries. 

 

The structures of different Mn nitride phases have been investigated experimentally [25, 

26] and theoretically [27]. Mn4N, an ε-phase of manganese nitride, was studied in Chapter 5 [10]. 

In this chapter, the ζ-phase (represented stoichiometrically as Mn2N) [25] at higher N content, is 

included. The lattice constants of Mn2N bulk were converged to 4.47 (along the a-axis), 5.46 (b-
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axis) and 4.82 (c-axis) Å, as shown in Figure 6.1(a). The magnetic moment of each Mn atom, 

which is equivalent in the lattice, is 2.0 μB. The calculated values are in good agreement with those 

reported in the literature, i.e., 4.54 Å, 5.67 Å, 4.91 Å and 1.6 μB, respectively [28]. A four-layer, 

(1 × 1) Mn2N(200) slab (Figure 6.1(b)) was employed, with the top two layers allowed to relax. 

The Brillouin-zone was sampled using a 4 × 4 × 1 k-point mesh based on the Monkhorst-Pack 

scheme.  

 

 

Figure 6.2 Bulk structures of (a) Mn3NM alloy and (b) Mn2NFe2 alloy.  Mn, N, M, and Fe are in 

magenta, blue, dark azure, and gold, respectively. Black lines represent the periodic boundaries. 

 

Binary Mn3NM and Mn2NM2 alloyed nitrides (M represents the secondary metal) were 

considered in current work. Specifically, Mn3NNi and Mn3NGa alloys have been synthesized and 

reported in the literature [29, 30]. However, no experimental reports on Mn3NFe and Mn2NFe2 

have been found. In this work, Mn3NFe was assumed to inherit from the face-centered cubic (FCC) 

bulk structures of Mn3NNi (or Mn3NGa) with a = b = c, which is shown in Figure 6.2(a). Mn2NFe2 

was built by substituting two Mn atoms in Mn4N bulk and the most stable structure is shown in 

Figure 6.2(b). The lattice constants were converged to 3.83, 3.78, and 3.85 Å for cubic Mn3NNi, 
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Mn3NGa, and Mn3NFe lattices, respectively, which are in good agreement with experimental 

measurements (see Table 6.1) [29, 30]. For Mn2NFe2, the lattice constants were computed as 3.77 

Å in ‘a’ and ‘b’ axis and 3.79 Å for ‘c’ axis.  

 

Table 6.1 Lattice constants (in Å) of Mn3NM (M = Ni, Ga and Fe) and Mn2NFe2.  

System Experimental values (Å) DFT calculations (Å, this work) 

Mn3NNi 3.89 (a = b = c) [29] 3.83 (a = b = c) 

Mn3NGa 3.90 (a = b = c) [30] 3.78 (a = b = c) 

Mn3NFe  3.85 (a = b = c) 

Mn2NFe2  a = b = 3.77, c = 3.79 

 

Dopant metals (Ni or Fe, in sky blue) in the top-layer of Mn2N(200) are depicted in Figure 

6.3(a). Four-layer (111) slabs were obtained by cutting Mn3NNi and Mn2NFe2 bulk. The top and 

side views of Mn3NNi(111) and Mn2NFe2(111) are displayed in Figure 6.3(b-c).  

 

 

Figure 6.3 Top and side views of (a) doped Mn2N(200) in the top-layer, (b) Mn3NNi(111), and 

(c) Mn2NFe2(111). Mn, N, dopant, Ni and Fe are in magenta, blue, turquoise, green, and gold, 

respectively. Black lines represent the periodic boundaries of the (1x1) unit cell. 
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It is critical that sublayer lattice N can be utilized efficiently. Therefore, sublayer N 

diffusion will also be an important factor to consider in this study. The diffusion energy barriers 

will be calculated using the Climbing image nudged elastic band (CI-NEB) [31] and dimer 

methods [32]. A 5-layer slab was used for transition state search, with the top three layers allowed 

to relax.  

Binding energies (BEs) of N, NH, and NH2 are defined by Equations (49-50) 

 

𝐵𝐸𝐴 = 𝐸𝐴∗ − 𝐸∗(𝑣)𝑡 − 𝐸𝐴(𝑔) (49) 

𝐵𝐸𝑁 = 𝐸𝑁∗ − 𝐸∗(𝑣)𝑡 −
1

2
𝐸𝑁2(𝑔) 

(50) 

 

where 𝐸𝐴∗, 𝐸∗(𝑣)𝑡 , and 𝐸𝐴(𝑔) represent the total energies of adsorbate A, clean surface, and gaseous 

A in vacuum, respectively. For atomic N binding, the total energy of 𝐸𝑁2(𝑔) was used instead, as 

shown in Equation (50).  

The free energy change (∆𝐺) associated with each elementary step in ammonia formation 

includes zero-point energy (∆𝑍𝑃𝐸) correction, and the entropy change (𝑇∆𝑆). The entropies is then 

obtained using standard statistical mechanical approach [33, 34]. Translational and rotational 

entropy terms were included for gas phase species. Vibrational frequencies were calculated based 

on simple harmonic approximations. 

 

 6.3 Scaling Relationships for NH and NH2 Binding 

In Chapter 5, we showed that, in order to boost NH3 production, NH2 and NH3 adsorptions 

have to be strengthened without too strong NH adsorptions. In this spirit, a broader range of 
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configurations including sublayer and top-layer doping Mn4N and Mn2N, Mn3NM alloys and 

Mn2NFe2 were considered in addition to the systems reported previously [10]. The mathematical 

formulas of these scaling relationships are represented by Equations (51-52). The calculated data 

of new added configurations were used for validations of existed scaling relationships without new 

fitting (Figure 6.5(a)).  

 

𝐵𝐸𝑁𝐻 = 0.52 × 𝐵𝐸𝑁 − 5.22 (51) 

𝐵𝐸𝑁𝐻2 = 0.39 × 𝐵𝐸𝑁 − 2.96 (52) 

 

Figure 6.4 Adsorptions of NH (top panels) and NH2 (bottom panels) on (a) Mos@Mn4N, (b) 

Cos@Mn4N, (c) Mn3NNi, (d) Mn2NFe2, (e) Mn2N, and (f) Nit@Mn2N. Mn, N, Mo, Co, Ni and Fe 

are in magenta, blue, olive, dark cerulean, green and gold, respectively. Black lines represent the 

periodic boundaries of the (1x1) unit cell. Surface lattice N vacancies in (d-f) are indicated in sky 

blue downward triangle, and it was hidden at the underneath of adsorbate in (a-c). 

 

 



136 

 

It is desirable that NH2 binding could be improved without further strengthening NH 

binding at the same time. Thus the correlation between binding energies of NH and NH2 were 

recognized in Figure 6.5(b) based on the data coming from Ref [10]. The slope and intersection 

are 0.79 (dimensionless) and 1.17 eV, respectively (see Equation (53)). The coefficient of 

determination, R2, is 0.95, indicating a great fitting between NH and NH2 bindings on Mn4N and 

Fe- and Ni-doped Mn4N. 

 

𝐵𝐸𝑁𝐻2 = 0.79 × 𝐵𝐸𝑁𝐻 + 1.17 (53) 

 

The geometries of NH adsorptions on Mn4N doped with other metal species (Mo and Co) 

also resemble to those over Mn4N, where NH occupies the 3-fold site. NH adsorptions on 

Mos@Mn4N and Cos@Mn4N are illustrated in the top panels of Figure 6.4(a-b). NH2 binds on the 

bridge site between the two Mn atoms on Mos@Mn4N and Cos@Mn4N (bottom panels of Figure 

6.4(a-b)). On Mn3NNi, NH prefers the 3-fold site and NH2 prefers the bridge site as well, as shown 

in Figure 6.4(c). However, as shown in the bottom panels of Figure 6.4(d), the bridge site between 

the two Fe atoms is more favorable for NH2 binding on Mn2NFe2. The most stable site for NH 

binding on Mn2NFe2, Mn2N, and Nit@Mn2N is one of the 3-fold sites on the surface instead of the 

surface lattice N vacancy site (downward sky blue triangle). On Mn2N(200), NH2 binds on the 

bridge site near the surface lattice N vacancy (bottom panel of Figure 6.4(e)). With the Ni atom 

doped on the surface of Mn2N (Nit@Mn2N), NH2 will prefer to bind at the Mn-Ni bridge site.   
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Figure 6.5 (a) Scaling relationships between N* and NH* (solid symbols), NH2* (open symbols) 

binding energies on Mn4N (red circles), Mn2N (blue triangles), Mn3NM (M = Ni, Fe and Ga, green 

squares), and Mn2Fe2N (purple diamond). (b) Correlation between the binding energies of NH* 

and NH2*. Subscripts ‘t’, ‘s’ and ‘sm’ denote top layer, sublayer doping, and sub-monolayer, 

respectively. 
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As discussed in Chapter 5, the linear scaling between NH and NH2 will have to be broken 

so that simultaneous strengthening of NH2 binding and weakening of NH species becomes 

possible. In this study, we define the deviation as |𝐵𝐸 − 𝐵𝐸𝑓𝑖𝑡𝑡𝑒𝑑|, where BE is obtained from 

DFT calculation and 𝐵𝐸𝑓𝑖𝑡𝑡𝑒𝑑 from the estimation based on linear scaling relationship. Further, we 

consider the deviation as significant if its value is larger than the standard error. 

For NH adsorption, the standard error is 0.07 eV. A few new configurations have been 

identified: Crs@Mn4N, Mos@Mn4N, Mn3NNi, Mn2NFe2, Mn2N, Fet@Mn2N, and Nit@Mn2N. For 

NH2 bindings, the standard error is also 0.07 eV. Hence, configurations of Mos@Mn4N, 

Cos@Mn4N, Mn2N, Fet@Mn2N, Nit@Mn2N and Mn2NFe2 in Figure 6.5(a) are identified.  

Furthermore, only Mn2N and Mn2NFe2 satisfy the criterion of strengthen NH2 adsorptions.  

A linear correlation based on the binding energies of NH and NH2 on Mn4N and Fe-/Ni-

doped Mn4N is shown Figure 6.5(b), with a standard error of 0.03 eV. It can be seen that large 

deviations can be observed for Mos@Mn4N, Cos@Mn4N, Crs@Mn4N, Mn3NNi, Mn3NGa, 

Mn3NFe, Mn2N, Fet@Mn2N and Nit@Mn2N. Among these configurations, Mn3NNi, Mn3NGa, 

Mn2N, Fet@Mn2N and Nit@Mn2N strengthen the NH2 adsorptions as they are below the 

correlation line, and thus, will fit our screening criteria.  

Therefore, Mn3NNi, Mn2NFe2, Mn2N, and Nit@Mn2N are selected for further evaluation 

of their performance for ammonia formation in next section as they exhibited either the ability to 

enhance NH2 or weaken NH bindings. 
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 6.4 Evaluations of Selected Nitride Models for NH3 Production 

 6.4.1 NH3 Formation Mechanisms Reduction of Nitrides Reduction by H2  

In Chapter 5, the Mars-van Krevelen mechanism was used to describe NH3 formation on 

Mn4N. The elementary reaction steps for the first NH3 molecule are shown below in Equations 

(R17-R23), where ‘g’, ‘(v)t’ and ‘(v)s’ represent the gas phase, N vacancy site on top and sublayer, 

respectively. In the Mars-van Krevelan mechanism, we let molecular H2 to undergo dissociative 

adsorption according to Equation (R17) before H atom is added to the surface N species. 

 

1

2
𝐻2(𝑔) + ∗ → 𝐻

∗ (R17) 

𝐻∗ +𝑁(𝑡) → 𝑁𝐻
∗(𝑣)𝑡 (R18) 

1

2
𝐻2(𝑔) + ∗ (𝑣)𝑡  → 𝐻

∗(𝑣)𝑡 (R19) 

𝑁𝐻∗(𝑣)𝑡 + 𝐻
∗(𝑣)𝑡 → 𝑁𝐻2

∗(𝑣)𝑡 + ∗ (𝑣)𝑡 (R20) 

𝑁𝐻2
∗(𝑣)𝑡 + 𝐻

∗(𝑣)𝑡 → 𝑁𝐻3
∗(𝑣)𝑡 + ∗ (𝑣)𝑡 (R21) 

𝑁𝐻3
∗(𝑣)𝑡 → 𝑁𝐻3(𝑔) + ∗ (𝑣)𝑡 (R22) 

𝑁(𝑠) +  ∗ (𝑣)𝑡 → 𝑁(𝑡) + ∗ (𝑣)𝑠 (R23) 

 

In addition, we also considered the Eley-Rideal mechanism, in which the gaseous H2 

directly reacts with lattice N to form NH, NH2 and NH3 instead, as represented by Equations (R24-

R26), which has been reported by Zeinalipour-Yazdi for ammonia formation [16]. NH3 desorption 

and lattice N diffusion, as in Equations (R22-R23), are also included as well. 
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𝑁(𝑡) + 
1

2
H2(𝑔) ↔  𝑁𝐻∗(𝑣)𝑡 (R24) 

𝑁𝐻∗(𝑣)𝑡  +  
1

2
H2(𝑔)  ↔  𝑁𝐻2

∗(𝑣)𝑡 (R25) 

𝑁𝐻2
∗(𝑣)𝑡 + 

1

2
H2(𝑔)  ↔  𝑁𝐻3

∗(𝑣)𝑡 (R26) 

 

Recent experimental work by Pfromm and coworkers suggested that a traceable amount of 

NH3 can be detected when pure Mn nitride is reduced under a hydrogen reduction environment at 

500°C and 1 atm. Computationally, free energies for NH3 formation following Mars-van Krevelan 

and Eley-Rideal mechanisms over Mn4N(111) were estimated under this condition using the 

method described earlier. The results are shown in Figure 6.6.  

With Eley-Rideal mechanism (shown in solid pink in Figure 6.6), the overall NH3 

formation using the lattice N in Mn4N is an endergonic process. As indicated in Figure 6.6, for 

production of the first NH3 molecule, NH formation is exergonic (-0.21 eV). However, both NH2 

and NH3 formations are endergonic (0.98 and 0.84 eV). The release of NH3 from surface is 

exergonic with -0.45 eV. After the sublayer lattice N diffused to the surface, all the elementary 

steps are endergonic for the formation of the second NH3 molecule. The only difference between 

Eley-Rideal and Mars-van Krevelen mechanisms is in the hydrogen dissociative adsorption steps. 

Although the hydrogen dissociative adsorption steps is exergonic (dashed blue lines in Figure 6.6), 

the strong H binding indicates that these atomic species will likely occupies the active sites instead 

of participating ammonia formation readily. Thus, the process following the Eley-Rideal pathway 

is more favorable for NH3 production.    
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Figure 6.6 Free energy diagrams based on respective Mars-van Krevelen (dashed blue) and Eley-

Rideal (solid pink) mechanism on Mn4N for ammonia formation at 500 °C and 1 atm.  

 

 6.4.2 NH3 Formation on Binary Alloyed Nitrides 

Binary alloys such as Mn3NNi and Mn2NFe2 were selected for the examinations of activity 

for ammonia production guided by the scaling relationships (Figure 6.5). Again, both Mars-van 

Krevelen and Eley-Rideal reaction mechanisms were employed for the evaluation.     
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Figure 6.7 Free energy diagrams for the production of two NH3 molecules on Mn4N (dashed blue), 

Nit@Mn4N (dashed green) and Mn3NNi (red) at 500 °C and 1 atm based on the Mars-van Krevelen 

mechanism. Optimized adsorbate structures on Mn3NNi corresponding to each elementary step 

are shown in the top panel. The N vacancy site in the top-layer is indicated with a downward 

yellow triangle, while the N vacancy in the sublayer is indicated with an upward yellow triangle. 

Mn, Ni, N, and H are shown in magenta, green, blue and gray, respectively. 

       

The free energies for NH3 production via the Mars-van Krevelen mechanism over Mn3NNi 

are depicted in red in Figure 6.7. Mn4N, Nit@Mn4N, and Mn3NNi represent three system types 

(pure, doped, and alloyed) that are all derived from the FCC lattice with Ni as the secondary metal. 

The configurations corresponding to each elementary step are shown in the top panels. The H2 

dissociative adsorption (R17) on Mn3NNi is only slightly more favorable thermodynamically than 

that on Mn4N (by 0.04 eV), but much less favorable than on Nit@Mn4N. Both formations of NH 

and NH2 are less thermodynamically favorable than pure Mn4N and Nit@Mn4N. Slightly favored 

NH3 formation were observed on Mn3NNi comparing to pure Mn4N, but not to Nit@Mn4N. The 
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adsorption of NH3* on Mn3NNi was slightly less favorable than that on Mn4N (by 0.13 eV). The 

N diffusion barrier is lower in Mn3NNi than in Mn4N (by 0.41 eV) or Nit@Mn4N (by 0.57 eV). 

For the second NH3 generation on Mn3NNi, all NH, NH2 and NH3 formations are endergonic with 

the exergonic hydrogen dissociative adsorptions and NH3 desorption, which results in Mn3NNi 

becomes the least active for ammonia production among the three models, suggesting that too high 

Ni content (resulting in alloyed Mn-Ni nitride phase) will actually hinder ammonia formation. 

 

 

Figure 6.8 Free energy diagrams for the production of two NH3 molecules via the Mars-van 

Krevelen mechanism on Mn4N (dashed blue), Fes@Mn4N (dashed orange), and Mn2NFe2 (solid 

blue gray) at 500 °C and 1 atm. The optimized structures corresponding to each intermediate step 

on the close-packed surface of Fes@Mn4N (top panel) are shown. The N vacancy in the top-layer 

is represented with a downward green triangle, while the sublayer N vacancy is represented with 

an upward green triangle. Mn, Fe, N, and H are in magenta, gold, blue, and gray, respectively. 
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On Mn2NFe2, the adsorption configurations of N, NH, NH2, and NH3 are depicted in the 

top panel of Figure 6.8. As on Mn4N, N, H, and NH all prefer the 3-fold site, while NH2 binds on 

the bridge site between the two Fe atoms. NH3 occupies the Fe top site on Mn2NFe2. When a 

nitrogen vacancy is present on the surface, NH2 will prefer the bridge site between the two Mn 

atoms, while NH3 binds on the Mn top site most preferably.  

Free energies for NH3 formation on Mn2NFe2 via the Mar-van Krevelen mechanism are 

summarized in Figure 6.8. Similarly, pure Mn4N, Fes@Mn4N and Mn2NFe2 alloy were included 

in Figure 6.8 to get the insights into pure, doping and alloy systems. As shown in Figure 6.8, the 

overall thermodynamics for NH3 production on Mn2NFe2 is more favorable than both Mn4N and 

Fes@Mn4N, indicating that higher Fe content presents advantageous activity for ammonia 

synthesis. The H2 dissociative adsorption (R17) is very exothermic (-1.21 eV). The formation of 

NH (R18) is slightly exergonic (-0.08 eV). The formations of NH2 and NH3 become endergonic, 

similar to those on Mn4N and Fes@Mn4N. The lattice N in sublayer needs to overcome a barrier 

of 1.91 eV to diffuse onto the surface. Once a sublayer N lattice vacancy is generated, H adsorption 

becomes much stronger. The second NH3 molecule formation is also endergonic, also with a very 

endothermic desorption energy 1.80 eV.  

When ammonia formation is assumed to proceed via the Eley-Rideal mechanism on Mn4N, 

Nit@Mn4N, Mn3NNi and Mn2NFe2, respective free energy diagrams are shown in Figure 6.9. On 

Nit@Mn4N (dashed green), the reactivity is shown to enhance NH3 formation, as discussed in 

Chapter 5. On the Mn3NNi alloy, however, similar reactivity enhancement is not observed (red in 

Figure 6.9). This is due to the endergonic lattice N diffusion and the successive endergonic NHx 

(x = 1, 2, 3) formation steps in the second NH3 production cycle.  In this case, it can be understood 

that NH3 production may not benefit from higher Ni-content. For Mn2NFe2, however, the reactivity 
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for NH3 production can be enhanced in the first reaction cycle (blue gray in Figure 6.9). However, 

this advantage on Mn2NFe2 diminishes during the second NH3 molecule formation step due to high 

N diffusion barrier and high endothermicity of NH3 release. 

 

 

Figure 6.9 Free energy diagrams for two molecules of ammonia production via the Eley-Rideal 

mechanism on pure Mn4N (dashed blue), Nit@Mn4N (dashed orange), Mn3NNi (solid red) and 

Mn2NFe2 (solid blue gray) for NH3 production 500 °C and 1 atm. 

 

In this work, we proposed to exploit the scaling relationships among ammonia formation 

intermediates to screen for new materials to boost reactivity. Although Mn3NNi was identified to 

break the scaling relationship in Figure 6.5(b), Mn3NNi is shown unable to boost the overall rate 

due to the high endergonicity in the second NH3 formation cycle (see Figure 6.7 and Figure 6.9). 

On the other hand, Mn2NFe2 did break the scaling relationship in Figure 6.5(a) and exhibited the 

enhanced activity for ammonia production with more favorable thermodynamics than Mn4N, 
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Nit@Mn4N and Mn3NNi, as shown in Figure 6.9. In this case, it is proved that linear scaling 

relationships can be utilized profitably for the more active catalysts design.  

 

 

Figure 6.10 Free energies for the production of two NH3 molecules via the Eley-Rideal mechanism 

on Mn2N (solid blue), and Nit@Mn2N (solid green) at 500 °C and 1 atm. Optimized structures on 

Mn2N and Nit@Mn2N corresponding to each elementary step are depicted in the top and bottom 

panels, respectively. The top-layer N vacancy site is denoted by a downward yellow triangle, while 

the sublayer N vacancy site is indicated with an upward yellow triangle. Mn, Ni, N, and H are in 

magenta, green, blue and gray, respectively. 
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 6.4.3 NH3 Production on Mn2N 

Mn2N represents a higher N-content Mn nitride phase. In this section, its performance for 

NH3 production is evaluated using the Eley-Rideal mechanism. The free energies (in blue) for NH3 

formation are shown in Figure 6.10.  

NH, NH2 and NH3 prefer the 3-fold, bridge and top sites, respectively, on Mn2N, as 

illustrated in the top panels in Figure 6.10. Similar to Mn4N, the NH formation (R24) is the 

exergonic step with -0.21 eV on Mn2N, while NH2 and NH3 formations (R25-R26) are both 

endergonic, 0.49 and 0.44 eV. The release of NH3 from the surface (R22) is exergonic (-0.23 eV). 

The sublayer lattice N diffusion onto surface is easier on Mn2N than on Mn4N at 0.78 eV (versus 

1.12 eV). The trend for the second NH3 formation resembles to the formation of the first NH3 

molecule on Mn2N. The overall free energy to produce two NH3 molecules on Mn2N is 0.97 eV, 

which is much lower than that on Mn4N (2.67 eV). 

The scaling relationship can be broken on Nit@Mn2N as well, as shown in Figure 6.5. The 

reactivity is shown in Figure 6.10 in green. The most stable adsorption sites for NH, NH2 and NH3 

on Nit@Mn2N (bottom panels in Figure 6.10) resemble to that on Mn2N. Although the advantages 

for the formations of NH, NH2 and NH3 in first reduction cycle on Nit@Mn2N are not obvious 

when compared to Mn2N, NH3 desorption is more favorable on Nit@Mn2N (-0.61 eV) when 

compared Mn2N (-0.23 eV). After overcoming an energy barrier of 0.82 eV, the second NH3 

production on Nit@Mn2N becomes more favorable. The overall free energy for the formation of 

two NH3 molecules is 0.47 eV, lower than 0.97 eV on Mn2N. It indicates that Ni-doping remains 

beneficial for NH3 production regardless of the nitride lattice structures and N-content. 
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 6.5 Conclusions 

In this chapter, we focused on the modifications of Mn nitride to boost NH3 production. 

Additional doped systems have been considered. Guided by the linear scaling relationship between 

NHx (x=0, 1, 2), our search aims specially at systems that are able to strengthen NH2 and NH3 

binding without too strong NH binding at the same time. Mn3NNi, Mn2NFe2, Mn2N and 

Nit@Mn2N have been identified. Mars-van Krevelen and Eley-Rideal reaction mechanisms were 

proposed. By comparing the free energies for NH3 formation on different surfaces, Mn2NFe2 

exhibit enhanced activity over Mn4N, Nit@Mn4N and Mn3NNi. It is shown that binary alloy of 

Mn-Ni nitride does not necessarily benefit NH3 production. In addition, more thermodynamically 

favorable behaviors have been observed on Mn2N due to high lattice N concentration. The 

Nit@Mn2N exhibits promising ability to further enhance NH3 production.  
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Chapter 7 - Conclusions 

In this dissertation, two case examples, electrochemical reduction of furfural on transition 

metals and step-catalysis for ammonia synthesis with manganese nitrides, were used to 

demonstrate how molecular-level modeling is utilized for rational catalysts design. The molecular 

interactions and mechanical properties were revealed by periodic DFT calculations. Free energy 

diagrams coupling with scaling relationships were displayed, which illustrated the reaction 

activities and catalytic trend of different catalysts for furfural reduction and ammonia synthesis. 

With the computational investigations, the questions proposed in Chapter 1 have been addressed.  

(1) Five pathways for FA and MF production on Ag, Pb and Ni were evaluated. The mh6 is the 

favored intermediate on Ag and Pb for both FA and MF formations. However, pathways 

involving the mh7 intermediate are competitive against the mh6 pathways on Ni due to the 

strong binding of the furan ring. 

(2) The first hydrogenation step and C-O bond cleavage are likely to be the rate-limiting step for 

FA and MF production, respectively. Although MF formation is more thermodynamically 

favorable than FA formation on Ag, Pb and Ni, the kinetics will be reduced due to the higher 

energy barriers of C-O bond cleavage for MF production. 

(3) The interactions between metal-water, water-water and adsorbate-water for adsorptions of 

glycerol and its dehydrogenated intermediates on Pt were elucidated in the aqueous phase. A 

network-like structure formed collaboratively by water and adsorbates has been observed. In 

addition, it is notable that the scaling relationship established in solvent-free scheme still works 

for the adsorption energy estimations in aqueous phase, which will greatly improve the 

computational efficiency for the reactions involving complex biomass molecules.  
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(4) The Mars-van Krevelen and Eley-Rideal reaction mechanisms were evaluated for ammonia 

synthesis using Mn nitrides. On Mn4N, ammonia production is endergonic with weak H, NH2 

and NH3 adsorptions and high N diffusion barriers.  

(5) Sublayer Fe- and Ni-doped Mn4N facilitate N diffusion and can enhance the second NH3 

formation. On the other hand, Ni-doped Mn4N in the top-layer (Nit@Mn4N) boosts NH3 

production due to the enhanced H binding.  

(6) Linear scaling relationships between NHx (x=1, 2) and elemental N indicate that NH2 

adsorption has to be strengthened, and in the meantime, NH adsorption cannot be too strong. 

Therefore, alloys based on Mn4N and doping Mn2N were examined for NH3 production. 

Mn2NFe2, Mn2N and Nit@Mn2N broke the linear scaling relationship and were selected for 

the validations for NH3 synthesis. It turns out that all of these Mn nitride configurations exhibit 

improved activity for ammonia production compared to Mn4N and Nit@Mn4N.  

Throughout this dissertation, convincing evidence has been obtained to show DFT 

calculations can be used to produce molecular and mechanistic insights that are necessary for 

functional catalysts design. However, more work lies ahead in order to further refine and improve 

the predictive power of DFT modeling for catalysis and catalyst design. In fact, the catalytic trend 

can be received through the ‘volcano’ plot using the micro-kinetic modeling, which has been 

believed as a powerful approach for catalytic trend prediction. Through kinetic modeling, both 

intrinsic properties of catalysts and the environmental effects, such as temperature, pressure and 

solvation, can be analyzed in a more quantitative fashion. Along with the development of 

computational hardware as well as the computational theories, DFT modeling integrating with 

experiments will pave more promising avenues for advanced materials design.   
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Appendix A - Electrochemical Reduction of Furfural on Transition 

Metals 

 

Figure A.1 The geometries of transition state obtained from PBE functional for C-O bond cleavage 

of (a) mh6 on Cu(111), (b) mh7 on Cu(111), (c) furfural on Cu(111), (d) FA on Cu(111), (e) mh7 

on Cu(211), (f) furfural on Cu(211), (g) mh7 on Ag(111), (h) mh7 on Ag(211), (i) mh7 on Pb(111), 

(j) FA on Pb(111), (k) mh7 on Pb(211), (l) mh7 on Ni(111), (m) furfural on Ni(111), and (n) mh7 

on Ni(211). The grey, red, white, orange, blue, purple and green spheres represent C, O, H, Cu, 

Ag, Pb, and Ni, respectively. The step edges are highlighted.  
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Table A.1 Energy barriers (eV) for C-O bond cleavage on Cu, Ag, Pb and Ni surfaces in vacuum. 

 
PBE optPBE optB88 

Cu(111) mh6 dissociation 1.24   

Cu(111) mh7 dissociation 0.75 0.78  

Cu(211) mh7 dissociation 0.72   

Cu(111) furfural dissociation 1.47 1.57 1.69 

Cu(211) furfural dissociation 1.62  1.60 

Cu(111) FA dissociation 0.93 0.87  

Ag(111)mh7 dissociation 1.29   

Ag(211)mh7 dissociation 1.41 1.23 1.25 

Pb(111) mh7 dissociation 0.99   

Pb(211) mh7 dissociation 1.25 1.09 1.14 

Pb(111) FA dissociation 0.95 0.84  

Ni(111) mh7 dissociation 1.09 1.05  

Ni(211) mh7 dissociation 1.26 0.93  

Ni(111) furfural dissociation 1.18 1.30 1.45 

 

Microkinetic modeling of electrochemical furfural reduction on transition metals 

(1) Reaction mechanism (C5H4O2 represents furfural, C5H5O2 represents mh6, C5O2H5 

represents mh7)  

'H2_g → H2_g', 

'CO_g → CO_g', 

'*_s + C5H4O2_g → C5H4O2*', 

'C5H4O2* + pe_g ↔ C5H4O2-pe* → C5H5O2*', 

'C5H4O2_s + pe_g ↔ pe-C5H4O2_s → C5O2H5_s', 

'C5H5O2* + pe_g ↔ C5H5O2-pe* ↔ C5H6O2*', 

'C5O2H5_s + pe_g ↔ C5O2H5-pe_s ↔ C5H6O2*', 

'C5H6O2* + *_s + pe_g ↔ C5H5OOH-pe* + *_s → C5H5O* + H2O*', 

'C5H5O2* + *_s + pe_g ↔ C5H5OO-pe* + *_s → C5H5O* + OH*', 
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'C5O2H5* + *_s + pe_g ↔ C5H4OOH-pe* + *_s → C5H4O* + H2O*', 

'C5H4O2* + *_s + pe_g ↔ C5H4OO-pe* + *_s → C5H4O* + OH*', 

'C5H4O* + pe_g ↔ C5H4O-pe* → C5H5O*', 

'C5H5O* + pe_g ↔ C5H5O-pe*→ C5H6O*', 

'C5H6O* ↔ C5H6O_g + *_s', 

'C5H6O2* ↔ C5H6O2_g + *_s', 

'OH* + pe_g → H2O_g + *_s', 

'H2O* ↔ H2O_g + *_s', 

(2) Reaction conditions 

Voltage = -0.6 V, Pressure of C5H4O2 = 1/11, Pressure of pe_g (i.e. proton) = 10/11 

 

 

Figure A.2 Volcano plots obtained from micro-kinetic modeling for (a) furfuryl alcohol (FA) and 

(b) 2-methylfuran (MF) formations at 298 K, 1 atm. The applied potential is -0.6 V. Adsorption 

energies of furfural and mh6 were used as the descriptors.  

 



157 

 

 

Figure A.3 The adsorption geometries of (a) furfural, (b) furfuryl alcohol (FA), (c) 2-methylfuran 

(MF), (d) mh6, and (e) mh7 in vacuum (top panel) and aqueous solution (bottom panel) on 

Cu(111). Cu, C, O and H are in orange, grey, red and white, respectively. 

 

Table A.2 Adsorptions energies (in eV) of furfural, furfuryl alcohol, 2-methylfuran, mh6 and mh7 

in vacuum and solution on Cu(111).  

 furfural FA MF mh6 mh7 

vacuum (eV) -0.69 -0.81 -0.76 -2.96 -1.19 

solution (eV) -0.79 -0.89 -0.55 -2.83 -1.18 

 

 

Figure A.4 The configurations of transition state for C-O bond cleavage of (a) mh7 and (b) furfuryl 

alcohol (FA) on Cu(111) with solvation. Cu, C, O and H are in orange, grey, red and white, 

respectively. The involved proton is highlighted in pink color. 
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Table A.3 Comparison of energy barriers (in eV) of C-O bond cleavage in mh7 and furfuryl 

alcohol (FA) on Cu(111) in vacuum and solution. 

C-O bond cleavage of vacuum (eV) solution (eV) 

mh7 0.76 0.30 

furfuryl alcohol (FA) 0.93 0.54 

 

 

 

 

Figure A.5 Free energy diagrams for FA and MF production on Cu(111) in vacuum (dashed lines) 

and solution (solid lines). 
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Appendix B - Ammonia Synthesis on Mn4N  

 

Figure B.1 Free energy diagrams for NH3 production (2 NH3 molecules) on pure N terminated 

Mn4N (dashed blue as the reference), Nis@Mn4N (yellow line) and Nit@Mn4N (black line) at 700 

°C and 1 bar. Optimized intermediate structures corresponding to elementary steps are also shown. 

Surface N vacancy is represented with a downward triangle, while the sublayer N vacancy is 

represented with an upward triangle. Triangles are in green for Nis@Mn4N and in yellow for 

Nit@Mn4N. Mn, Ni, N, and H atoms are in magenta, green, blue, and grey, respectively. 
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Figure B.2 Top and side views of (a) sub-monolayer, (b) top-monolayer doped N-terminated 

Mn4N(111) surfaces. Mn, N, and the dopant atom are in magenta, blue, and yellow, respectively. 

Black lines represent the periodic boundaries of the p(1x1) unit cell. 

 

 

Figure B.3 Scaling relationships (black dash lines) between N binding energy (EN vac) and 

adsorption energies of NH* (hollow circle) and NH2* (hollow square) on the surface with N 

vacancy in the sublayer.   
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Appendix C - Reprint Permissions 
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