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## CHAPTER I

## INT RODUCTION

In an industrial organization the objeetive of the management is to optimize the system. The problem of seheduling is eneountered in many spheres of the organization. Henee this problem forms a signifieant part of the eost eontroiling meehanism.

The seheduling problem may be elassified as: (1) seheduling arrivals or demands, that is determining the timing of the arrivals, (2) seheduling activities of large eomplex projeets, and (3) determining the sequenee in whieh a number of jobs are to be proeessed on various maehines.

The first type of these seheduling problems eonsists of obtaining an optimum balanee between eosts resulting from idle machines, and that of the arrivals waiting for serviee. Queuing theory is mostly utilized to solve this dynamie situation of selueduling problem. This is beeause, queuing theory deals with random demands (arrivals).

The seeond type of these problems deals with analyzing, planning and seheduling eomplex projeets. The problems are represented by means of networks, where eaeh network represents the possible sequenees to complete the projeet. The most eommon teehniques available for solving these networks are Projeet Evaluation and Review Technique (PERT) and Critieal

Path Method (CPM). The latter technique determines the expected completion times of the subprojects where as the former goes a step further and estimates the variances associated with these completion times.

Finally, "the third type of thesc problems is referred to as the sequencing problem. In this problem, determining the optimal sequence of a number of tasks is difficult to resolve. Analytical solutions obtained for this type of problems are restricted to very simple cases. The assembly line balancing, the travelling-salesman, and the machine scheduling problera are special cases of this general category.

Thc machine schcduling problem arises whenever a number of jobs has to be processed on various machines. The problem in essence consists of determining a sequence in which the jobs are to bc processed on the machines to achieve an objective. Becausc of the divcrsity and complcxity of the problca, it is almost impractical to account for every factor in any single analysis. The problem becomes complicated when more than one machine of a given type exists, machine times andor costs are of probabilistic nature, machines are subjected to breakdown and opcrators get injured. So far, several simplifications have been restricted on to the problem.

In the machine scheduling problem, the optimal sequence of operations for a job may be a function of the sequence of opcrations for other jobs. Hence in such case, it is usually neccs-
sary to determine the optimal sequcnce for all jobs simultaneously. As a result, this problem can become one of considerable size and complexity. For examplc, consider a problem of six jobs to be processed on cach of the three different machines. The possible number of sequences is $(J!)^{M}$ or $(6!)^{3}=373,248,000$. A complete cnumcration of these sequences would require years evcn on a high spccd computer. Many of these sequences are technologically non-feasible. An exhaustive enumeration must consider all feasiblc sequences and eliminate the non-feasible. The next step is to sclect the optimal sequence. This report will prescnt different approaches to the machinc scheduling problem. The efficiency of the various techniques for solving this problem will also bc reported.

### 1.1 Mcasure of Effcctivencss

Once the scheduling problem is solved, the schedule is evaluatcd"with respect to one of the various measures of effectiveness. The optimal solution is a function of the objective function. For an industry, the ultimate goal, in general, is to optimize profits. Beenhakker (11) has listed 27 system goals hut many of them arc redundancies. Researchers havc agreed to the difficulties of measuring the effectiveness of a sequence when there is no common measure of value for the various desirable propcrties. Hence, for rescarch work the most common objectivc has been minimization of the schedule
time. This is a simple measure and is also related to other criteria such as minimizing idle time of thc machines and minimizing cost. In dynamic situations the effectiveness is also measured in terms of work-in-process inventory costs, meeting due dates, overall flow time of jobs, and minimizing waiting time. Thc schedule time, $T$, which is to be minimized, can be expressed mathematically as

$$
T=\sum_{m=1}^{M} \sum_{j=1}^{J} t_{j m}+\sum_{m=1}^{M} \sum_{j=1}^{J} I_{j m}
$$

where,

$$
\begin{aligned}
t_{j m}= & \text { processing time of } j o b j \text { on machine } m, ~ a n d ~ \\
I_{j m}= & i d l e \text { time immediately prior to processing job } j \\
& \text { on machine } m .
\end{aligned}
$$

The over all flow time of $j o b j_{j}, f_{j}$, may be expressed
as

$$
f_{j}=\sum_{m=1}^{M} t_{j m}+\sum_{m=1}^{M} I_{j m} .
$$

Lateness, tardiness and earliness are three different means of comparing the actual completion time with the desired completion time. Lateness considers the algebraic difference for each job regardless of the sign of difference. Tardiness considers only positive differences - jobs which are completed after their due dates, and earliness considers only negative
differences - jobs completed ahead of their due dates.
The lateness for job $j, L_{j}$, may he expressed as

$$
L_{j}=c_{j}-d_{j}
$$

where,
$c_{j}$ is the seheduled completion time of $j o b j$, and $d_{j}$ is the due date.

Therefore the tardiness, $T_{j}$, is defined as

$$
T_{j}=\max \left[0, L_{j}\right]
$$

and accordingly, the earliness, $E_{j}$, is defined as

$$
E_{j}=\max \left[0,-L_{j}\right]
$$

The interdependence of measure of effertiveness is important in comparison of seheduling procedures. It may be observed that for any given situation, mean flow time is direetly proportional to the mean work-fn-proeess inventory (as measured by the number of jobs); a scheduling method which minimizes mean flow-time also minimizes mean lateness, mean waiting-time and the mean number of jobs in the system.

## 1. 2 Formulation of the Maehine Seheduling Problem*

The maehine seheduling problem eonsists of a number of jobs to be performed by a number of machines. Eaeh job has to be

[^0]proeessed on all the machines in a specified machinc ordering. The objective is to schedule the jobs on the machines so that the sequence is optimal with respect to a eertain eriterion. In this paper the criterion selected is minimization of the schedule time. By schedule time is meant, the total time of processing all the jobs on the various machines.

The machine scheduling problem may be classified as:

1. Flow Shop: where all the jobs have the same machine ordering.
2. Job Shop: where each job has a different machine ordering.

Most of the researchers have used the terms sequeneing and schcduling interchangcably, However, in this report, a sequence will specify the order of processing a number of jobs on each machine, and a schedule will specify the starting and the completion times of various operations.

A sumary of the necessary notation is next presented to formulate the job sequencing, machine ordering and processing time matriccs of the machine scheduling problem. The notation is as follows:
$J$ total number of jobs
M total number of machines
$j$ job designation, $j=1,2, \ldots, J$
$m$ machinc designation, $m=1,2, \ldots, M$
jm operation designation

```
\(j_{x} m\) sequence of jobs through maehine \(m, x=1,2, \ldots, J\)
\(j_{\mathrm{m}}^{\mathrm{y}}\) order of maehines for job \(\mathrm{j}, \mathrm{y}=1,2, \ldots, \mathrm{M}\)
\(j_{x}{ }^{m}\) a speeffie operation
\(t_{j m}\) proecssing time of. job \(j\) on machine m
r* proeessing time matrix of the original problem
M* machine ordering veetor for job j
M* maehine ordering matrix of the original problem
\(\underset{\mathrm{m}}{\underset{\sim}{*}}\) job sequencing veetor through maehine m
S* job sequeneing matrix of the original problem
T* sehedule time
```

The numbering of jobs and maehines is arbitrary and it does not neeessarily eorrespond to the sequenee in whieh the jobs are proeessed on eaeh maehine or the order in whieh the machines proeess eaeh job. Therefore, the sequence of jobs on eaeh machine will be designated as $j_{1}, j_{2}, \ldots, j_{x}, \ldots, j_{j}$ wh respeet to a preconceived sequenee while the machines will be designated as $m_{1}, m_{2}, \ldots, m_{y}, \ldots, m_{M}$ when eonsidering a permutation of maelines with respect to the preeoneeived order. The various sets of job sequeneings on eaeh maehine for a given sequenee are designated as:

$$
S_{m}^{*}=\left\{j_{1}^{m} j_{2}^{m} \ldots j_{x}^{m} \ldots j_{j}^{m}\right\}, m=1,2, \ldots, M
$$

The above sets, one for cach nachine, may bc combined in a (MxJ) matrix called thc job sequencing matrix and denoted by S*. For the problem of $J$ jobs and $M$ machines, one of the possible sequencing matrices can bc shown as

$$
S^{*}=\left[\begin{array}{c}
S_{1}^{*} \\
S_{2}^{*} \\
\bullet \\
\cdot \\
S_{*}^{*}
\end{array}\right]=\left[\begin{array}{cccccc}
j_{1} 1 & j_{2} 1 & \cdots & j_{x} 1 & \cdots & j_{J} 1 \\
j_{1}{ }^{2} & j_{2}{ }^{2} & \cdots & j_{x}{ }^{2} & \cdots & j_{J}{ }^{2} \\
\vdots & \vdots & & \vdots & & \\
\vdots & \vdots & & \vdots & & \vdots \\
j_{1} M & j_{2} M & \cdots & j_{x} M & \cdots & j_{J} M
\end{array}\right]
$$

The above job sequencing matrix shows that all the J jobs are processed on all the Machincs in the same order.

Next, the various sets of machine orderings for each job are designated as:

$$
M_{j}^{*}=\left\{j m_{1} j m_{2} \ldots j m_{y} \ldots j m_{M}\right\}, j=1,2, \ldots, J .
$$

The above sets one for each job, may bc combined in a (JxM) matrix called the machine ordering matrix and denoted by $\mathrm{M}^{*}$. This matrix for the above problcm will become:

$$
M^{*}=\left[\begin{array}{c}
M_{1}^{*} \\
M{ }_{2}^{*} \\
\cdot \\
\cdot \\
M M_{J}^{*}
\end{array}\right]=\left[\begin{array}{cccccc}
1 m_{1} & 1 m_{2} & \cdots & 1 m_{y} & \cdots & 1 m_{M} \\
2 m_{1} & 2 m_{2} & \cdots & 2 m_{y} & \cdots & 2 m_{M} \\
\vdots & \cdot & & \vdots & & \cdot \\
\vdots & \cdot & & \vdots & & \cdot \\
\mathrm{Jm}_{1} & \mathrm{Jm}_{2} & \cdots & J m_{y} & \cdots & J m_{M}
\end{array}\right]
$$

For example, consider a problem of thrce jobs and two machines. The job sequencing matrix can be shown as:

$$
S *=\left[\begin{array}{c}
S_{i}^{*} \\
S * \\
2
\end{array}\right]=\left[\begin{array}{lll}
j_{1} 1 & j_{2} 1 & j_{3} 1 \\
j_{1}{ }^{2} & j_{2} 2 & j_{3} 2
\end{array}\right]=\left[\begin{array}{lll}
11 & 31 & 21 \\
22 & 32 & 12
\end{array}\right]
$$

This indicates that machine 1 proccsses jobs in the sequence $\left\{\begin{array}{ll}1 & 2\end{array}\right\}$ and machine 2 processes jobs in the sequence $\left\{\begin{array}{ll}2 & 1\end{array}\right\}$. It should be noted that $\mathbf{j}_{1}{ }^{1}$ means the $\mathrm{job} \mathbf{j}_{1}$ on machine 1 , which may or may not be the same job as $\mathbf{j}_{1} 2$.

The machine ordcring matrix becomes:

$$
M^{*}=\left[\begin{array}{r}
M_{1}^{*} \\
M \underset{2}{*} \\
M_{3}^{*}
\end{array}\right]=\left[\begin{array}{ll}
1 \mathrm{~m}_{1} & 1 \mathrm{~m}_{2} \\
2 \mathrm{~m}_{1} & 2 \mathrm{~m}_{2} \\
3 \mathrm{~m}_{1} & 3 \mathrm{~m}_{2}
\end{array}\right]=\left[\begin{array}{cc}
11 & 12 \\
22 & 21 \\
31 & 32
\end{array}\right]
$$

This matrix indicates that jobs 1 and 3 are processed on machine 1 first and on machine 2 last. Job 2 is processcd on machine 2 first and on machine 1 last. Again $1 m_{1}$ means $j o b l$ on machine $m_{1}$ which is not necessarily the same as $2 \mathrm{~m}_{1}$ or $3 \mathrm{~m}_{1}$.

Since the machine ordcring is specified, the processing time for each job on each machine must be given. These processing times are placed in a matrix form which is called the processing matrix and is denoted by


The machine scheduling problem may now be stated as: given $\tau *$ and $M \%$, find the optimal sequence $S^{*}$ which gives the minimum schedule tine $T$.

Research workers usually specify their own models. The principal assumptions made on the models may be stated as follows:

1. Assumptions regarding jobs:
1.1 A job may not be processed by more than one machine at a time.
1.2 Each job must follow a specified machine ordering.
1.3 A job is processed as soon as possible, subject to the machine ordering.
1.4 All jobs are equally important.
2. Assumptions regarding machines:
2.1 No machine may process more than one job at a time.
2.2 Once started, each operation must be completed.
2.3 There is only one machine at each station.
2.4 No job is processed more than once by any machine.
3. Assumptions regarding processing times:
3.1 The processing time of each job on each machine does not depend on the sequence in which the jobs are processed.
3.2 The processing time of each job on each machine is determinate and is integer.
3.3 Set up and transportation times between machines are included in the processing time.

It is not that all available techniques need all of the above assumptions. In fact some of the assumptions are not required in certain techniques.

### 1.3 Literature Review:

Research in the machine scheduling problem has increased recently. This indicates the importance this problem has gained. The objective of the research has been to develop computationally efficient algorithms for arriving at optimal solutions. Except for very small size problems a practical procedure has not yet been developed.

The approaches available to solve the machine scheduling problem are: 1) Combinatorial Analysis, 2) Integer-Linear Programming, 3) Graphical, 4) Graphical-Dynamic Programing, 5) Schedule Algebras, 6) Heuristics, and 7) Simulation.

The most simple scheduling problem consists of $J$ jobs and only one machine. For example, an integrated production line forms one machine problem. The trend towards automation will Integrate all processes and hence may be considered as one machine problem. Smith (107), Jackson (57) and (58) have worked independently on this case. The criteria considered are minimizing maximum tardiness by obtaining a sequence based on duedates; and minimizing sum of all waiting lines. Jackson has considered the cases where the machine may be left idle and also where $a \operatorname{job}$, if any, must be placed on the machine. The computation procedure, however, is not efficient. Held and Karp (47) have developed dynamic programing approach for this case."

For flow shop problem having $J$ jobs and two machines, Johnson (63) has developed a simple algorithm with the criterion of minimizing the schedule time. He has also extended the above algorithm to cover a $\dot{\text { siphecial}}$ case of three machines. Jackson (59), Mitten (80) and Johnson (64) have generalized the results to some extent. Jackson (59) has considered the case when jobs have different machine orderings. Mitten (80) has dealt with some arbitrary time lags between the operations. Johnson (64) has considered the case with lags, where different job sequences are allowed. He has derived some rules which reduces the problem size from (J!) ${ }^{2}$ to (J!) sequences.

Dudek and Teuton (30) have extended Johnson's algorithm to solve the flow shop problem of $J$ jobs and M machines. The procedure involves minimization of the cumulative idle time
en the last machine. Karush (65) has formulated a counterexample of three jobs and three machines in which the above algorithm failcd to give an optimal sequence. As a result, Smith and Dudek (105) have revised the above algorithm but the amount of computations required cannot be apprcciated.

For problems of two jobs and M machines, Akers and Fricdman
(5) havc developed a non-numeric approach. It consists of applying logical means to cut down the number of sequences that must be searched for finding an optimal solution. As some of the sequences are dropped from furthcr consideration without resort to specific processing times, the approach is called non-numeric. This approach is also applicable to job shop problems.

Hardgrave and Numhauser (46) have developed a graphical approach for problems having two jobs and M machines. This involves generation of a schedule network within a rectangle that represents the data of the problem. The shortest path in the network gives the optimal solution. Akers (4) also gives solution to this problem.

The combination of dynamic programing and graphical approaches which has been developed by Szwarc (109), makes the method of solution specially effective. It consists of finding the best path betwcen two nodes. 0ptimal sequence is obtained when all nodes are considcred. The case of $J$ jobs and $M$ machines has also been discussed.

An approach that has proved computationally more efficient is that of generating a small subset of complete set of feasible sequences. The Branch-and-Bound technique of Little et. a1. (73) developed to solve the travelling-salesman problem has been used for solving the machine scheduling problem. Ignall and Schrage (56) have applied this technique to the two-and threemachine flow shop problcm.

Lomnicki (74) has also applied this technique to threemachine flow shop problem. Brown and Lomnicki (20) have extended this to an arbitrary number of machines. McMahon and Burton (76) have also worked with this technique. Their computational experiencc involves up to 45 jobs and three machines.

Giffler and Thompson (40) have dcveloped an algorithm for generating the subsct of feasible sequences, which contain the optimal sequence. In practice, however due to computations, only a sample of this subset is generated.

Brooks and White (19) have modified Gjiffler and Thompson's algorithm by using lower bound as a decision rule. Computational experience shows that computer time increases rapidly with the problem size. This technique is also applicable to job shop problem.

Palmer (87) has presented a slope order method to obtain an approximate solution for the scheduling flow shop problem. His approach is based on heuristic arguments.

An approach which seems to be promising for the machine scheduling problem of $J$ jobs and $M$ machines is that of Integer
programing approach. This is made possible by Gomary's (43) integer programing algorithm. Presently, there are three published formulations to this problem. Bowman (18) estimates that formulating a simple problem involving three jobs and four machines, in his terms, would require an integer programing problem containing 300 to 600 variables, and many more constraints depending on the schedule time T. Wagner's formulation (111) is also of the same magnitude. The most compact one, that of Manne (75) requires 31 variables and 94 constraints. This appears to be a reasonable formulation. None of these authors clain practicality of their formulations.

Giglio and Wagner (42) have reported on computational experience with several methods. They have concluded that integer-linear programing approach does not converge fast enough to make it practical. This difficulty is likely to increase as problem size increases.

Dantzig (27) and (28) has proposed rounding linear programing solutions and also developed a shortest route subroutine for reducing the number of variables to use the simplex method. But it has been reported by Giglio and Wagner (42) that the solution is far from the optimal.

Heller (52) has donc some work on developing a graphtheoretic approach to the seheduling problem. The problem is expressed in graph-theory term. lleller and Logemann (53) have developed an algorithm which is based on linear graph properties. This algorithm evaluates the feasible sequences.

An operation of processing $j o b j$ on machine $m$ for the return $i$ is referred to as node (mji). The nodes are linked as per the machine ordering. One of the $J$ nodes is picked by the algorithm and is schcduled. The process is repeated until all operations are scheduled.

Heller (49) has done some experimentation on flow shop problem.. He has shown that the limit distribution of the schedule times is asymptotically normal as the number of jobs increases.

- Ashour (6) and (7) has developed a decomposition approach for the machine scheduling problem of $J$ jobs and M machines. The approach consists of decomposing the original problem into a number of smaller, more manageable subproblems, which minimizes the computational effort. He has found that the mean of the schedule times obtained by complete or partial enumeration is greater than that obtained by decomposition. This mean increases as the number of jobs in each subgroup decreases. His computational experiments consist of six to 40 jobs and three to ten machines.

Another approach is that of Heuristic rules, priority rules and combinations of these. Many of these rules have been compared by simulating their performances on computers. For the "due-date criterion", Gere (34) has experimented a heuristic approach. Conway (24), Dudek and Ghare (29), and Burstall (21) have also studied some heuristic rules.

A Monte Carlo version of Giffler and Thompson's (40) algorithm has also been studied. Although it does not guarantee an optimal schedule, but it does permit rapid computations for fairly large problems encountered in industry. It selects fairly large number of feasible sequences at random, and the shortest one can then be used. Giffler, et. al. (41) have reported on numerical experienee with linear and Monte Carlo algorithn, They have found that a Monte Carlo proeess, that uses rules as guides in its random choices are eonsiderable superior to a purely random ehoice device. Fisher and Thompon (33) have reported on a study in whieh they have devised some learning strategies to guide the program in its use of rules. Simulation makes it possible to find a sequeneing proeedure whieh is better than the rule of thumb te ehniques now used in practiee. It also provides a useful laboratory for the further investigation of scheduling.

It is intended to illustrate some of the different tefiniques available for solving the machine scheduling problem, by sample problems.

## CHAPTER II

## COMBINATORIAL APPROACH

The combinatorial analysis approach for solving the machine scheduling problem represents quasi-enumeration techniques, and their efficiency depends on how effectively enumeration is curtailed. Several techniques within the concept of the combinatorial approach have been developed for solving the problem. Each technique has its own advantages and limitations. The various techniques considered in this paper are, Direct, Extended Direct, Branch-and-Bound, Lower Bound, and Boolean A1gebra Techniques.

### 2.1 Direct Techniquc

The Direct technique has been devcloped by Johnson (63) and is applicablc for the flow shop problem. In flow shop problem, the sequence that minimizes the cumulative idle time on the last machine, becomes the optimal sequence. Johnson's approach proceds so that the cumulative idle time on the last machine is minimized. Hence, it is referred to as Direct Techniquc. However, this technique is feasible for flow shop problem of jobs and two machines. A special case of three machines problem may be solved by this technique.

For solving the problem, the algorithm is based on two lemmas and one theorcm. These are mentioned bclow without proof. For their proofs, see Appendix A.

Lemma 1: The sequence on either machine can be made the same as that of the other machine without loss of time.

Theorem 1: An optimal sequence is given by the following rule:

The job $j_{x}$ precedes the job $j_{x+1}$ if
$\min \left[t_{j_{x}}, t_{j_{x+1}}\right]<\min \left[t_{j_{x+1}} 1, t_{j_{x}}\right]$
(2.1)

Lema 2: Inequality (2.1) is transitive.
The algorithm may be sumarized in the following steps. Step 1: Arrange the processing times of the jobs on machines as follows:

Job Designation Machine 1 Machine 2

| 1 | ${ }^{5} 11$ | $\mathrm{t}_{12}$ |
| :---: | :---: | :---: |
| 2 | $\mathrm{t}_{21}$ | ${ }^{\text {t }} 22$ |
| - | - | - |
| - | - |  |
| J | $\stackrel{\bullet}{t_{j}}$ | ${ }_{\mathbf{t}}{ }^{\text {2 }}$ |
| - | . | . |
| - | - |  |
| J | ${ }^{\circ}$ | J2 |

Step 2: Examine all processing times, $t_{j m}$, for the minimum value.
2.1 If the minimum processing time is $t_{j l}$, schedule the corresponding job first on machine 1 .
2.2 If the minimum processing time is $t_{j 2}$, schedule the corresponding job last on machine 1 .

Step 3: Cross off the job just assigned and repeat step 2 on the reduced set of processing times.

Stcp 4: Check the ties.
4.1 If the tic is among the processing times on one of the machines, schedule the job with the smallest designation first.
4.2 If the tie is for the same job on both machines, consider it as in step 2.1.

A flow shop problem of six jobs and two machines is presented to illustrate the algorithm. The rrocessing time and machine ordering matrices are given below:
$\tau \%=\left[\begin{array}{rr}6 & 7 \\ 12 & 2 \\ 4 & 6 \\ 3 & 11 \\ 6 & 8 \\ 2 & 14\end{array}\right] \quad, \quad M *=\left[\begin{array}{ll}11 & 12 \\ 21 & 22 \\ 31 & 32 \\ 41 & 42 \\ 51 & 52 \\ 61 & 62\end{array}\right]$
Applying the above algorithm step by step, computations are carried out.

Step 1: Arrange the above processing time matrix as follows:

| $\mathbf{j}$ | $\mathbf{t}_{\mathbf{j} 1}$ | ${ }^{\mathbf{t}}{ }_{\mathbf{j} 2}$ |
| :--- | ---: | ---: |
| $\mathbf{1}$ | 6 | 7 |
| 2 | 12 | 2 |
| 3 | 4 | 6 |
| 4 | 3 | 11 |
| 5 | 6 | 8 |
| 6 | 2 | 14 |

Step 2: The minimum processing time is 2 units for job 6 on machinc 1 and job 2 on machine 2. Thereforc, job 6 is scheduled Eirst on machine 1 , and job 2 is scheduled last on machine 2.

Step 3: Jobs 6 and 2 are crossed off.
Repeating step 2 on the rcduced set of processing times, the optimal sequence $\left\{\begin{array}{llllll}6 & 4 & 3 & 1 & 5\end{array}\right\}$ is obtained. The schedule time is obtained as 50. This may be shown in the Gantt Chart, Figure 2.1.


Figure 2.1 Gantt Chart for a Flow Shop Problem of Size ( $6 \times 2$ ).

The above algorithm has been extended for a special case of three machines problem when the inequality

$$
\min \left[t_{j_{x} 1}\right] \geq \max \left[t_{j_{x}}\right]
$$

or

$$
\min \left[t_{j_{x}}\right] \geq \max \left[t_{j_{x}}\right]
$$

holds, a solution similar to that of the two machines problem can be found. Again, two lemmas and one theorcm supporting the algorithm for this special case are presented below without proof, For their proofs, see Appendix A.

Lemma 3: An optimal sequence can be reached if the same ordering is assumed for all the jobs.

Theorem 2: An optimal sequence is given by the following rule:

The job $j_{x}$ precedes the job $j_{x+1}$ if


$$
\begin{equation*}
<\min \left[t_{j_{x+1}} 1^{+t_{j+1}}{ }^{2}, t_{j_{x}}+t_{j_{x}}\right] \tag{2.2}
\end{equation*}
$$

In case of an equality cither job is permissible.
Lemma 4: The inequality (2.2) is transitive.
In this special case, the proccssing times of the three machines are reduccd to that of a two machines problem such that

$$
t_{j_{x}} \text { is replaced by }\left(t_{j_{x}}+t_{j_{x}}\right)
$$

and

$$
t_{j_{x}} \text { is replaced by }\left(t_{j_{x}}+t_{j_{x}}\right)
$$

A sample problem of six jobs and three machines is presented below to illustrate the algorithm. The processing time and machine ordering matrices are:
$\tau^{*}=\left[\begin{array}{rrr}4 & 5 & 8 \\ 9 & 6 & 10 \\ 8 & 2 & 6 \\ 6 & 3 & 7 \\ 5 & 4 & 11 \\ 7 & 3 & 6\end{array}\right] \quad M^{*}=\left[\begin{array}{lll}11 & 12 & 13 \\ 21 & 22 & 23 \\ 31 & 32 & 33 \\ 41 & 42 & 43 \\ 51 & 52 & 53 \\ 61 & 62 & 63\end{array}\right]$
From the above processing time matrix

$$
\begin{aligned}
& \min \left[t_{j_{x} 1}\right]=4 \\
& \max \left[t_{j_{x}}\right]=6
\end{aligned}
$$

and

$$
\min \left[t_{j_{x}}\right]=6
$$

 Hence, the three machincs problcm can be rcduced to an cquivalent two machincs problem. The processing times of this reduced problem are $\left(t_{j_{x}}+t_{j_{x}}\right)$ and $\left(t_{j_{x}}+t_{j_{x}}\right)$.

Now, applying the above algorithm, the processing times are arranged as follows:

| j | $\left(t_{j_{x}{ }^{1}}+t_{j_{x_{2}}}\right)$ | $\left(t_{j_{x}{ }^{2}}+t_{j_{x}{ }^{3}}\right)$ |
| :---: | :---: | :---: |
| 1 | 9 | 13 |
| 2 | 15 | 16 |
| 3 | 10 | 8 |
| 4 | 9 | 10 |
| 5 | 9 | 15 |
| 6 | 10 | 9 |

Proceeding step by step as described in solving the two machincs problem the optimal sequence is \{1 45263$\}$ with schcdule time of 57. This may be shown in Gantt Chart, Figurc 2.2.


Figure 2.2 Gantt Chart for a Flow Shop Problcm of Size $6 \times 3$

### 2.2 Extended Direct Technique

Dudek and Teuton (30) have developed an algorithm for solving the flow shop problem of J jobs and Machines. This algorithm is an extension to that of Johnson (63). Therefore, it is referred to as Extended Direct Technique.

In this technique, the first $x-1$ sequence-positions are assumed to be filled. The scquence-position $x$ has to be filled. However, in solving a new problem, therc are no presequences. To fill the sequence-position $x$, two partial sequences $S_{1}$ and $S_{2}$ are compared by $M-1$ conditions discussed later. These two partial sequences differ in sequence-positions $x$ and $x+1$ as shown bclow:

$$
\begin{aligned}
& s_{1}=\left\{j_{1}, j_{2}, \cdots, j_{x-1}, j_{x}, j_{x+1}\right\} \\
& s_{2}=\left\{j_{1}, j_{2}, \ldots, j_{x-1}, j_{x+1}, j_{x}\right\}
\end{aligned}
$$

The decision rule for scheduling is that the job in the sequenceposition $x$ will precede the job in the sequence-position $x+1$ if M-1 conditions are satisfied.

It has been claimed that this algorithm would generate an optimal solution, but Karush (65) has developed a counterexample. The reason is that in the partial sequence $S_{2}$, job $j_{x+1}$ is necessarily followed by job $j_{x}$. This does not consider the case where, in an optimal sequence, $j o b j_{x+1}$ is followed by a job other than $\mathrm{J}_{\mathrm{x}}$. Because of this difficulty, the basic algorithm has bcen modified by $S m i t h$ and Dudek (105). It consists of comparing the two partial sequences $S_{1}$ and $S_{3}$ :

$$
\begin{aligned}
& s_{1}=\left\{j_{1}, j_{2}, \ldots, j_{x-1}, j_{x}, j_{x+1}\right\} \\
& s_{3}=\left\{j_{1}, j_{2}, \ldots, j_{x-1}, j_{x+1}\right\}
\end{aligned}
$$

As in the basic algorithm, $x-1$ sequence-positions are assumed to be filled. However, $S_{3}$ has one less job in the sequence. Hence, $j$ ob $j_{x+1}$ is not necessarily followed by $j$ ob $j_{x}$ but, that position is open for any of the unscheduled jobs $\mathbf{j}_{\mathbf{x}}, \mathbf{j}_{\mathrm{x}+2}, \ldots, \mathbf{j}_{J}$. This modified approach guarantees an optimal solution. The following notation is considered:
s a presequence consisting of $x-1$ scheduled jobs
$a_{1}, a_{2}$ jobs competing for the sequence-position $x$ and are taken from the unscheduled subset.

I( $\mathrm{m}, \mathrm{s}$ ) idle time on machine $m$ through all jobs included in the presequence s.

In order to facilitate the description of the algorithm, some definitions are considered:

1. Candidate sequences are those partial sequences generated through any sequence-position except the 1ast.
2. Dominated jobs are those jobs eliminated from consideration as a possible candidate for a sequenceposition.
3. Dominated sequences are the partial sequences eliminated from consideration.
4. A candidate set of jobs are those jobs which 4.1 are not in the presequence 4.2 have not been dominated

## 4.3 have not been used for dominance check.

The algorithm is based on two dominance checks: one is for a job and the other is for a sequence. Dominance of a job or a sequence is checked by $\mathrm{M}-1$ conditions such that

$$
\begin{align*}
& n\left(n, s a_{2}\right) \geq \max \left[H\left(m, s a_{1}\right), H\left(m, s a_{1} a_{2}\right)\right],  \tag{2.3}\\
& m=2,3, \ldots, M
\end{align*}
$$

where

$$
\begin{align*}
& H\left(m, s a_{2}\right)=K\left(m, s a_{2}\right)+\sum_{j \in s} t_{j n i n}-\sum_{j \in s} t_{j I},  \tag{2.4}\\
& \mathrm{~m}=2,3, \ldots, M \\
& H\left(m, s a_{1}\right)=K\left(n, s a_{1}\right)+\sum_{j \varepsilon s}^{\Sigma} t_{j m}-\sum_{j \varepsilon s}^{\Sigma} t_{j 1}  \tag{2.5}\\
& \mathrm{~m}=2,3, \ldots, \mathrm{M} \\
& H\left(m, s a_{1} a_{2}\right)=K\left(m, s a_{1} a_{2}\right)+\underset{j \in s}{\sum_{j m}-\sum_{j \varepsilon s}^{j} t_{j 1}, ~}  \tag{2.6}\\
& \mathrm{~m}=2,3, \ldots, \mathrm{M}
\end{align*}
$$

and

$$
\begin{align*}
K\left(m, s a_{1}\right)= & \underset{j \varepsilon s a_{1}}{\Sigma} t_{j, m-1}-\underset{j \varepsilon s}{\Sigma} t_{j m}+ \\
& \max \left[I(m-1, s), K\left(m-1, s a_{1}\right)\right]  \tag{2.7}\\
& m=2,3, \ldots, M
\end{align*}
$$

Note that $K\left(0, s a_{1}\right)=I\left(0, s a_{1}\right)=0$.
The expressions (2.4), (2.5), and (2.6) may be simplified
for computational purposes as follows:

$$
\begin{aligned}
H\left(m, s a_{2}\right)= & \underset{j \varepsilon s}{\Sigma} t_{j, m-1}+t_{a_{2} m-1}-\underset{j \varepsilon s}{\Sigma} t_{j m}+ \\
& \max \left[I(m-1, s), K\left(m, s a_{2}\right)\right] \\
= & \sum_{j \varepsilon s}^{\Sigma} t_{j, m-1}+t_{a_{2} m-1}-\sum_{j \varepsilon s}^{\Sigma} t_{j m}+ \\
& \max [R(m-1, s), \\
& \quad \sum_{j \in s}^{\Sigma} t_{\left.\left.j, m-1, s a_{2}\right)\right]-}+\sum_{j \varepsilon s} t_{j 1}
\end{aligned}
$$

$$
\begin{align*}
& =t_{a_{2} m-1}+\max \left[R(m-1, s), H\left(m-1, s a_{2}\right)\right]  \tag{2.8}\\
& \\
& \quad m=2,3, \ldots, M .
\end{align*}
$$

Similarly,

$$
\begin{align*}
H\left(m, s a_{1}\right)= & t_{a_{1} m-1}+\max [R(m-1, s),
\end{aligned} \quad \begin{aligned}
& \left.H\left(m-1, s a_{1}\right)\right]  \tag{2.9}\\
& m=2,3, \ldots, M
\end{align*}
$$

and

$$
\begin{align*}
& H\left(m, s a_{1} a_{2}\right)= t_{a_{1} m-1}+t_{a_{2} m-1}-t_{a_{1} m}+ \\
& \max \left[R(m-1, s), H\left(m-1, s a_{1}, H\left(m-1, s a_{1} a_{2}\right)\right]\right.  \tag{2.10}\\
& m=2,3, \ldots, M
\end{align*}
$$

where

$$
\begin{equation*}
R\left(m, s a_{1}\right)=I\left(m, s a_{1}\right)+\sum_{j \varepsilon s} t_{j m}-\sum_{j \varepsilon s} t_{j 1}, m=2,3, \ldots, M \tag{2.11}
\end{equation*}
$$

For simplicity, the $M-1$ conditions appearing in (2.3),
may now be expressed in terms of processing times.

## Condition 1:

$$
\begin{equation*}
H\left(2, s a_{2}\right) \geq \max \left[H\left(2, s a_{1}\right), H\left(2, s a_{1} a_{2}\right)\right], \tag{2.12}
\end{equation*}
$$

or

$$
\begin{equation*}
t_{a_{2}} 1 \geq \max \left[t_{a_{1}} 1,\left(t_{a_{1} 1}+t_{a_{2}}-t_{a_{1}}\right)\right] \tag{2.13}
\end{equation*}
$$

which is obtained by substituting

$$
\begin{aligned}
H\left(2, s a_{2}\right) & =k\left(2, s a_{2}\right)+\sum_{j \varepsilon s}^{\Sigma} t_{j 2}-\sum_{j \varepsilon s}^{q} t_{j 1} \\
& =\sum_{j \varepsilon s} t_{j 1}+t_{a_{2} 1}-\underset{j \varepsilon s}{\Sigma} t_{j 2}+\underset{j \varepsilon s}{\Sigma} t_{j 2}-\underset{j \varepsilon s}{\Sigma} t_{j 1} \\
& =t_{a_{2} 1} .
\end{aligned}
$$

Similarly,

$$
H\left(2, s a_{1}\right)=t_{a_{1}} 1
$$

and

$$
H\left(2, s a_{1} a_{2}\right)=t_{a_{1} 1}+t_{a_{2}}-t_{a_{1}} .
$$

Each of conditions 2 through $M-1$ may be expressed in terms of the previous condition as follows:

## Condition 2:

$$
H\left(3, s a_{2}\right) \geq \max \left[H\left(3, s a_{1}\right), H\left(3, s a_{1} a_{2}\right)\right]
$$

or

$$
\begin{align*}
& t_{a_{2}}+\max \left[R(2, s), H\left(2, s a_{2}\right)\right] \\
& \geq \max \left\{t_{a_{1}}{ }^{+} \max \left[R(2, s), H\left(2, s a_{1}\right)\right], t_{a_{1}}{ }^{+}\right. \\
& t_{a_{2}}{ }^{-t}{ }^{-}{ }_{1} 3^{+\max [R(2, s),} \mathrm{H}\left(2, s a_{1}\right), \\
& \left.\left.H\left(2, s a_{1} a_{2}\right)\right]\right\} \tag{2.14}
\end{align*}
$$

Similarly, the other conditions may be obtained. However, the last condition will appear as follows:

Condition M-1:

$$
H\left(M, s a_{2}\right) \geq \max \left[H\left(M, s a_{1}\right), H\left(M, s a_{1} a_{2}\right)\right]
$$

or

$$
\begin{align*}
t_{a_{2} M-1}+ & \max \left[R(m-1, s), H\left(m-1, s a_{2}\right)\right] \\
\geq & \max \left\{t_{a_{1} M-1}+\max \left[R(M-1, s), H\left(M-1, s a_{1}\right)\right], t_{a_{1} M-1}+\right. \\
& t_{a_{2} M-1}-t a_{1} M+\max \left[R(M-1, s), H\left(M-1, s a_{1}\right),\right. \\
& \left.\left.H\left(M-1, s a_{1} a_{2}\right)\right]\right\} \tag{2.15}
\end{align*}
$$

The algorithm may now be summarized in the following steps.
Step 1: Calculate $R(m, s)$ for the presequence. such that

$$
R(m, s)=I\left(m, s a_{1}\right)+\sum_{j \in s}^{\Sigma} t_{j m}-\sum_{j \in s} t_{j 1}, m=2,3, \ldots M
$$

Step 2: Select job $a_{1}$ from the unscheduled subset of jobs, such that

$$
{ }^{t_{a_{1}}} \text { is } \min _{j \neq 5}\left[t_{j 1}\right]
$$

Step 3: Check $\mathrm{ta}_{1}{ }^{\prime}$ :

$$
\begin{aligned}
& \text { 3.1 if } t_{a_{1} 2} \geq t_{a_{1} 1} \text {, condition } 1 \text { is satisfied. Go } \\
& \text { to step 4. } \\
& 3.2 \text { if } t_{a_{1} 2}<t_{a_{1} 2} \text {, go to step } 7 \text {. }
\end{aligned}
$$

Step 4: Select other job $a_{2}$ from the unscheduled subset and check conditions 2 through $\mathrm{M}-1$ such that $H\left(m, s a_{2}\right) \geq \max \left[H\left(m, s a_{1}\right), H\left(m, s a_{1} a_{2}\right)\right]$, $\mathrm{m}=2,3, \ldots, \mathrm{M}$
4.1 if all conditions are satisfied job $a_{2}$ is dominated, go to step 5.
4.2 if one condition is not satisfied, stop checking further and retain job $a_{2}$ in the candidate subset.
Step 5: Repeat step 4 on all other jobs as job $a_{2}$ in the candidate subset.

Step 6: Repeat step 2 for all jobs in the candidate subset using each other job as $a_{1}$.
Step 7: If more than one presequence exists, repeat steps 1 through 7 for each of these presequences.

Step 8: Develop candidate sequences, those partial sequences generated through any sequence-position except the $\mathrm{J}-1$, by placing each undominated job in the sequence-position
$x$, and arrangc the sequences that are permutations of the same jobs as $s_{1}, s_{2}, \ldots, s_{k}$.
Step 9: Calculate $I\left(m, s_{i}\right)$,

$$
\begin{aligned}
& m=2,3, \ldots ., M \\
& i=1, \\
& i, \ldots,
\end{aligned}
$$

Stcp 10: Check the following inequality:
$\mathrm{I}\left(\mathrm{m}, \mathrm{s}_{1}\right) \leq \mathrm{I}\left(\mathrm{m}, \mathrm{s}_{2}\right), \quad \mathrm{m}=2,3, \ldots, \mathrm{M}$.
10.1 If it is satisfied for all m, this means that scquence $s_{2}$ is dominated. Go to step 11 .
10.2 If it is not satisfied for all $m$, this indicates that the sequcncc $s_{1}$ is dominated. Co to step 12.
10.3 If it is satisfied for only some m, neither sequence $s_{1}$ or $s_{2}$ is dominated. Go to step 11 .

Step 11: Repeat step 10 using sequences $s_{3}$ through $s_{k}$ in place of $s_{2}$.

Step 12: Repeat step 10 using the next sequence that has not been dominated in place of $\mathrm{s}_{1}$.

Step 13: Repeat steps 1 through 12 until the first J-2 sequence positions are filled.

Step 14: For each candidate sequence, compare $X\left(M, s a_{1} a_{2}\right)$ and $I\left(M, s a_{2} a_{1}\right)$.
14.1 If $\mathrm{X}\left(\mathrm{M}, \mathrm{sa}{ }_{1} \mathrm{a}_{2}<I\left(\mathrm{M}, \mathrm{sa} \mathrm{a}_{2} \mathrm{a}_{1}\right)\right.$ then, the sequence $s a_{1} a_{2}$ is feasible.
14.2 If $\mathrm{X}\left(\mathrm{M}, \mathrm{sa} \mathrm{a}_{1} \mathrm{a}_{2}>\mathrm{I}\left(\mathrm{M}, \mathrm{sa} \mathrm{a}_{2} \mathrm{a}_{1}\right)\right.$ then, the sequence $s a_{2} a_{1}$ is feasible.

Step 15: Select the sequance(s) from the set of feasible sequences that has the minimum schedule time $T *$. This is one of the optimal sequences.

A sample flow shop problem of six jobs and three machines is solved to illustrate the technique. The processing time and machine ordering matrices are:

$$
\tau^{*}=\left[\begin{array}{rrr}
6 & 7 & 3 \\
12 & 2 & 3 \\
4 & 6 & 8 \\
3 & 11 & 7 \\
6 & 8 & 10 \\
2 & 14 & 12
\end{array}\right] \quad, \quad M *=\left[\begin{array}{lll}
11 & 12 & 13 \\
21 & 22 & 23 \\
31 & 32 & 33 \\
41 & 42 & 43 \\
51 & 52 & 53 \\
61 & 62 & 63
\end{array}\right]
$$

The number of conditions for job and sequence dominance checks is M-1 or 2.

Condition 1:

$$
t_{a_{2} 1} \geq \max \left[t_{a_{1} 1},\left(t_{a_{1} 1}+t_{a_{2} 1}-t_{a_{1}}\right)\right]
$$

Condition 2:

$$
\begin{aligned}
& t_{a_{2} 2}+\max \left[R(2, s), t_{a_{2} 1}\right] \geq \max \left\{t_{a_{1} 2}+\max \left[R(2, s), t_{a_{1} 1}\right]\right. \\
& \left.t_{a_{1} 2}+t_{a_{2} 2}-t_{a_{1} 3}+\max \left[R(2, s), t_{a_{1} 1}, t_{a_{1} 1}+t_{a_{2} 1}-t_{a_{1}}\right]\right\}
\end{aligned}
$$

The presequence is empty. Therefore $R(2, s)=0$
min. $t_{j 1}$ is $=2$ for job 6. Hence $a_{1}=6$. Now, as $t_{62}>\mathrm{t}_{61}$, condition 1 is satisfied. According to step 3.1 , condition 2 remains to be checked for job 6 versus each of the remaining jobs. Considering $a_{2}=1$ according to step 4 and checking job 6

- versus job 1.


## Condition 2:

$$
\begin{aligned}
& 7+\max [06] \geq \max \{14+\max [02] ; 14+7-12+ \\
& \left.\max \left[\begin{array}{lll}
0 & 2 & 2+6-14
\end{array}\right]\right\}
\end{aligned}
$$

or

$$
13 \geq \max \left[\begin{array}{ll}
16 & 11
\end{array}\right]
$$

This condition is not satisficd for job 6 versus job 1 . Therefore, check job 6 versus job 2 .

Condition 2:

$$
\begin{gathered}
2+\max \left[\begin{array}{ll}
0 & 12
\end{array}\right] \geq \max \left\{14+\max \left[\begin{array}{ll}
0 & 2
\end{array}\right] ; 14+2-12+\right. \\
\left.\max \left[\begin{array}{ll}
0 & 2
\end{array}+12-14\right]\right\}
\end{gathered}
$$

or

$$
14 \geq \max \left[\begin{array}{ll}
16 & 8
\end{array}\right]
$$

This condition is also not satisfied for job 6 versus job 2. Therefore, check job 6 versus job 3 .

Condition 2:

$$
\begin{aligned}
& 6+\max [04] \geq \max \{14+\max [02] ; 14+6-12+ \\
& \left.\left.\quad \max \left[\begin{array}{ll}
0 & 2
\end{array}\right]+4-14\right]\right\}
\end{aligned}
$$

or

$$
10 \geq \max \left[\begin{array}{ll}
16 & 10
\end{array}\right]
$$

This also is not satisfied. Thus, check job 6 versus job 4:
Condition 2:

$$
\begin{aligned}
& 11+\max \left[\begin{array}{ll}
0 & 3
\end{array}\right] \geq \max \left\{14+\max \left[\begin{array}{ll}
0 & 2
\end{array}\right] ; 14+11-12+\right. \\
& \left.\quad \max \left[\begin{array}{lll}
0 & 2 & 2+3-14
\end{array}\right]\right\}
\end{aligned}
$$

or

$$
14 \geq \max \left[\begin{array}{ll}
16 & 15
\end{array}\right]
$$

This condition is not satisfied for job 6 versus job 4. Therefore, check job 6 versus job 5 .

Condition 2:

$$
\begin{aligned}
& 8+\max \left[\begin{array}{ll}
0 & 6
\end{array}\right] \geq \max \left\{14+\max \left[\begin{array}{ll}
0 & 2
\end{array}\right] ; 14+8-12+\right. \\
& \left.\quad \max \left[\begin{array}{ll}
0 & 2
\end{array}+6-14\right]\right\}
\end{aligned}
$$

or

$$
14 \geq \max \left[\begin{array}{ll}
16 & 12
\end{array}\right]
$$

It is also not satisfied.
At this point, as none of the conditions are satisfied, all jobs are still candidates for sequence-position 1 . Hence, we repeat step 2 such that for job 4

$$
\min \left[t_{j 1}\right]=3
$$

Hence $a_{1}=4$. Again, as $t_{42}>t_{41}$, condition 1 is satisfied; and condition 2 remains to be checked for job 4 versus each of the remaining jois for sequence-position 1 . Repeating the above procedure, the results are summarized below.


Again, none of the conditions are satisfied. This means that job $\dot{4}$ does not dominate any job for first sequence-position.

Returning to step 2, next job to be checked for first sequence-position is job 3. As $t_{32}>t_{31}$, condition 1 is satisfied. Checking condition 2 for job 3 versus all jobs in succession, the results are summarized below.


Job 3 dominates all jobs for first sequence position. At this foint, sequence dominance check cannot be made as the presequence is empry. To fill the second sequence-position, steps 1 and 2 are repeated.

Now, the presequence, $s=\{3\}$. From equation (2.11)

$$
\begin{aligned}
R(2,3) & =I(2,3)+t_{32}-t_{31} \\
& =t_{31}+t_{32}-t_{31}
\end{aligned}
$$

or

$$
\begin{aligned}
R(2,3) & =4+6-4 \\
& =6 .
\end{aligned}
$$

Excluding job 3 from consideration,

$$
\min _{j}\left[t_{j 1}\right]=2, \quad j \neq 3
$$

for job 6. As $t_{62}>t_{61}$, condition 1 is satisfied. Job 6 is to be checked against jobs 1, 2, 4, and 5 for dominance. Check first job 6 versus job 1.

## Condition 2:

$$
\begin{gathered}
7+\max \left[\begin{array}{ll}
6 & 6
\end{array}\right] \geq \max \{14+\max [62] ; 14+7-12]+ \\
\left.\max \left[\begin{array}{ll}
622+6-14
\end{array}\right]\right\}
\end{gathered}
$$

or

$$
13 \geq \max \left[\begin{array}{ll}
20 & 15
\end{array}\right]
$$

This is not satisfied. Check job 6 versus job 2.

## Condition 2:

$$
\begin{gathered}
2+\max \left[\begin{array}{ll}
6 & 12
\end{array}\right] \geq \max \{14+\max [62] ; 4+2-12+ \\
\left.\max \left[\begin{array}{ll}
6 & 2+12-14
\end{array}\right]\right\}
\end{gathered}
$$

or

$$
14 \geq \max \left[\begin{array}{ll}
20 & 10
\end{array}\right]
$$

This is not satisfied. Check job 6 versus job 4. Condition 2:

$$
\left.\begin{array}{c}
11+\max \left[\begin{array}{ll}
6 & 3
\end{array}\right] \geq \max \left\{14+\max \left[\begin{array}{ll}
6 & 2
\end{array}\right] ; 14+11-12+\right. \\
\max [6 \quad 222+3-14
\end{array}\right]
$$

or

$$
17 \geq \max \left[\begin{array}{ll}
20 & 19
\end{array}\right]
$$

This is not satisfied. Check job 6 versus job 5. Condition 2:

```
8 + max[6 6] \geq max[14 + max[6 2]; 14 + 8 - 12 +
    max{6 2 2 + 6 - 4]}
```

or

$$
14 \geq \max \left[\begin{array}{ll}
20 & 16
\end{array}\right]
$$

This is also not satisfied. Job 6 does not dominate. Hence, as before, job 4 is selected. As $t_{41}>t_{42}$ condition 1 is satisfied. For condition 2 , the results are summarized as below.

| Job 4 versus job $\mathbf{j}$ | Condition 2 | Result |
| :---: | :---: | :---: |
| 4 vs. 1 | $13 \geq \max \left[\begin{array}{ll}17 & 17\end{array}\right]$ | Not satisfied. |
| 4 vs. 2 | $14 \geq \max \left[\begin{array}{ll}17 & 12\end{array}\right]$ | Not satisfied. |
| 4 vs. 5 | $14 \geq \max [17$ 18] | Not satisfied. |
| 4 vs. 6 | $20 \geq \max [17$ 24] | Not satisfied. |

As none are satisfied, following step 6 , the next jobs are 1 and 5, each with processing time of 6. Both the jobs compete for sequence-position 2. Dominance checks will be made for both jobs. Selecting first job 1 , condition 1 is satisfied as
$t_{12}>{ }^{t_{11}}$. Summarizing the results for job 1 against jobs 2,4 , 5, and 6 for condition 2 , we obtain,

Job 1 versus job $j$ Condition 2

Result
1 vs. 2
$14 \geq \max \left[\begin{array}{ll}13 & 17\end{array}\right]$
1 vs. 4
1 vs. 5
$17 \geq \max \left[\begin{array}{ll}13 & 21\end{array}\right]$
$14 \geq \max \left[\begin{array}{ll}13 & 18\end{array}\right]$
1 vs. 6
$20 \geq \max \left[\begin{array}{ll}13 & 24\end{array}\right]$
Not satisfied. Not satisfied. Not satisfied. Not satisfied.

Job 1 does not dominate over any of the jobs $2,4,5$, and 6. Selecting job 5 , condition 1 is satisfied as $t_{52}>t_{51}$. Summarizing the results for job 5 against jobs $1,2,4$, and 6 , for condition 2 , we get

Job 5 versus job $\mathbf{j}$ Condition 2

| 5 vs. 1 | $13 \geq \max \left[\begin{array}{ll}13 & 11\end{array}\right]$ | Satisfied. |
| :--- | :--- | :--- | :--- |
| 5 vs. 2 | $14 \geq \max \left[\begin{array}{ll}14 & 10\end{array}\right]$ | Satisfied. |
| 5 vs. 4 | $17 \geq \max \left[\begin{array}{ll}14 & 15\end{array}\right]$ | Satisfied. |
| 5 vs. 6 | $20 \geq \max \left[\begin{array}{ll}14 & 18\end{array}\right]$ | Satisfied. |

As condition 2 is satisfied for all jobs, job 5 dominates the second sequence-position.

Following step 8 , the candidate sequences are.

$$
s_{1}=35 \text { and } \quad s_{2}=53
$$

$I\left(m, s_{i}\right), i=1,2$, are now calculated for machines 2 and 3 such that

$$
\begin{aligned}
I(2,35) & =t_{31} \\
& =4, \\
I(3,35) & =t_{31}+t_{32}
\end{aligned}
$$

$$
\begin{aligned}
& =4+6 \\
& =10, \\
I(2,53) & =t_{51} \\
& =6,
\end{aligned}
$$

and

$$
\begin{aligned}
I(3,53) & =t_{51}+t_{52} \\
& =6+8 \\
& =14 .
\end{aligned}
$$

It is observed that

$$
I\left(m, s_{1}\right)<I\left(m, s_{2}\right), \quad m=2,3
$$

Hence, according to step 10.1 , the partial sequence $s_{1}$ dominates the partial scquence $s_{2}$.

At this point, the partial sequence is $s=\{35\}$. Following the step 13 , the steps 1 through 12 are repeated till the first four scquence-positions are filled. The candidate sequences obtained are
$\left\{\begin{array}{lll}3 & 5 & 6\end{array}\right\}$,
$\{3541\}$,
$\left\{\begin{array}{llll}3 & 5 & 1 & 2\end{array}\right\}$,
$\left\{\begin{array}{llll}3 & 5 & 1\end{array}\right.$,
\{3 5662$\}$,
$\left\{\begin{array}{llll}3 & 5 & 4 & 2\end{array}\right.$.

Following the step 14 , the $i d i c$ times on machine $M, I\left(M, s a_{1} a_{2}\right)$, may be obtained by drawing Gantt Charts.

The Gantt Chart for the sequence $\left\{\begin{array}{lllllll}3 & 5 & 6 & 4 & 2 & 1\end{array}\right\}$ is given in Figurc 2.3 and $I(3,35621)$ is 14 . Repeating this step, the following undominated sequences may be optimal.

$$
\left.\left.\begin{array}{lllllllll}
\{ & 5 & 6 & 4 & 1 & 2
\end{array}\right\}, \begin{array}{llllll}
3 & 5 & 6 & 4 & 2 & 1
\end{array}\right\},
$$


$m=3$


Figure 2.3 Gantt Chart for a Flow Shop Problem of Size (6×3)

The processing times of jobs 6 and 4 on machine lare less than that of job 3. Hence, jobs 6 and 4 are candidates for the sequence-position 1. Repeating steps 1 through l5 by placing jobs 6 and 4 in the first sequence-position, some more undominated sequences are obtained.

According to step 15, the sequence(s) with minimum schedule time are the optimal sequence(s). Referring to Table 2.l, the sequence numbers 1,2 , and 5 are optimal with schedule time of 57 .

$$
\text { Table } 2.1
$$

Table of Feasible Scquences

| Sequence Number | Sequence |  |  |  | Schedule Time |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 5 | 6 | 4 | 1 | 2 |  |
| 2 | 3 | 5 | 6 | 4 | 2 | 1 | 57 |
| 3 | 3 | 5 | 1 | 2 | 6 | 4 | 57 |
| 4 | 3 | 5 | 6 | 1 | 2 | 4 | 63 |
| 5 | 3 | 5 | 6 | 2 | 4 | 1 | 59 |
| 6 | 3 | 5 | 4 | 2 | 6 | 1 | 57 |
| 7 | 3 | 5 | 4 | 1 | 2 | 6 | 60 |
| 8 | 4 | 3 | 1 | 2 | 5 | 6 | 64 |
| 9 | 4 | 3 | 5 | 1 | 2 | 6 | 65 |
| 10 | 4 | 3 | 5 | 2 | 6 | 1 | 63 |
| 11 | 6 | 4 | 3 | 1 | 2 | 5 | 59 |
| 12 | 6 | 3 | 1 | 5 | 2 | 4 | 60 |
| 13 | 6 | 3 | 5 | 2 | 1 | 4 | 59 |
| 14 | 6 | 4 | 3 | 5 | 1 | 2 | 59 |
| 15 | 6 | 4 | 3 | 2 | 5 | 1 | 59 |
| 16 | 6 | 3 | 1 | 2 | 5 | 4 | 59 |

The number of sequences generated by the algorithm is 16. The algorithm guarantees an optimal solution. However, it should be noted that the procedure involves an excessive amount of computation,
2. 3 Branch-and-Bound Technique

The Branch-and-Bound technique which is used to solve the flow shop scheduling problem of $J$ jobs and Machines has been originally developed by Little, et. al. (73) for solving the travelling salesman problcm. Ignall and Schrage (56) have
applied the above technique to flow shop problen consisting of two and three machines and up to nine jobs. Lomnicki (74) has applied this technique to a three machine problem and later, Brown and Lomnicki (20) have extendcd it $t o f l o w ~ s h o p ~ p r o b l e m s ~$ having arbitrary number of machines.

The concept of this technique is that the solution may be found by taking the set of feasible sequences, splitting it up into disjoint suisets, finding the lower bound on the objective function for each subsct with the smallest lower bound. This technique may best bc described by a tree which is referred to as a scheduling tree. It consists of nodes, each of which represents partial or complete sequence of jobs. The tree starts with the node "ALL" which will be referred to as level 0 in the scheduling tree, Figure 2.4. Level 1 consists of J nodes, each of which has one job. Further, the node(s) which have the least lower bound (s) are branched into $\mathrm{J}-1$ nodes of level 2 . Each of thesc J-1 nodes consists of a sequence of two jobs. As one moves down the scheduling tree, the number of nodes decreases by one at each level, and the number of jobs in each node increases by one. The labelling of lower bounds at each of the nodes helps identify the node(s) with least lower bound(s) and to discard those with higher lower bounds. The lower bound cannot bc decreased as one moves down the tree. The maximum number of nodes to be explored is $J+J(J-1)+J(J-1)(J-2)+\ldots+J!$ However the algorithm requires the exploration of at least $J+(J-1)+$ $(\mathrm{J}-2)+\ldots+2$ nodes and may be more in most of the cases.

Lomnicki (74) has defined lower bound for the node $n$ on machine mas,

$$
\begin{equation*}
g_{n}^{m}=c_{n}^{m}+\sum_{\substack{j^{\prime}=1, j^{\prime} \neq n}}^{J} t_{j^{\prime} m}+\min _{j^{\prime}} \sum_{m^{\prime}=m+1}^{M} t_{j m \prime}, \underset{m=1,2, \ldots, J,}{j}, \ldots, M, \tag{2,16}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{n}^{M}=c_{n}^{M}+\sum_{\substack{j^{\prime}=1 \\ j^{\prime} \neq n}}^{J} t_{j^{\prime} m} \tag{2,17}
\end{equation*}
$$

where the first term on right hand side of equation (2.16) is the completion time of the sequence of a numer of jobs represented by node $n$ on machine $m$; the second term is the processing time for the remaining jobs on the machine $m$; and the third term is the minimum processing time to process the last job on the remaining machines.

The algorithm may now be stated as follows:
Step 1: Let $L=1$.
Step 2: Calculate the lower bounds at level $L$, for all nodes on all machines such that
and

$$
g_{n}^{M}=c_{n}^{M}+\sum_{\substack{j^{\prime}=1 \\ j^{\prime} \neq n}}^{J} t_{j^{\prime} m}
$$

where $c_{n}^{m}$ is the completion time of the partial sequence, $n$ on machine m.

Step 3: Find $g_{n}$ for each node such that
$g_{n}=\max \left[g_{n}^{1}, g_{n}^{2}, \ldots, g_{n}^{M}\right] \quad$.

Step 4: Find the nodes which have g* such that
$g^{*}=\min _{\mathrm{n}}\left[\mathrm{g}_{\mathrm{n}}\right]$.
Step 5: If $L=1$ go to step 6. Otherwise, check the lower. bounds.
5.1 If $\mathrm{g}^{*}$ 's arc greater than that of the branched node, terminate search in this direction. Branch at the node which has the second iowest lower bound. Go to step 2.
5.2 If $\mathrm{g}^{\prime \prime}$ 's are not greater than that of the branched node, go to step 6.

Step 6: Branch off at the nodes whict have $\mathrm{g}^{*}$. Stcp 7: Check L.

$$
\begin{aligned}
& \text { 7.1 If } L \leq J-1 \text {, let } L=L+1 \text { and go to step } 2 \text {. } \\
& 7.2 \text { If } L>J-1 \text {, go to stcp } 8 \text {. }
\end{aligned}
$$

Step 8: Select the node which represcnts the minimum $8^{*}$. This is the schedule titue of the optimal sequence shown in the node.

To illustrate the above algorithm, the same problem presented in subsection 2.2 is solved. For convenience, the processing time and machine ordering matrices of this problem are reproduced below:

$$
\tau^{*}=\left[\begin{array}{rcr}
6 & 7 & 3 \\
12 & 2 & 3 \\
4 & 6 & 8 \\
3 & 11 & 7 \\
6 & 8 & 10 \\
2 & 14 * & 12
\end{array}\right] \quad M *=\left[\begin{array}{lll}
11 & 12 & 13 \\
21 & 22 & 23 \\
31 & 32 & 33 \\
41 & 42 & 43 \\
51 & 52 & 53 \\
61 & 62 & 63
\end{array}\right]
$$

In solving the problem, the steps of the above algorithm are followed.

Following step 2, the lower bounds are found by computing the completion times such that, for node 1 ,

$$
\begin{aligned}
& c_{1}^{1}=t_{11} \\
& c_{1}^{2}=c_{1}^{1}+t_{12}
\end{aligned}
$$

and

$$
c_{1}^{3}=c_{1}^{2}+t_{13} .
$$

or

$$
\begin{aligned}
& c_{1}^{1}=6=6, \\
& c_{1}^{2}=6+7=13,
\end{aligned}
$$

and

$$
c_{1}^{3}=13+3=16
$$

Hence, the lower bounds are computed as follows.

$$
\begin{aligned}
& \mathrm{g}_{1}^{1}=6+(12+4+3+6+2)+\min \left[\begin{array}{lll}
5 & 141818 & 26]=38, \\
\mathrm{~g}_{1}^{2}=13+(2+6+11+8+14)+\min [3871012]=57,
\end{array},\right.
\end{aligned}
$$

and

$$
\varepsilon_{1}^{3}=16+(3+8+7+10+12)
$$

$$
=56
$$

According to step 3 , find $g_{n}$ for each node such that

$$
g_{n}=\max \left[g_{1}^{1}, g_{1}^{2}, g_{1}^{3}\right]
$$

or

$$
\begin{aligned}
g_{n} & =\max \left[\begin{array}{lll}
38 & 57 & 56
\end{array}\right] \\
& =57 .
\end{aligned}
$$

Proceeding as above for nodes $2,3,4,5$ and 6 at level 1 , the results are summarized in $T$ able 2.2 .

Following step 4, the least lower bound is for node 3. As
$L=1$, step 5 has to be skipped and branching is done at node
3. As in step 7, $L$ is increased by 1 and returning to step 1 , completion times of nodes on all three machines are determined at level 2 as follows:

For node 31 ,

$$
\begin{aligned}
& c_{31}^{1}=c_{3}^{1}+t_{11} \\
& c_{31}^{2}=\max \left[c_{31}^{1}, c_{3}^{2}\right]+t_{12},
\end{aligned}
$$

and

$$
c_{31}^{3}=\max \left[c_{31}^{2}, c_{3}^{3}\right]+t_{13},
$$

or

$$
\begin{aligned}
& c_{31}^{1}=4+6 \\
& =10 \\
& c_{31}^{2}=\max [1010]+7=17
\end{aligned}
$$

and

$$
c_{31}^{3}=\max \left[\begin{array}{ll}
17 & 18
\end{array}\right]+3=21
$$

The lower bounds are:

$$
g_{31}^{1}=10+(12+3+6+2)+\min \left[\begin{array}{llll}
5 & 18 & 18 & 26
\end{array}\right]=38,
$$

> Table 2.2
> Table of Lower Bounds
Node Complction Times Lower Bounds

Level 1

| 1 | 6 | 13 | 16 | 38 | 57 | 56 | 57 |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 12 | 14 | 17 | 43 | 63 | 58 | 63 |
| 3 | 4 | 10 | 18 | 38 | 55 | 53 | $55 *$ |
| 4 | 3 | 14 | 21 | 38 | 54 | 57 | 57 |
| 5 | 6 | 14 | 24 | 38 | 57 | 57 | 57 |
| 6 | 2 | 16 | 28 | 38 | 53 | 59 | 54 |

Level 2

| 31 | 10 | 17 | 21 | 38 | 55 | 53 | 55 |
| ---: | ---: | ---: | ---: | ---: | :--- | :--- | :--- |
| 32 | 16 | 18 | 21 | 43 | 61 | 53 | 61 |
| 34 | 7 | 18 | 25 | 38 | 52 | 56,53 | 565 |
| 35 | 10 | 18 | 28 | 38 | 55 | 53 | $55 \%$ |
| 36 | 6 | 20 | 32 | 38 | 51 | 5954 | 59 |

Level 3

| 351 | 16 | 25 | 31 | 38 | 55 | 53 | 55 |
| ---: | :--- | :--- | ---: | :--- | :--- | :--- | :--- |
| 352 | 22 | 24 | 31 | 43 | 59 | 53 | 59 |
| 354 | 13 | 29 | 36 | 38 | 55 | 54 | 55 |
| 356 | 12 | 32 | 44 | 38 | 55 | 57 | $57 \%$ |

Lcvel 4

| 3561 | 18 | 39 | 47 | 38 | 55 | 57 | 57 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3562 | 24 | 34 | 47 | 43 | 55 | 57 | 57 |
| 3564 | 15 | 43 | 51 | 38 | 57 | 54 | $57 *$ |
|  |  |  |  |  |  |  |  |
| 35641 | 21 | 50 | 54 | 38 | 55 | 57 | 57 |
| 35642 | 27 | 45 | 74 | 43 | 55 | 57 | 57 |

* indicates the node at which branching is done to obtain the optimal sequcncc. It should be noted that in following the algorithmsteps the resulting sequence is not optimal. Therefore, one concludes that most of the nodes must bc branched regardless of the value of the lower bound. Figure 2.4 shows most of the branches in the scheduling tree.

FIGURE 2.4 the scheduling tree

$$
\left.g_{31}^{2}=17+(2+11+8+14)+\min \left[\begin{array}{lll}
3 & 7 & 10
\end{array}\right] 2\right]=55
$$

and

$$
g_{31}^{3}=21+(3+7+10+12) \quad=53
$$

For node 32 at level 2 , the completion times are:

$$
\begin{aligned}
& c_{32}^{1}=c_{3}^{1}+t_{21} \\
& c_{32}^{2}=\max \left[c_{32}^{1}, c_{3}^{2}\right]+t_{22}
\end{aligned}
$$

and

$$
c_{32}^{3}=\max \left[c_{32}^{2}, c_{3}^{3}\right]+t_{23},
$$

or

$$
\begin{aligned}
& c_{32}^{1}=4+12=16, \\
& c_{32}^{2}=\max \left[\begin{array}{ll}
16 & 10
\end{array}\right]+2=18,
\end{aligned}
$$

and

$$
c_{32}^{3}=\max [1818]+3=21
$$

The lower bounds are:

$$
\begin{aligned}
& \mathrm{g}_{32}^{1}=16+(6+3+6+2)+\min \left[\begin{array}{lll}
10 & 18 & 18
\end{array} 26\right]=43, \\
& \mathrm{~g}_{32}^{2}=18+(7+11+8+14)+\min \left[\begin{array}{lll}
3 & 7 & 10
\end{array} 12\right]=61,
\end{aligned}
$$

and

$$
\mathrm{g}_{32}^{3}=21+(3+7+10+12) \quad=53
$$

Proceeding as above for remaining nodes under level 2 , the results are summarized in Table 2.2. Here, nodes 31 and 35 both have the same lower bounds of 55. Referring to the scheduling tree, it is observed that branching at the node 31 produced minimum lower
bound of 57 at level 3 . This is greater than that of node 31. Hence, the search in this direction is terminated. The remaining results are sumarized in Table 2.2 .

In solving the above problem, some points have been noted. From the scheduling tree, it is observed that if the algorithm is strictly followed and one concentrates only on minimum lower bounds, optimal solution may not be obtained. For instance, at level 3 , node 354 leads to final node 354261 . This has schedule time of 60. There is no way to check whether the final solution is optimal or not. Sub-section 2.2 has gencrated an optimal sequence $\left\{\begin{array}{llll}3 & 6 & 4 & 1\end{array}\right\}$. Based on this information, the node 356 was explored. However, this did produce optimal sequences $\left\{\begin{array}{lllll}3 & 5 & 6 & 4 & 2\end{array}\right\}$ and $\left\{\begin{array}{lllll}3 & 5 & 4 & 2\end{array}\right\}$. Hence, one is led to conclude that the algorithm does not guarantee optimality without branching the whole scheduling trce.

This technique is computationally efficient and is competitive with the Extended Direct Technique.

Brown and Lomnicki (20) have conducted computational experiments on ICT 1301 computer. The problems solved, have up to ten jobs and seven machines. They have found that, as the number of machines increases (number of jobs remaining constant), the number of nodes to $b c$ explored also increases; the computational effort had to be doubled to obtain all the solutions instcad of one; and for the same $J$ with the increasing number of machines, the additional effort in obtaining all the solutions instead of one, should decrease. They havc found that the appli-
cation of the algorithm to the rcversed order of machines in some cases reduces about 33 percent of computational effort. In such cascs the order of jobs in the solution is reversed. This is made possible due to the fact that the scheduling problems are symmetrical with respect to time reversed.

Ignall and Schrage (56) have also developed Branch-andBound algorithm similar to that of Lomnicki (74). Their computation experience on $C D C 1604$ was up to tcn jobs and three machines. These authors have introduced concept of "dominated nodes". This concept has reduced the number of nodes to be explored by about 13 percent as no more branching is done from the dominated nodes.

McMahon and Burton (76) have devcloped reversed approach to some of the flow shop problems by applying Branch and Bound technique. The decision rule is that, reversc the machine order if the total processing time for the first machine is larger than the last machine. The approach of these authors consists of dividing the set of all sequences of jobs into smaller and smaller subsets, and to calculate for each of them a lower bound on the lowest schedule time of all permutations in the set. Their computational experience on CDC 3600 computer involves up to 45 Jobs and threc machincs. They have found that the use of composite bound (machine based bound and job based bound) decision rule is more efficient.

### 2.4 Lower Bound Teclinique

Giffler and Thompson (40) have developed an algorithm for generating the subset of feasible sequences. They have defincd these scquences as activc feasible schedules. These schedules have the following properties: (1) no machine is idle for a length of time sufficient to process an idle job completely; and (2) each operation starts as soon as both, job and the machine are available. In obtaining these schedules they have suggested to resolve randomly, the conflicts among jobs overlapping on a machine.

Brooks and White (19) have modified the above algorithm by introducing the concept of lower bound. Lower bound is defined as the time required to process all jobs on the last machine without conflict. In the nodified algorithm the conflict is resolved in favor of the job which produces the least lower bound. White (113) has found that the lower bound concept produces better results than either Monte Carlo, developed by Giffler and Thompson (40), or Shortest Imminent Time (SIT) and Longest Remaining Time (LRT) criteria devised by Fisher and Thompson (33).

The modified algorithm is feasible for job slop problems of $J$ jobs and M machines. The solution is developed in a Table called Work Array. It consists of M blocks. Each block has J colums. A variable $X$ is considered to indicatc the time prior to which the schedule is complete and fixcd without conflicts; and the time at and after which conflicts may exist
at the corresponding level, L . Thc algorithm may be summarized as follows.

Step 1: Set L $=1$.
Step 2: Entcr the completion timcs of first operation of all jobs in the work array and set $X$ equal to the smallcst of these times.

Step 3: Check for conflicts among jobs ending at and after time $X$ within each machine block.

Step 4: Calculate the lower bound for each job in conflict. Step 5: Find the job(s) which havc the least lower bounds.

Step 6: If $L=1$, go to step 7, otherwise, check the lowcr bounds:
6.1 If the least lower bound(s) are higher than that of the previous level in the same machine block, tcrminate search in this direction. Select another job, from level $\mathrm{L}-1$, which has the sccond lowest lower bound. Go to step 3 .
6.2 If the lower bound (s) are cqual to that of the previous level, go to step 7.

Step 7: Resolve the conflict in favor of the $j$ ob which has the least lower bound. If a tie exists, select a job randomly.

Step 8: For each $X$, in the array find the ncxt machine, if any, to process the job and cnter $X$ plus the processing time for this next operation in the corresponding block.

Step 9: Check $X$, in the array.
9.1 If $X$ is the largest entry, the corresponding level gives the optimal sequence on each machine.
9.2 If $X$ is not the largest entry, set it equal to the ncxt higher value $X^{\prime}$ in the array. Go to step 3.

It should be noted that step 6 is modified in this report because lower bounds at lower levels may be equal to or greater than that of the previous levels. In no case the lower bound decreases in lower levels. White (113) has suggested to check lower bounds after conflicts on all machines are cleared. However, this involves unnecessary computations.

In job shop problems, any of the $M$ machines may perform the last operations on the jobs. Therefore, in order to evaluate the lower bound for $j o b j$, it is necessary to calculate the completion times on all machines. The lower bound will be the maximum of the above times.

A sample job shop problem of three jobs and three machines is presented to illustrate the above algorithm. The processing time and machine ordering matrices are as follows:

$$
\tau *=\left[\begin{array}{lll}
2 & 3 & 4 \\
5 & 4 & 2 \\
6 & 3 & 5
\end{array}\right] \quad M *=\left[\begin{array}{lll}
12 & 13 & 11 \\
21 & 22 & 23 \\
33 & 32 & 31
\end{array}\right]
$$

Note that $j o b 1$ is processed first on machine 2 , second on machine 3 , and finally on machinc 1 . Job 2 is processed first on machine 1 , second on machine 2 , and finally on machine
3. Job 3 is processcd first on machinc 3 , second on machine 2 and lastly on machine 1.

According to step 2, completion times 5, 3, and 5 of the first operations of all jobs are entered in appropriate blocks at level 1 , as shown in table 2.3 .

Table 2.3
Work Array For a Job Shop Problem of Size ( $3 \times 3$ )

|  | Machine |  | 1 | Machine |  | 2 | Machine 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Leve | 1 | 2 | 3 | 1 | 2 | 3 | 1. | 2 | 3 |
| 1 |  | 5 |  | 3 | $9^{\text {c }}$ | $8^{\text {c }}$ | $7{ }^{\text {c }}$ |  | $5^{\text {c }}$ |
| 2 |  | 5 |  | 3 | $9^{\text {c }}$ | $8^{\text {c }}$ | 9 |  | 5 |
| 3 | $11^{\text {c }}$ | 5 | $14^{\text {c }}$ | 3 | 12 | 8 | 9 | 14 | 5 |
| 4 | 16 | 5 | 14 | 3 | 12 | 8 | 9 | 14 | 5 |

At level 1 , the values of $X$ at machines 1,2 , and 3 are 5 , 3, and 5, respectively, Therefore, conflicts do not exist, since the value of $X$ corresponds to different jobs in each machine block.

Following step 8, processing times of next operations of the thrce jobs are added to $X$. For job 1 , the next operation is on machine 3 and takes 4 units of timc. Adding this to the value of $X$ in machine block 2 , the value $3+4$ or 7 is entered in machine block 3. Similarly, the values 9 and 8 arc entered in machine block 2 at level 2.

It is observed that $X$ with a value of 5 is still the largest entry in machine block 1 . But $X$ with the value of 3 is not largest entry in block 2. Hence, according to step 9 , $X$ is increased to $X^{\prime}$ with a value of 8 ; and $X$ which has a value of 5 in block 3 remains without change. It is observed that jobs 1 and 3 are in conflict on machine 3 and jobs 2 and 3 are in conflict on machine 2 . Job 3 is in conflict for its first operation on machinc 3 and for its second operation on machine 2. Therefore, the conflict will be resolved first on machine 3.

Resolving conflict in favor of job 1 , the completion time of all operations on machine 1 is

$$
t_{12}+t_{13}+t_{11}+t_{31}+t_{32}+t_{33}
$$

or

$$
3+4+2+6+3+5=23,
$$

on machine 2

$$
t_{12}+t_{33}+t_{32}+t_{22}
$$

or

$$
3+5+3+4=15
$$

and on machine 3

$$
t_{12}+t_{13}+t_{33}+t_{23}
$$

or

$$
3+4+5+2=14
$$

Thus, the lower bound is

$$
\max \left[\begin{array}{lll}
23 & 15 & 14
\end{array}\right]=23
$$

By resolving conflict in favor of job 3, the completion time of all operations on machine 1 is

$$
t_{32}+t_{33}+t_{31}+t_{11}
$$

or

$$
3+5+6+2=16
$$

on machine 2

$$
t_{33}+t_{32}+t_{22}
$$

or

$$
5+3+4=12
$$

and on machine 3

$$
t_{22}+t_{33}+t_{13}+t_{23}
$$

or

$$
4+5+4+2=15
$$

Thus, the lower bound is

$$
\max \left[\begin{array}{lll}
16 & 12 & 15
\end{array}\right]=16
$$

As the lower bound is less for job 3 , conflict is resolved in favor of this job. The completion time of job 1 on machine 3 then becomes $5+4$ or 9 . This value is entered in level 2.

Next, conflicts are resolved for machine 2 at level 2. By resolving the conflict in favor of job 2 , completion time of all operations on machine 1 is

$$
t_{21}+t_{22}+t_{32}+t_{31}
$$

or

$$
5+4+3+6=18
$$

on machine 2

$$
t_{21}+t_{22}+t_{32}
$$

or

$$
5+4+3=12
$$

and on machine 3

$$
t_{33}+t_{13}+t_{23}
$$

or

$$
5+4+2=11
$$

Thus, the lower bound is

$$
\max \left[\begin{array}{lll}
18 & 12 & 11
\end{array}\right]=18
$$

By resolving conflict in favor of job 3 , completion time of all operations on machine 1 is

$$
t_{33}+t_{13}+t_{11}+t_{31}
$$

or

$$
5+4+2+6=17
$$

on mackine 2

$$
t_{33}+t_{32}+t_{22}
$$

or

$$
5+3+4=12
$$

and on machine 3

$$
t_{33}+t_{32}+t_{22}+t_{23}
$$

or

$$
5+3+4+2=14
$$

Thus, the lower bound is

$$
\max \left[\begin{array}{lll}
17 & 12 & 14
\end{array}\right]=17
$$

The lower bound is less for job 3. Hence, conflict is resolved in favor of this job. Completion time of job 2 on machine 2 is $8+4$ or 12. This value is entered in level 3. The value of X is 12 in machine block 2. As this is the largest cntry, all conflicts are clearcd for operation of all jobs on machine 2.

Following step 8, the next operation of job 3 is on machine 1. Hence, $8+6$ or 14 is entered in machine block 1 . Similarly for job 1 , thc value $9+2$ or 11 is entcred in machine block 1. These two jobs are in conflict.

Repeating step 4 , lower bound for job 1 is 17 and for job 3 is 16. Thercfore, conflict should be resolved in favor of job 3. The completion time of job 1 becomes $14+2$ or 16 . From Tablc 2.3 the value 16 is the largest entry in the array at level 4. This level then gives the optimal sequence on each machine.

In flow shop problcms, all jobs havc the samc machine ordering. Therefore, a sequence of jobs which is optimal for machine 1 , will also be optimal for all other machines. Moreover, the last machine is also the same for all jobs. Hence, it is not necessary to resolve conflicts of jobs on all machines. Sccond, an expression for lower bound can be derived as the last machine is known. Based on this reasoning, the above algorithm is modified which reduces the computations and may be easily programed on computer.

The following notation is considered.
L level of the scheduling tree.
n node consisting of a partial sequence of jobs $\left\{j_{1}, j_{2}, \ldots, j_{L}\right\}$.
$C_{n}$ colum vector where its clements represent completion time of the jobs on machine $M-1$ for node $n$.

A colum vector where its elements are the same as those in vector $C_{n}$ arranged in ascending order.
B column vector where its clements represent the corespodding processing times of jobs on machine $M$ to the elements of vector $A$.

The modified algorithm may bc summarized as follows:
Step 1: Let $L=1$.
Step 2: For each node $n$, where $n$ consists of a partial sequence $\left\{\mathbf{j}_{1}, \mathbf{j}_{2}, \ldots, \mathbf{j}_{\mathrm{L}}\right\}$ compute $\mathrm{C}_{\mathrm{n}}$ such that $C_{n}=\sum_{m=1}^{M-1} t_{j m} \quad$ for $j=j_{1}$, $=t_{j_{1} 1}+\sum_{m=1}^{M-1} t_{j m}$ for $j=j_{2}$,
$=\sum_{x=1}^{L-1} t_{j_{x}}{ }^{1}+\sum_{m=1}^{M-1} t_{j m}$ for $j=j_{L_{1}}$, $\mathrm{L} \quad \mathrm{M}-1$
$=\sum_{x=1}^{\sum} t_{j_{X}}+\underset{m=1}{\sum} t_{j m}$ for $j \neq j_{1}, j_{2}, \ldots, j_{L}$.

Step 3: Arrange the clements of $C_{n}$ in ascending order and call them $A_{1}, A_{2}, \ldots, A_{J}$.

Step 4: Calculate the lower bound $G^{L}, n$ for each node such that

$$
\mathrm{G}^{\mathrm{L}, \mathrm{n}}=\mathrm{D}_{\mathrm{J}}
$$

where

$$
\begin{aligned}
& D_{J}=\max \left[D_{J-1}, A_{J}\right]+B_{J} \\
& D_{J-1}=\max \left[D_{J-2}, A_{J-1}\right]+B_{J-1} \\
& \vdots \\
& D_{2}=\max \left[D_{1}, A_{2}\right]+B_{2} \\
& D_{1}=A_{1}+B_{1}
\end{aligned}
$$

Step 5: Find the $j o b(s)$ which have the least lower bounds, ${ }_{G}{ }^{\text {L }}$ such that

$$
G^{L}=\min _{n}\left[G^{L, n}\right]
$$

Step 6: If $L=1$, go to step 7, otherwise, check the lower bounds:
6.1 If the least lower bound (s) are higher than that of the previous level, terminate search in this direction. Select another job which has the second least lower bound. Go to step 2 .
6.2 If the lower bound (s) are equal to that of the previous level, go to step 7.

Step 7: Resolve the conflict in favor of the job (s) which have the least lower bound (s).

Step 8: Check L:
8.1 If $L \leq J-1$, set $L=L+1$ and go to step 2 .
8.2 If $L>J-1$ go to step 9.

Step 9: Sclect the node(s) having the least lower bounds. Determine thc schedule time of all nodes and select the one which gives the minimum schcdule time.

It should be pointed out that stcp 5 is not always true, howcver it is betcer to branch all nodes regardless of the value of the lowcr bound, in order to obtain the optimal solution.

The sample flow shop problem of six jobs and three machines presented in subsection 2.3 , is solved to illustrate this technique. The processing time and machinc ordering matrices are reproduced for convenience.

$$
\tau^{*}=\left[\begin{array}{rrr}
6 & 7 & 3 \\
12 & 2 & 3 \\
4 & 6 & 8 \\
3 & 11 & 7 \\
6 & 8 & 10 \\
2 & 14 & 12
\end{array}\right] \quad M^{*}=\left[\begin{array}{lll}
11 & 12 & 13 \\
21 & 22 & 23 \\
31 & 32 & 33 \\
41 & 42 & 43 \\
51 & 52 & 53 \\
61 & 62 & 63
\end{array}\right]
$$

According to step 2, at level 1 , the number of jobs in each node is 1. Then

$$
C_{1}=\sum_{m=1}^{M-1} t_{j m}, \quad \text { for } j=1
$$

and

$$
C_{1}=t_{11}+\sum_{n=1}^{M-1} t_{j m} \quad \text { for } j=2,3, \ldots, 6,
$$

or

$$
\begin{aligned}
& C_{1}=13 \quad=13, \quad j=1, \\
& =6+14=20, \\
& j=2, \\
& =6+10=16 \text {, } \\
& j=3 \text {, } \\
& =6+14=20 \text {, } \\
& j=4 \text {, }
\end{aligned}
$$

$$
\begin{array}{ll}
=6+14=20, & j=5, \\
=6+16=22, & j=6 .
\end{array}
$$

Arranging the $C_{1}$ 's in ascending order according to step 3 , $A=\left[\begin{array}{ll}1 & 3 \\ 1 & 6 \\ 2 & 0 \\ 20 \\ 20 \\ 2 & 2\end{array}\right]$ and $B=\left[\begin{array}{r}3 \\ 8 \\ 3 \\ 7 \\ 10 \\ 12\end{array}\right] \quad$.

To calculate the lower bound,

$$
\begin{aligned}
& D_{1}=A_{1}+B_{1}, \\
& D_{2}=\max \left[D_{1}, A_{2}\right]+B_{2}, \\
& \vdots \\
& \vdots \\
& D_{6}=\max \left[D_{5}, A_{6}\right]+B_{6},
\end{aligned}
$$

or

$$
\begin{aligned}
& D_{1}=13+3 \quad=16, \\
& D_{2}=\max \left[\begin{array}{ll}
16 & 16
\end{array}\right]+8=24, \\
& D_{3}=\max \left[\begin{array}{ll}
24 & 20
\end{array}\right]+3=27, \\
& : \\
& ! \\
& D_{6}=\max \left[\begin{array}{ll}
44 & 22
\end{array}\right]+12=56,
\end{aligned}
$$

Thus, the lower bound is

$$
\begin{aligned}
G^{1, I} & =D_{6} \\
& =56 .
\end{aligned}
$$

Next, the computation for node 2 at level 1 is

$$
\begin{aligned}
C_{2} & =\sum_{m=1}^{M-1} t_{j m}, & \text { for } j=2 \\
& =t_{21}+\sum_{m=1}^{M-1} t_{j m}, & j=1,3, \ldots, 6
\end{aligned}
$$

or

$$
\begin{aligned}
C_{2} & =12+13=25, & & \mathbf{j}=1, \\
& =14=14, & & \mathbf{j}=2, \\
& =12+10=22, & & \mathbf{j}=3, \\
& =12+14=26, & & \mathbf{j}=4, \\
& =12+14=26, & & \mathbf{j}=5, \\
& =12+16=28, & & \mathbf{j}=6 .
\end{aligned}
$$

Arranging the above $C_{2}$ 's in ascending order

$$
A=\left[\begin{array}{l}
14 \\
22 \\
25 \\
26 \\
26 \\
28
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{r}
3 \\
8 \\
3 \\
7 \\
10 \\
12
\end{array}\right]
$$

Then,

$$
\begin{aligned}
& D_{1}=14+3=17, \\
& D_{2}=\max \left[\begin{array}{ll}
17 & 22
\end{array}\right]+8=30, \\
& \vdots \\
& \vdots \\
& D_{6}=\max \left[\begin{array}{ll}
50 & 28
\end{array}\right]+12=62 .
\end{aligned}
$$

Thus, the lower bound is

$$
\mathrm{c}^{1,2}=62
$$

Repeating the above procedure, lower bounds for the nodes 3, 4, 5, and 6 at level 1 are $53,56,59$, and 55 respectively. The least lower bound is that of node 3. Hence, the conflict is resolved in favor of node 3, inc., job 3.

For level 2, compute the lower bounds for all nodes encountered such that

$$
\begin{aligned}
c_{31} & =\sum_{m=1}^{M-1} t_{j m}, \\
& =t_{31}+\sum_{m=1}^{M-1} t_{j m}, \\
& =t_{31}+t_{11}+\sum_{m=1}^{M-1} t_{j m}, j=2,4,5,6
\end{aligned}
$$

or

$$
\begin{aligned}
& C_{31}=4+13 \quad=17, \quad j=1, \\
& =4+6+14=24, \quad j=2, \\
& =10 \quad=10, \quad j=3, \\
& =4+6+14=24, \quad j=4, \\
& =4+6+14=24, \quad j=5,
\end{aligned}
$$

and

$$
=4+6+16=26, \quad j=6 .
$$

Arranging the $C_{31}$ 's in ascending order,

$$
\mathrm{A}=\left[\begin{array}{ll}
1 & 0 \\
1 & 7 \\
2 & 4 \\
2 & 4 \\
2 & 4 \\
2 & 6
\end{array}\right] \quad \mathrm{B}=\left[\begin{array}{r}
8 \\
3 \\
3 \\
7 \\
10 \\
12
\end{array}\right]
$$


figure 2.5 the scheouling tree

Then,

$$
\begin{aligned}
& D_{1}=10+8=18 \\
& D_{2}=\max \left[\begin{array}{ll}
18 & 17
\end{array}\right]+3=21, \\
& \vdots \\
& \vdots \\
& D_{6}=\max \left[\begin{array}{ll}
44 & 26
\end{array}\right]+12=56 .
\end{aligned}
$$

Thus, the lower bound is

$$
G^{2,31}=56
$$

Repeating the above procedure, lower bounds for the nodes $32,34,35$, and 36 are $61,53,53$, and 54 , respectively. According to step 7, branching should be done at two nodes 34 and 35 because each has the least lower bound of 53. Returning to step 2 and repcating the same procedure, it is noted that a sct of 20 sequences are generated by the algorithm. These scquences are evaluated to obtain the corresponding schedule times. The sequences with their schedule times are shown in Table 2.4. Note that sequences 11,12 and 17 yield the minimum schedule time which is 57. Therefore, the sequences are optimal.

Table 2.4
Table of Feasible Sequences

| Sequence Number | Sequence |  |  |  |  |  | Schedule Time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 4 | 1 | 5 | 6 | 2 | 65 |
| 2 | 3 | 4 | 6 | 1 | 6 | 2 | 65 |
| 3 | 3 | 4 | 5 | 6 | 1 | 2 | 61 |
| 4 | 3 | 4 | 5 | 6 | 2 | 1 | 61 |
| 5 | 3 | 4 | 6 | 1 | 2 | 5 | 63 |
| 6 | 3 | 4 | 6 | 2 | 5 | 1 | 63 |
| 7 | 3 | 4 | 6 | 1 | 5 | 2 | 63 |
| 8 | 3 | 4 | 6 | 5 | 1 | 2 | 63 |
| 9 | 3 | 4 | 6 | 5 | 2 | 1 | 63 |
| 10 | 3 | 4 | 6 | 2 | 1 | 5 | 63 |
| 11 | 3 | 5 | 6 | 4 | 2 | 1 | 57 |
| 12 | 3 | 5 | 6 | 4 | 1 | 2 | 57 |
| 13 | 3 | 5 | 4 | 6 | 2 | 1 | 61 |
| 14 | 3 | 5 | 6 | 1 | 4 | 2 | 60 |
| 15 | 3 | 5 | 1 | 4 | 6 | 2 | 65 |
| 16 | 3 | 5 | 6 | 1 | 2 | 4 | 59 |
| 17 | 3 | 5 | 6 | 2 | 4 | 1 | 57 |
| 18 | 3 | 5 | 6 | 2 | 1 | 4 | 59 |
| 19 | 3 | 5 | 4 | 6 | 1 | 2 | 61 |
| 20 | 3 | 5 | 4 | 1 | 6 | 2 | 65 |

### 2.5 Boolcan Algebra Technique

A non-numerical approach to the job shop scheduling problem has been devised by Akers and Friedman (5) cmploying methods of Boolcan Algebra. The job shop is characterized by a diffcrent machine ordering for each job. The sequences which do not follow the spccified machine ordering are called the technologically non-feasible sequences. The non-numerfc technique does not require to specify the processing timcs of jobs on the machine, to arrive at the feasible sequences. However, these feasible sequences must be evaluated in ordcr to find the optimal scquence(s). This technique is feasible for the problem of two jobs and M machincs.

The following notation is considered to present the technique:
$m=$ the decision that $j$ ob 1 is processed first on the machine $m, m=1,2, \ldots, M$,
$\bar{m}=$ the decision that job 2 is performed first on. machine $m, m=1,2, \ldots, M$.

The technique consists of eliminating non-feasible and non-optimal sequences. This is done by applying certain decision rules formulated by Akers and Friedman (5). The decision rules arc based on two theorems which are stated below without proof. For their proof, reference is made to the paper of Akers and Friedman (5).

Theorem 1: A necessary and sufficient condition that a sequence be feasible is that for the two machincs, mand $n$, where mprecedcs $n$ for job 1 and $n$ precedes m for job 2, then, the scquance which includes the term $\bar{m} n$ is non-feasible.

Theorem 2: A necessary and sufficient condition that a feasiblc sequence belong to the set of optimal sequences is that it contains no frec machincs.

By the term free machinc, it is meant that a machine is
idle for a length of time, sufficient to process a job completely. The decision rules are given in Tablc 2.5.

## Table 2.5

Table of Decision Rules


The approach is illustrated by solving a sample.job shop problem of two jobs, to be processed on three machines. The processing time and machine ordering matrices of the sample problem are presented below:

$$
\tau^{*}=\left[\begin{array}{rrr}
6 & 7 & 3 \\
12 & 2 & 3
\end{array}\right] \quad, \quad M^{*}=\left[\begin{array}{lll}
11 & 12 & 13 \\
23 & 22 & 21
\end{array}\right]
$$

Notc that job 1 is to be processed on machine 1 first, machine 2 second, and machinc 3 last. Job 2 is to be performed by machine 3 first, machine 2 second, and machinc last.

The problcm is solved in two steps. The first step is to climinate non-fcasible sequences and the second step is to eliminate the non-optimal scquences. Thc total number of possible sequences is $(J!)^{M}$ or $(2!)^{3}=8$. In order to eliminate nonfeasible sequences, all the eight sequences are generated and represcnted as follows.

Sequence Number

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\overline{1}$ | 1 | $\overline{1}$ | 1 | $\overline{1}$ | 1 | $\overline{1}$ | 1 |
| $\overline{2}$ | $\overline{2}$ | 2 | 2 | $\overline{2}$ | $\overline{2}$ | 2 | 2 |
| $\overline{3}$ | $\overline{3}$ | $\overline{3}$ | $\overline{3}$ | 3 | 3 | 3 | 3 |

A systematic proccdure to fill the above table is to fill the first $2^{k-1}$ spaces on row $k$ with barred numbers, and completing the row with alternate blocks of $2^{k-1}$ numbers without and with bars. For example row 2 starts with $2^{2-1}$ or two barred numbers, $\overline{2} \overline{2}$, followed by two numbers without bars, 2 , and so forth.

In the present example, note that first, machine 1 prccedes machine 3 for job 1 and machine 3 precedes machine 1 for job 2. Second, machine 2 precedes machine 3 for job 1 and machine 3 precedes machine 2 for job 2. Finally, machine 1 precedcs
machine 2 for job 1 and machine 2 precedes machine 1 for job 2. Hence, applying theorem 1 it is observed that the sequencos including the terms $\overline{1} 3, \overline{2} 3$, and $\overline{1} 2$ are non-feasible. Thus, the sequcnces $3,5,6$, and 7 are eliminated and the remaining four sequences $1,2,4$, and 8 are feasible.

The second step is to eliminate those feasible sequences that cannot be optimal. These sequences are eliminated by the decision rules obtained from theorem 2 and described in Table 2.5. The remaining set of feasible sequences is such that; for any assignment of processing times thc optimal sequence is included in the set and every sequence in the set is optimal for some assignment of processing times.

Referring to Table 2.5 it is obscrved that rulc 3 is applicable in present case. Note that the jobs 1 and 2 are processed on machines $1,2,3$ and 3,2 , 1 respectively. Therefore, the sequence containing the term 13 cannot be optimal. The sequences 8 and 1 are thus climinated. The remaining two sequences are 2 and 4.

These two sequences are feasible as well as each can be optimal for some processing timcs. For thc sample problem, Gantt charts are drawn to determine the optimal sequence. The schedule time for the sequence 2 from the Figure 2.6 is 18 and that of sequence 4 from the Figure 2.7 is 27 . Hence, the sequence $2,\{1 \overline{2} \overline{3}\}$ is nptimal. It indicates that job 2 has to be processed first on machines 2 and 3 ; and job 1 has to be processed first on machine 1.


Figure 2.6 Gantt Chart for a Job Shop Problem of Size ( $2 \times 3$ )

$m=3$


Figure 2.7 Gantt Chart for a Job Shop Problem of Size ( $2 \times 3$ )

It is observed that this is a very efficient method for solving job shop problems consisting of two jobs and M machines.

## CHAPTER III

## INTEGER-LINEAR PROGRAMING APPROACH

The machine scheduling problem has been formulated as integer-linear programing problem. Some computational experience has been gained by using the integer-linear programing algorithm of Gomory (43). Presently, there are three published formulations to the problem, those of Bowman (18), Wagner (111), and Mannc (75). Manne's formulation is the most compact; however, none of the authors claim practicality of their formulations. Neglecting the integer constraints, Dantzig (27) and (28) has formulated this problem as an ordinary linear programing problem. The weakncss of this model is that it may lead to a fractional optimal solution. The solution may call for noninteger number of jobs to bc processed on thc machines. One way to overcome this, would be to reund off the fractional solution. Following this procedure, Giglio and Wagner (42) have sulved 100 flow shop problems of six jobs and three machincs. They have found that the results are not encouraging.

It is evident that any job cannot be scheduled to start on any machine until its predecessors have finished on that machine. Thus, a variable which is set equal to or or depending on whether the job is schcduled or not, is the basic idea in the linear programing formulations. The three formulations are presented below:

### 3.1 Bowman's Formulation

This formulation is feasible for the job shop problem of J jobs and $M$ machines. It requires an estimate of the schedule time, T, of the problem. Thus, the number of constraints and variables is a function of $T$.

In constructing the constraints, the basic variables in the formulation are of the form $\left[j_{x} m_{y}\right]_{t}$ which indicates that the operation $j_{x} y^{y}$ is taking place during the unit time period $t$ (t $=1,2, \ldots, T$ ). All variables will have a value either 0 or 1 in the solution, i.c., the operation has or has not occured during the unit time period $t$. These constraints are such that

$$
\begin{array}{ll}
0 \leq\left[j_{x}^{m}\right]_{t} \leq 1, & x=1,2, \ldots, J  \tag{3,1}\\
& y=1,2, \ldots, M \\
t=1,2, \ldots, T
\end{array}
$$

Since all individual operations must be pcrformed, the constraints

$$
\sum_{t=1}^{T}\left[j_{x} m_{y}\right]_{t}=t_{j m}, \quad \begin{align*}
& j, x=1,2, \ldots, J,  \tag{3.2}\\
& m, y=1,2, \ldots, M
\end{align*}
$$

are constructed. To ensure that two or more jobs are not prom cessed by the same machine at the same time, i.e., to avoid overlapping, the constraints

$$
\sum_{x=1}^{J}\left[j_{x} m_{y}\right]_{t} \leq 1, \quad \begin{align*}
y & =1,2, \ldots, M \\
t & =1,2, \ldots, T \tag{3.3}
\end{align*}
$$

hold.
Some other constraints are constructed to ensure proper sequencing of the jobs. No operation may not take place until the previous operation on the same $j$ ob in the specified sequence has been completed in a previous unit time period. The constraints are:

$$
t_{j m}\left[j_{x}^{m}\right]_{t} \leq \sum_{i=1}^{t-1}\left[j_{x} m_{y}\right]_{i}, \quad \begin{align*}
j, x & =1,2, \ldots, J  \tag{3.4}\\
m, y & =1,2, \ldots, M \\
t & =1,2, \ldots, T
\end{align*}
$$

According to the above constraints, any operation may be interrupted. Therefore, the following set of constraints are required to eliminate such possibility:

$$
\begin{align*}
& t_{j m}\left[j_{x} m_{y}\right]_{t}-t_{j m}\left[j_{x} m_{y}\right]_{t+1}+\sum_{i=t+2}^{T}\left[j_{x} m_{y}\right]_{i} \leq t_{j m},  \tag{3.5}\\
& j, x=1,2, \ldots, J \\
& m, y=1,2, \ldots, M \\
& t=1,2, \ldots, T
\end{align*}
$$

This does not allow a variable with value 1 , to be followed by a variable with a value 0 , and yet be followed by variables, each of which has value of 1.

The objective function is constructed such that a sequence for which the schedule time is minimum, is obtained. In other words, the objective is to have final operations on all jobs performed as early as possible. Thus, the objective function is expressed as

Minimize:

$$
\begin{align*}
z= & \sum_{i=1}^{T-F}(M)^{i-1}\left\{\left[j_{1} m_{M}\right]_{F+i}+\left[j_{2} m_{M-1}\right]_{F+i}+\right. \\
& \left.\cdots+\left[j_{x} m_{y}\right]_{F+i}+\ldots+\left[j_{J} m_{1}\right]_{F+i}\right\} \tag{3,6}
\end{align*}
$$

where
$F \dot{=}$ maximum of, the total processing times of the $J$ jobs on all machines,

$$
=\max \left[\sum_{m=1}^{M} t_{1 m}, \sum_{m=1}^{M} t_{2 m}, \ldots, \sum_{m=1}^{M} t_{j m}, \ldots, \sum_{m=1}^{M} t_{J m}\right] .
$$

The rationale of the objective function is that it makes operations (the last ones on each job) towards the end of the time periods, costly. The number of unit time periods estimated in advance of solution, may certainly be equal to or less than the total processing times of all jobs on all machines, i.e., J M $\sum_{j=1} \sum_{m=1} t_{j m}$, and cannot be less than F . Bowman, however does not recommend how to estimate $T$, whether it should be near to
 difference in the number of constraints and variables involved in solution. Hence, for estimation of $T$, the formula developed by Heller (49) for flow shop problems is presented.

$$
\begin{equation*}
T \geq \max _{m} \sum_{j^{\prime}=1}^{J} t_{j^{\prime} m}+\min _{j} \sum_{m^{\prime}=1}^{m-1} t_{j m^{\prime}}+\min _{\hat{j} \neq j} \sum_{m^{\prime}=m+1}^{M} t_{\hat{j}^{\prime} m^{\prime}} \tag{3,7}
\end{equation*}
$$

where $m$ in the second and third sum is that $m$ giving the maximum in the first $s u m$, and $j$ in the third term is that $j$ giving the minimum in the second sum. The above formula states that the optimal schedule time cannot be shorter than the total processing time for all jobs on machine m plus the shortest time of processing, say, job $j$, on machines $1,2, \ldots, m-1$ plus the shortest time of processing, say, job $\hat{j}$ on machines $m+1, m+2, \ldots, M$, where clearly the job $j$ must be different from the job $\hat{j}$.

The cost associated with any operation in a time period is a synthetic one equal to the sum of all prior costs plus one. This exploding cost function thus forces operations toward the beginning for economic reasons. No later time period will be ultimately used than the minimum (optimal), as this one cost is
larger than the sum of all prior costs. That is, given some feasible solution, the latest operation would be moved earlier by one time period, and all other operations could be moved later by any number of time periods and the exchange would be favorable.

The formulation involves a large number of variables, depending on the estimated schedule time, $T$, [the number equals (jobs) $x$ (machines) $x$ (time periods)]. The number of constraints is substantially larger than this.

The sample problem of six jobs and three machines, solved in Chapter II, will be formulated. The processing time and machine ordering matrices are:

$$
\mathrm{r} *=\left[\begin{array}{rrr}
6 & 7 & 3 \\
12 & 2 & 3 \\
4 & 6 & 3 \\
3 & 11 & 7 \\
6 & 8 & 10 \\
2 & 14 & 12
\end{array}\right] \quad \mathrm{M} *=\left[\begin{array}{lll}
11 & 12 & 13 \\
21 & 22 & 23 \\
31 & 32 & 33 \\
41 & 42 & 43 \\
51 & 52 & 53 \\
61 & 62 & 63
\end{array}\right]
$$

The estimate of $T$ is evaluated according to Heller (49)
as this is a flow shop problem.

$$
\begin{aligned}
T & \geq \max _{m} \sum_{j^{\prime}=1}^{J} t_{j^{\prime} m}+\min _{j} \sum_{m^{\prime}=1}^{m-1} t_{j m^{\prime}}+\min _{\hat{j} \neq j} \sum_{m^{\prime}=m+1}^{M} t_{\hat{j}^{\prime}} \\
& \geq 48+2+3 \\
& \geq 53 .
\end{aligned}
$$

Note that $F$ is the maximum of the total processing times of the J jobs on all machines. Thus,

$$
\begin{aligned}
\mathrm{F} & =\max \left[\begin{array}{llllll}
16 & 17 & 18 & 21 & 24 & 28
\end{array}\right] \\
& =28
\end{aligned}
$$

The problem is formulated as follows:
Minimize

$$
\begin{align*}
z= & 1\left\{\left[j_{1} m_{3}\right]_{29}+\left[j_{2} m_{3}\right]_{29}+\left[j_{3} m_{2}\right]_{29}+\left[j_{4} m_{2}\right]_{29}+\left[j_{5}{ }^{m_{1}}\right]_{29}+\left[j_{6} \mathrm{~m}_{1}\right]_{29}\right\}+ \\
& \left.3\left\{\left[j_{1} m_{3}\right]_{30}+\left[j_{2} m_{3}\right]_{30}+\left[j_{3} \mathrm{~m}_{2}\right]_{30}+\left[j_{4} m_{2}\right]_{30}+\left[j_{5} m_{1}\right]_{30}+\left[j_{6}{ }^{m}\right]_{1}\right]_{30}\right\}+ \\
& 3^{24\left\{\left[j_{1} m_{3}\right]_{53}+\left[j_{2} m_{3}\right]_{53}+\left[j_{3} m_{2}\right]_{53}+\left[j_{4} m_{2}\right]_{53}+\left[j_{5} m_{1}\right]_{53}+\left[j_{6} m_{1}\right]_{53}\right\}} \tag{3.8}
\end{align*}
$$

Subject to

$$
0 \leq\left[\mathbf{j}_{x} \mathrm{~m}_{\mathrm{y}}\right]_{t} \leq 1 \quad, \quad \begin{align*}
& \mathrm{x}=1,2, \ldots, 6  \tag{3.9}\\
& \mathrm{y}=1,2,3, \\
& \mathrm{t}=1,2, \ldots, 53 .
\end{align*}
$$

$$
\begin{align*}
& \sum_{t=1}^{53}\left[j_{x} m_{y}\right]_{t}=t_{j m}, \quad \begin{array}{l}
j, x=1,2, \ldots, 6, \\
m, y=1,2,3 .
\end{array} \\
& \sum_{x=1}^{6}\left[j_{x} m_{y}\right]_{t} \leq 1,
\end{aligned} \quad \begin{aligned}
& y=1,2,3,  \tag{3.10}\\
& t=1,2, \ldots, 53 . \tag{3.11}
\end{align*}
$$

$$
\begin{align*}
& t_{j m}\left[j_{x}^{m} y+1\right]_{t} \leq \sum_{i=1}^{t-1}\left[j_{x}^{m} y_{t}, \quad j, x=1,2, \ldots, 6,\right.  \tag{3.12}\\
& \mathrm{t}=1,2, \ldots, 53 .
\end{align*}
$$

$$
\begin{align*}
& \dot{t}_{j m}\left[j_{x} m_{y}\right]_{t}-t_{j m}\left[j_{x}^{m} y_{t+1}+\sum_{i=t+2}^{53}\left[j_{x} m_{y}\right]_{i} \leq t_{j m},\right.  \tag{3.13}\\
& j, x=1,2, \ldots, 6 \\
& \pi, y=1,2,3 \\
& t=1,2, \ldots, 53 .
\end{align*}
$$

The number of constraints are shown below:

Equation Number
(3.10)
(3.11)
(3.12)
(3.13)

Number of Constraints

$$
\begin{aligned}
& 6 \times 3 \times 53=954 \\
& 6 \times 3=18 \\
& 3 \times 53=159 \\
& 6 \times 3 \times 53=954 \\
& 6 \times 3 \times 53=954
\end{aligned}
$$

As a result, the total number of constraints is $(954+18+$ $159+954+954$ ) or 3039. The total number of variables is $6 \times 3 \times 53$ or 954 . It is evident that the formulation involving such a large number of constraints and variables is not practical. Further, it will be observed that expressing the processing times in hours, instead of in minutes (if possible) vill make a significant difference in the total number of constraints and variables encountered.

## 3. 2 Wagner's Formulation

The formulation is based on defining a variable which takes value one or zero depending on whether a job is or is not scheduled in a specific sequence-position on a machine. In order to present Wagner's formulation (111) of the machine scheduling problem, the following notation is considered:

$$
\begin{aligned}
& x_{j_{x} m_{y}}=\left\{\begin{array}{l}
\begin{array}{l}
\text { if job } j \text { is scheduled in sequence-position } x \\
0 \text { otherwise }
\end{array} \\
S_{j_{x} m_{y}}=\text { starting time of job } j \text { in sequence-position } x \text { on } \\
\text { machine } m_{y} .
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& I_{j^{n} y} \text { idle time after finishing job } j_{x} \text { on machine } m_{y} \text {. } \\
& \text { This is the difference between the finishing time } \\
& \text { of job } j_{x} \text { and the starting time of } j o b j_{x+1} \text { on } \\
& \text { the machine }{ }^{n} y \text {. } \\
& D_{j_{x}{ }^{m} y} \text { idle time after finishing job } j_{x} \text { on machine } m_{y} \text { and } \\
& \text { starting of job } j_{x} \text { on machine } m_{y+1} \text {. This is the } \\
& \text { difference between the finishing time of job } \mathbf{j}_{\mathrm{x}} \\
& \text { on machine } m_{y} \text { and the starting time of } j o b j_{x} \\
& \text { on the macline }{ }^{n} y+1^{\text {. }} \\
& \mathrm{t}_{\mathbf{j}_{\mathrm{x}} \mathrm{~m}_{\mathrm{y}}} \text { processing time of job } \mathrm{j}_{\mathrm{x}} \text { on machine } \mathrm{m}_{\mathrm{y}} \text {. }
\end{aligned}
$$

The formulation of the job shop problem is presented by developing the following constraints:

To ensure that all jobs are processed on all machines, the constraints

$$
\sum_{x=1}^{J} X_{j_{x} m_{y}}=1, \quad \begin{align*}
j & =1,2, \ldots, J  \tag{3.14}\\
m_{y} & =1,2, \ldots, M
\end{align*}
$$

hold.
A second set of constraints is required to ensure that not more than one job is assigned to the sequenee-position $x$ on the machine $m^{\prime}$. Thus, the set of equations

$$
\sum_{j=1}^{J} x_{j_{x}^{n} y}=1 \quad, \quad \begin{align*}
x & =1,2, \ldots, J  \tag{3.15}\\
m y & =1,2, \ldots, M
\end{align*}
$$

holds.
The operation preeedence constraints are developed so
that all jobs are not started on next machines until the previous
operations are finished. The constraints are

$$
\begin{aligned}
S_{j_{x} m_{y}}+t_{j_{x} m_{y}} X_{j_{x} m_{y}} \leq S_{j_{x}^{m+1}} & +C\left(1-X_{j_{x} m_{y}}\right)+C\left(1-X_{j_{x} m_{y+1}}\right),(3.16) \\
f_{x} & =1,2, \ldots, J \\
m_{y} & =1,2, \ldots, M
\end{aligned}
$$

where $C$ is a large positive integer.
To ensure that two or more jobs are not processed by the same machine at the same time, i.e., to avoid overlapping, the constraints

$$
\begin{aligned}
s_{j_{x} m_{y}}+t_{j_{x} m_{y}} X_{j_{x} m_{y}} \leq s_{j_{x+1} m_{y}} & =C\left(1-x_{j_{x} m_{y}}\right)+C\left(1-X_{j_{x+1}}\right) \\
\mathbf{j}_{x} & =1,2, \ldots, J \\
m_{y} & =1,2, \ldots, M
\end{aligned}
$$

hold.
In fob shop problem, it is not possible to predict which of the machines will perform the last operation. As in the previous formulation, an estimate of the schedule time is required. Let this estimate be $T$. Then, the following constraints allow for the possibility of any machine being the last in operation.

$$
\begin{equation*}
\mathrm{S}_{\mathrm{Jm}}+\mathrm{t}_{\mathrm{Jm}} \leq \mathrm{T}, \quad \mathrm{~m}=1,2, \ldots, \mathrm{M} \tag{3.18}
\end{equation*}
$$

The objective is to minimize T. However, Wagner (111) does not present an explicit expression for the objective function. The total number of constraints and variables required for the job shop problem of $J$ jobs and machines may be summarized as follows:

Equation Number

| 3.14 | JM |
| :--- | :--- |
| 3.15 | JM |
| 3.16 | JM |
| 3.17 | JM |
| 3.18 | N |

Number of Variables
$(\mathrm{JM})^{2}+4 \mathrm{JM}+\mathrm{M}$

The formulation of the flow shop problem involves less number of constraints and variables. This is because all jobs have the same machine ordering. Hence, the set of consiraints of the form (3.16) through (3.18) are not required. In order to ensure the conditions: (1) a job may not be processed on more than one machine at a time; and (2) a machine may not perform more than one $j$ ob at a time, a set of constraints may be developed. Condition (1) may be expressed as

$$
\begin{equation*}
S_{j_{x} m}=S_{j_{x-1} m_{y}}+t_{j_{x-1} m_{y}}+I_{j_{x-1} m} \tag{3.19}
\end{equation*}
$$

and, the condition (2) may be expressed as

$$
\begin{equation*}
s_{j_{x} m_{y}}=s_{j_{x}} m_{y-1}+t_{j_{x}} m_{y-1}+D_{j_{x} m_{y-1}} \tag{3.20}
\end{equation*}
$$

Subtracting (3.20) from (3.19), the following equation is obtained.

$$
\begin{equation*}
0=S_{j_{x-1} m}+t_{j_{x-1} m}+I_{j_{x-1} m}-S_{j_{x} m y-1}-t_{j_{x}} m y-1 . D_{j_{x}} m \tag{3.21}
\end{equation*}
$$

Equation (3.21) expresses a specific operation. Hence, the operation which follows on the same machine may be expressed as

$$
0=S_{j_{x} m}+t_{j_{x} m}+I_{j_{x} m}-S_{j_{x+1}} m_{y-1}-t_{j_{x+1} m}{ }_{y-1}-D_{j_{x+1} m y-1}
$$

Subtraeting (3.21) from (3.22) and utilizing (3.19), the following equation is obtained.

$$
\begin{align*}
& 0=t_{j_{x} m}-t_{j_{x+1} m_{y-1}}+I_{j_{x} m_{y}}-I_{j_{x}{ }^{m} y-1}+D_{j_{x}^{m} y-1}-D_{j_{x+1}^{m} y-1}, \\
& j_{x+1}=2,3, \ldots, J \text {, }  \tag{3.23}\\
& m_{y}=2,3, \ldots, M \text {. }
\end{align*}
$$

Note that (3.23) forms a single set of constraints to meet both conditions (1) and (2). The starting times in (3.21) and (3.22) are converted into proeessing times in (3.23).

The objective is to minimize the sehedule time. This means that the objeetive funetion may be expressed as minimizing the idle time on the last machine. For this, all jobs should be started as early as possible on the last machine. Thus, the objective function is,

Minimize

$$
\begin{equation*}
z=\sum_{j=1}^{J}\left[t_{j M} \sum_{x=1}^{J} x_{j_{x} M}\right]+\sum_{x=0}^{J-1} I_{j} M \tag{3.24}
\end{equation*}
$$

Wagner (111) ineludes the sum of the idle times in the objective function; however, it is not required beeause the ide time variables are slaek ones.

The number of constraints and variables required for flow shop problem of $J$ jobs and $M$ machines are shown below:

Equation Number
3.14
3.15
3.16

Number of Constraints
JM
JM
(M-1)(J-1)

Number of Variables

$$
(J M)^{2}+2(M-1)(J-1)
$$

An interesting case of the above formulation is the threemachine problem. It has been shown by Johnson (63) that for $M \leq 3$, optimality of the schedule is not lost if all jobs are assumed to have the same machine ordering. Hence, in formulation of this problem, the number of variables and constraints, are reduced considerably.

The following notation is considered to present the formulation.

$$
\begin{aligned}
& X_{j_{X}}=\left\{\begin{array}{l}
1 \text { if job } j \text { is scheduled in sequence-position } x, \\
0 \text { otherwise. }
\end{array}\right. \\
& \bar{x}_{j_{x}} \quad\left[x_{1}, x_{2}, \ldots, x_{j_{x}}, \ldots, x_{J_{x}}\right] \\
& \text { Q row vector of processing times for jobs } 1 \text { through } \\
& \text { J on machine } 1 \text {, } \\
& Q_{2} \text { row vector of processing times for jobs } 1 \text { through } \\
& J \text { on machine } 2 \text {, } \\
& \text { Q } 3 \text { row vector of processing times for jobs } 1 \text { through } \\
& J \text { on machine } 3 \text {. }
\end{aligned}
$$

The constraints, to ensure that all jobs are processed on all machines, and not more than one job is assigned the sequence position $x$, may be expressed as the standard assignment problem. Thus,

$$
\begin{equation*}
\sum_{\mathrm{X}=1}^{\mathrm{J}} \mathrm{X}_{\mathrm{j}}=1 \quad \mathbf{j}=1,2, \ldots, \mathrm{~J}, \tag{3.25}
\end{equation*}
$$

and

$$
\sum_{j_{j=1}^{J} X_{j}}=1 \quad x=1,2, \ldots, J
$$

hold.
The timing restrictions among machines 1 and 2 may be expressed as

$$
\begin{align*}
& {\left[Q_{2}\right]\left[\bar{x}_{j_{x}}\right]-\left[Q_{1}\right]\left[\bar{x}_{j_{x+1}}\right] \leq 0, \quad x=1,2, \ldots, J-1}  \tag{3.27}\\
& {\left[Q_{3}\right]\left[\bar{x}_{j_{x}}\right]-\left[Q_{2}\right]\left[\bar{x}_{j_{x+1}}\right] \leq 0, \quad x=1,2, \ldots, J-1} \tag{3.28}
\end{align*}
$$

The objective is to start job in sequence-position 1 , on machines 1 and 2 , as early as possible. Remaining jobs follow this job. Therefore, the objective function is Minimize

$$
\begin{equation*}
z=\left[Q_{1}+Q_{2}\right]\left[\bar{x}_{j_{1}}\right] \tag{3.29}
\end{equation*}
$$

The number of constraints and variables required for flow shop problem of $J$ jobs and three machines may be summarized as below.

Equation Number
3.25
3.26
3.27
3.28

Number of Constraints J

J
J-1
J-1

The same sample problem of six jobs and three machines is formulated according to Wagner. The objective function and constraints are:

Minimize

$$
\begin{equation*}
z=13 x_{1}+14 x_{2}+10 x_{3_{1}}+14 x_{4_{1}}+14 x_{5}+16 x_{6} \tag{3.30}
\end{equation*}
$$

subject to

$$
\begin{align*}
& 6 \\
& \sum_{j=1}^{\sum} X_{j}=1, \quad x=1,2, \ldots, 6 \\
& \sum_{\mathrm{X}=1}^{6} \mathrm{X}_{\mathrm{j}_{\mathrm{x}}}=1, \quad \mathrm{j}=1,2, \ldots, 6 \\
& 3 x_{1_{1}}+3 x_{2}+8 x_{3_{1}}+7 x_{4}+10 x_{5}+12 x_{6_{1}}-7 x_{1_{2}}- \\
& 2 X_{2}-6 X_{3}-11 x_{4}-8 x_{5}-14 x_{6_{2}} \leq 0 \\
& 3 x_{1_{5}}+3 x_{2_{5}}+8 \mathrm{X}_{3_{5}}+7 \mathrm{X}_{4}+10 \mathrm{X}_{5}+12 \mathrm{X}_{6_{5}}-7 \mathrm{X}_{1_{6}}- \\
& 2 x_{2}-6 x_{3_{6}}-11 x_{4}-8 x_{5}-14 x_{6} \leq 0  \tag{3.33}\\
& 7 X_{1_{1}}+2 X_{2_{1}}+6 X_{3_{1}}+11 x_{4}+8 x_{5}+14 X_{6}-6 X_{1}- \\
& 12 x_{2}-4 x_{3_{2}}-3 x_{4}-6 x_{5}-2 x_{6} \leq 0 \\
& \text { : } \\
& 7 X_{1_{5}}+2 X_{2_{5}}+6 X_{3_{5}}+11 X_{4}+8 X_{5}+14 X_{6}-6 X_{1}{ }_{6}- \\
& 12 x_{2}-4 X_{3}-3 x_{4}-6 x_{5}-2 x_{6} \leq 0 \tag{3.34}
\end{align*}
$$

Story and Wagner (108) have solved various problems of nine jobs and three machines using the above model by Gomory's
integer-1inear programing algorithm. This was done on IBM 7090 integer programing package 1 PO3. They have found that in many cases the number of iterations exceeded 1000. Thus, it has becn concluded that practical method by integer programing has not yet been developed.

### 3.3 Manne's Formulation

The formulation of the machine scheduling problem of $J$ jobs and $M$ machincs as an integer-linear programing problem developed by Mannc (75), is presented. Thc following notation is required for developing the different constraints.
$X_{j m r}=\left\{\begin{array}{l}1 \text { if job } j \text { is schedulcd on machine } m \text { for operatien } r \\ 0 \text { otherwise }\end{array}\right.$
$S_{j m} \quad \begin{aligned} & \text { starting time of } j o b j \text { on machinc m, }\end{aligned}$
$Y_{i j m}=\left\{\begin{array}{l}1 \text { if jobi precedes job } j \text { (not necessarily directly) } \\ 0 \text { otherwise. }\end{array}\right.$
C a constant.
To construct the required constraints, consider two arbitrary jobs $i$ and $j$. To avoid thc overlapping of these two jobs on the same machine at the same tima it is required that job $i$ or $j o b j$ must precede the other by sufficient time so that the first job be completed before the second starts. Therefore, either

$$
S_{i m}-S_{j m} \geq t_{j m}
$$

or

$$
S_{j m}-S_{i m} \geq t_{i m}
$$

must hold. Note that, the above two inequalities indicate that job $j$ precedes $j o b i$, and $j o b i p r e c e d e s ~ j o b ~ j e s p e c t i v e l y . ~$ Such inequalities cannot be handled by ordinary linear programing. Hence, the above condition is converted into two independent linear inequalities in integer variables such that

$$
\begin{equation*}
\left(c+t_{j m}\right) Y_{i j m}+\left(S_{i m}-S_{j m}\right) \geq t_{j m} \tag{3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(C+t_{i m}\right)\left(1-Y_{i j m}\right)+\left(S_{j m}-S_{i m}\right) \geq t_{i m} \tag{3.36}
\end{equation*}
$$

It is evident that if the variable $Y_{i j n}$ equals to zero then the first term in left hand side of inequality (3.35) vanishes. However, if $y_{i j m}$ equals to one, the first term in inequality (3.36) vanishes. Note that $C$ is sufficiently large constant and it may be set such that

$$
c=\sum_{j=1}^{J} \sum_{m=1}^{M} t_{j m}
$$

This set of non-overlapping constraints leads directly to a non convex set of constraints upon the variables.

Operation precedence constraints are developed so that all jobs are not started on next machines until the previous operations are finished. For all, but the last operation of a job, the constraints are

$$
\sum_{m=1}^{M} X_{j m r}\left(S_{j m}+t_{j m}\right) \leq \sum_{m=1}^{M} X_{j m, r+1} S_{j m} \quad \begin{align*}
&  \tag{3.37}\\
& \\
& \\
& \\
& \\
& \\
& \\
&
\end{align*}
$$

Now, the objective function may be expressed as,
Minimize

$$
Z=\sum_{j=1}^{J} \sum_{m=1}^{M} X_{j m M_{j m}}^{S}
$$

This will minimize the sum of the starting times of the last operations on all jobs, which means minimizing the schedule time. It should be pointed out that a variety of objective functions, other than the above, may be considered. Some of these are the minimization of the maximum flow time and the minimization of the mean tardiness.

Again, the same problem presented in the subsections 3.1 and 3.2 is formulated as follows:

Minimize

$$
\begin{equation*}
z=\sum_{j=1}^{6} \sum_{m=1}^{3} x_{j m 3} S{ }_{j m} \tag{3.38}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \left(C+t_{j m}\right) Y_{i j m}+\left(S_{i m}-S_{j m}\right) \geq t_{j m}, \begin{array}{l}
i=1,2, \ldots, 6 \\
j=1, \ldots, \\
m=1,2,
\end{array}  \tag{3.39}\\
& \left(C+t_{i m}\right)\left(1-Y_{i j m}\right)+\left(S_{j m}-S_{i m}\right) \geq t_{i m} \text {, }  \tag{3.40}\\
& \begin{array}{l}
1=1,2, \ldots, 6, ~ \\
j=1,2, \ldots, 6, ~
\end{array} \\
& j=1,2, \ldots, 6 \text {, } \\
& m=1,2,3
\end{align*}
$$

and

$$
\begin{align*}
\sum_{m=1}^{3} X_{j m r}\left(S_{j m}+t_{j m}\right) \leq & \sum_{m=1}^{3} X_{j m, r+1} S_{j m}, \\
&  \tag{3.41}\\
& \\
& \\
& j=1,2 \\
&
\end{align*}
$$

where

$$
\begin{aligned}
c & =\sum_{j=1}^{6} \sum_{m=1}^{3} t_{j m} \\
& =124 .
\end{aligned}
$$

Manne has suggested that if the starting times $S_{j m}$ are permitted to take continuous values rather than integer, the result might be more efficient and realistic. However, the computational time involved in Gomory's mixed integer programing algorithm (45) has also to be taken into account.

In summary, a comparison among the three formulations regarding the number of constraints and variables required, is made in T able 3.1.
Table 3.1
Comparison Among Different Formulations
Wagner
General
$J$
$M$
$(J!)^{M}$
$J^{2}+4(J-1) *$
$(4 J-3) *$
Example

Bowman


Example


## FURTHER APPROACUES

In this chapter, some other tcchniques are presented and illustrated by suitable sample problems aceording to their limitations. These are Graphical, Graphieal-Dynamic Programing, and Heuristics techniques.

### 4.1 Graphical Approaeh

Sasieni et. al. (99) have presented the graphical approach to the job shop problem of two jobs and M machines. This technique is approximate but simple and easy to apply. flardgrave and Nemhauser (46) have developed a geometric model and the corresponding computational algorithm. This is an extension to the approach presented in (99). The theoretical analysis has been extended to the case of $J$ jobs and M machines. The concept of the technique is to interpret the sequencing problem geometrieally. The feasible sequences are representcd by paths in J-dimensional rectangle. However, it is difficult to visualize higher than two dimensional geometric presentation. Hence, this teehnique is most suitable for the job shop problem of two jobs and Mmachines. The technique is also feasible for situations where a machine may proeess more than one job at a time; more than one machine of the same type exists; or a machine has to discontinue processing of a job.

A two dimensional coordinate system represents a problem of two jobs and $M$ machines. The abscissa and the ordinate repre-
sent processing times of job 1 and job 2 , respectively. The processing times for each operation on the jobs, in the prescribed machine ordering are determined on the axes. If the total processing times for jobs 1 and 2 are given by $\mathbb{N}_{1}$ and $\mathbb{N}_{2}$, then the closed rectangle of width $N_{1}$ and length $N_{2}$ determine a region in which any point represents a degree of completion for each job. The two points $(0,0)$ and $\left(N_{1}, N_{2}\right)$ are called the origin and destination nodes, respectively. It is possible to construct a finite network, with these two nodes as extremes and the shortest path becomes the optimal. Some points in this rectangle are non-feasible. This means that the path should not pass through these points. Points which represent a degree of completion such that both jobs are being processed simultaneously on the same machine are non-feasible. Cartesian product of processing times of jobs on the two axes is taken and represented as rectangles. There will be as many rectangles as the number of machines. All the rectangles represent non-feasible regions and hence diagonal movement through them is forbidden. Hence, all the paths between the origin and destination nodes that do not pass through non-feasible regions form feasible sequences. A feasible path is represented by a continuous line consisting of vertical, horizontal and diagonal segments. The horizontal segment corresponds to the processing of $j$ ob 1 , vertical segment to the processing of job 2 , and the diagonal segment to the processing of both jobs simultaneously.

It is evident that the feasible path which has the minimum of horizontal and vertical movements is the optimal. It should be noted that a diagonal movement over a unit of tine is equivalent, in the sense of completing job, to a vertical movement of onc time unit plus a horizontal movement of one time unit.

Sasieni et. al. (99) have suggested to pick up the optimal path by eye, but Hardgrave and Nemhauser (46) have formulated rulcs to determine rigorously and efficiently the shortest path. Their algorithm may be presentcd as follows:

Step 1: Set up the axes, one for each job.
Step 2: Enter the cumulative processing times for each operation on the jobs in their prescribed machine ordering.

Step 3: Represent the non-feasible regions by rectangles, sidcs of which show the processing times of jobs on thosc machines.

Step 4: Starting at the node ( 0,0 ) move diagonally towards the destination node until a region of non-feasibility is hit.

Step 5: Check where the path hits non-feasible region. 5.1 If it hits at left side of the rectangle as in Figure 4.1 , return to the point $Q$ and branch off horizontally, $P Q X$, and vertically, $P Q R S$. Go to step 4 with the now points $S$ and $X$.
5.2 If it hits at the bottom of the rectangle as in Figure 4.2 , return to the point $Q$ and branch off

horizontally, PQRX, and vertically, PWS. Go to step 4 with the new points $S$ and $X$. 5.3 If the top or right edge of the rectangle is hit, move along that edge to the destination node $\left(N_{1}, N_{2}\right)$.

Step 6: The problem is solved when all paths reach the destination nodes $\left(N_{1}, N_{2}\right)$. The path (s) with minimum length, i.e., summation of horizontal, vertical, and diagonal segrents, corresponds to the best sequence(s).

The above algorithm is illustrated by a sample job shop problem of two jobs and three machines. The same problem which was handled by Boolean algebra in subsection 2.5 is solved. For convenience, the processing time and machine ordering matrices are reproduced.

$$
\tau^{*}=\left[\begin{array}{ccc}
6 & 7 & 3 \\
12 & 2 & 3
\end{array}\right] \quad, \quad M^{*}=\left[\begin{array}{lll}
11 & 12 & 13 \\
23 & 22 & 21
\end{array}\right]
$$

A reference is made to the Figure 4.3. The cumulative processing times of jobs 1 and 2 are entered on abscissa and ordinate, respectively. The times during which the same machine is required by both jobs are noted and rectangular non-feasible regions are drawn. For example, machine $i$ is required by job 1 from time zero to six, and by job 2 from time five to 17. Hence the rectangle formed by the points $(0,5),(6,5),(6,17)$, and $(0,17)$ represent non-feasible region for machine 1 . Similar nonfeasible regions are drawn for machines 2 and 3 according to step 3.


Figure 4.3 Graphical Solution for a Job Shop
Problem of Size ( $2 \times 3$ )

Following step 4 and moving diagonally, it is observed that the path hits non-feasibility region of machine 1 . According to step 5.2 , returning to node $(0,0)$ and branching horizontally and vertically, two paths are obtained. Rcturning to step 4 at the two new points $(6,5)$ and $(0,17)$, the destination node is reached.

The two paths are shown as broken and continuous paths in Figure 4.3. The length of the broken path is

$$
17+16=33,
$$

and that of the continuous path is

$$
5+1+10+2=18 .
$$

According to step 6, the best path is that represented by the continuous line. This path indicates that the job 2 is processed first on machines 2 and 3 , and job 1 is processed first on machine 1 . The schedule timc is 18.

It is seen that the technique is quite simple for problems having not morc than two jobs, otherwise, it is difficult to visualize the geometrical structure. It should be pointed out that this technique does not always produce optimal solution. As the number of machines increascs, the accuracy diminishes.

If a machine processes more than one job at a time or if there is more than onc machine of a given type, the non-feasible region corrcsponding to that machine vanishes. Also, if a job is pcrmitted to bc removed from a machine before completion allows vertical or horizontal movement through the corresponding nonfeasible region.

Hardgrave and Nemhauser (46) have considered their approach as a geometric interpretation of Griffler and Thompson's approach (40) in the sensc that the idea of "active schedule" is closely related to "paths in the networl"; "conflict" is related to "hitting a non-feasiblc region"; and, "resolving a conflict in all possible ways" is related to a "branching around a non-feasible region."

### 4.2 Graphical-Dynamic Programing Approach

Held and Karp (47) have presentcd the dynamie programing formulations for J jobs and one machine problem. They have discussed the inclusion of preeedencc constraints. However, the technique is computationally effective for one machine problem.

Szwarc (109) has presented a solution to the problem of two jobs and M machines by combination of dynamic programing and graphical methods. The dynamic programing technique is based on the principle of optimality. This principle states that "an optimal poliey has the property that whatever the initial state and initial decisions are, the remaining deeisions must constitute an optimal policy with regard to the state resulting from the first decision." Szwarc (109) has extended his technique to the case of $J$ jobs and M machines. However, it is not guaranteed that the scquence obtained is fcasible and the feasible sequence is optimal.

This graph-dynamic programming techniquc is based on certain properties of a feasible path. The process of setting the set of two axes; entering cumulativc processing times for each operation
on the jobs in the prescribed technological ordering; and setting up of the rectangles comprising non-feasible regions, is the same as in the graphical tcchnique.

Szwarc has defined a feasible path as one that satisfies the following conditions:

1. It is a continuous and consists of straight line scgments, starting at thc origin node ( 0,0 ) and terminating at the dcstination node $\left(N_{1}, N_{2}\right)$.
2. All thc segments of thc line must be either horizontal, vertical or diagonal.
3. It does not intersect any non-feasible region.

The paths that satisfy the above conditions constitute fcasible paths and the shortest one is the optimal sequence. All northwcst and southeast corners of the non-feasible rectangles, along with the origin and the destination points are called nodes. The feasible path passes through these nodes. A node $W_{i}$ with ordinates ( $X_{i}, Y_{i}$ ) is said to be adjacent to the node $W_{j}$ with ordinates $\left(X_{j}, Y_{j}\right)$ if:

1. $X_{i} \leq X_{j}$ and $X_{i} \leq Y_{j}$,
2. there exists at least one continuous path consisting of one or more straight lines with the following properties:
2.1 the line links the nodes $W_{i}$ and $W_{j}$,
2.2 the line satisfies the conditions 2 and 3 of feasible path,
2.3 no othcr node lics on the path.

The distance bctween two adjacent nodes $W_{i}$ and $W_{j}$ is given by

$$
d\left(N_{j}, W_{i}\right)=\max \left[\left(Y_{i}-Y_{j}\right)-\left(X_{i}-X_{j}\right), 0\right]
$$

The tchniquc consists of drawing a set of axes. As in the graphical technique the cumulative processing timcs of both jobs are cntered on the axes. Regions of non-feasibility are also drawn. Two boundary paths, upper and lower are drawn. The boundary paths are such that all feasiblc paths will lie on or within them. The shortest distance, of a path through the origin and destination is calculated by applying dynamic programing.
 schedule time and the corresponding path gives optimal schcdule.

The algorithm may now be stated as follows:
Step 1: Sct up the axes, one for each job.
Step 2: Enter the cumulative processing times for each operation on the jobs in their prescribed machine ordcring.

Step 3: Represcnt the non-feasible regions by rectangles, sides of which show the processing times of jobs on those machines.

Stcp 4: Label all the nodes, i.e., all northwest and southeast corners, origin and destination points as, $W_{1}, W_{2}, \ldots, W_{k}$, in decreasing order of coordinates with priority of abscissa.

Step 5: Dctermine the set of nodes $n\left(W_{j}\right)$ in which $W_{j}$ is adjacent to every node in the set.

Step 6: Determine the distance of each node of the set $n\left(W_{j}\right)$ from the node $W_{j}$ such that

$$
d\left(W_{j}, W_{i}\right)=\max \left[\left(Y_{i}-Y_{j}\right)-\left(X_{i}-X_{j}\right), 0\right]
$$

Step 7: Determine the minimum distance between the destination node and all other nodes, $f\left(W_{j}\right)$, such that

$$
f\left(W_{j}\right)=\left[d\left(W_{j}, W_{i}\right)+f\left(W_{i}\right)\right], \underset{i}{j}=2,3, \ldots, k
$$

where
$f\left(W_{i}\right)=$ Distance of node $W_{i}$ from the destination node.
Step 8: Select the path(s) through the nodes having minimum distance between the origin and the destination nodes. This is the optimal path and the optimal schedule time T* is given by:
$\left.T *=\max _{j} \sum_{m=1}^{M} t_{j m}\right]+\begin{aligned} & \text { optimal distance between the origin } \\ & \text { and destination nodes. }\end{aligned}$
Step 9: Draw the upper and lower boundary paths.
Step 10: Starting at the origin node, move diagonally till the boundary path is hit.

Step 11: Move along the boundary path upwards or to the right until a node is reached.

Step 12: Starting again at this node move diagonally until the boundary path is hit.

Step 13: Repeat steps 11 and 12 till the destination node is reached. The path so obtained gives the optimal schedule.

To illustrate the techinique, the sample problem solved by the graphical technique in subsection 4.1 , is solved. For
convenience, thc processing time and machine ordering matrices are reproduced as follows:

$$
T \%=\left[\begin{array}{ccc}
6 & 7 & 3 \\
12 & 2 & 3
\end{array}\right] \quad, \quad 1 \%=\left[\begin{array}{lll}
11 & 12 & 13 \\
23 & 22 & 21
\end{array}\right] \quad .
$$

Referring to Figure 4.4 , the cumulativc processing times of jobs 1 and 2 are entered on ordinate and abscissa respectively. Rcgions of non-feasibility for all three machines are also drawn as in graphical tcchnique.

Following step 4 , the nodes are labelled as $W_{1}, W_{2}, \ldots, W_{6}$; in decreasing order of coordinates with priority of abscissa. Therefore, the origin node is $W_{6}$ and the destination node is $W_{1}$.

Next, following step 5 the set of nodes $n\left(W_{j}\right)$ is determined, in which $W_{j}$ is adjacent to all nodes of the set. For example, the node $W_{1}$ is adjacent to each of the nodes $W_{2}, W_{3}, W_{4}$, and $W_{5}$. Hence $n\left(W_{1}\right)$ will contain the set of nodes $W_{2}, W_{3}, W_{4}$, and $W_{5}$. Table 4.1 contains this set for all nodes.

The distances of each node of the set $n\left(W_{j}\right)$ from the node $W_{j}$ is calculated and entered in Table 4.1 .

Table. 4.1
Table of Nodes

| $W_{j}$ | $n\left(W_{j}\right)$ | $d\left(W_{j}, W_{i}\right)$ | $\left.f_{j}\right)$ |
| :--- | :---: | :---: | :---: |
| $W_{1}$ | $W_{2}, W_{3}, W_{4}, W_{5}$ | $16,0,0$ | 0 |
| $W_{2}$ | $W_{6}$ | 0 | 16 |
| $W_{3}$ | $W_{6}$ | 1 | 0 |
| $W_{4}$ | $W_{6}$ | 10 | 0 |
| $W_{5}$ | $W_{6}$ | 16 | 0 |
| $W_{6}$ |  |  |  |



Figure 4.4 Graphical-Dynamic Programing Solution for a Three Machines Job Shop Problem of Size ( $2 \times 3$ )

The distances between adjacent nodes are calculated as follows:

$$
\begin{aligned}
d\left(W_{2}, W_{1}\right) & =\max \left[\left(Y_{1}-Y_{2}\right)-\left(X_{1}-X_{2}\right), 0\right] \\
& =\max [(16-0)-(17-17) 0] \\
& =\max \left[\begin{array}{ll}
16 & 0
\end{array}\right] \\
& =16, \\
d\left(W_{3}, W_{1}\right) & =\max \left[\left(Y_{1}-Y_{3}\right)-\left(X_{1}-X_{3}\right), 0\right] \\
& =\max [(16-6)-(17-5) 0] \\
& =\max [-20] \\
& =0, \\
d: & \ddots \\
d\left(W_{6}, W_{5}\right) & =\max \left[\left(\begin{array}{l}
\left.Y_{5}-Y_{6}\right)-\left(X_{5}-X_{6}\right), 0
\end{array}\right.\right. \\
& =\max [(16-0)-(0-0) 0] \\
& =\max [160] \\
& =16 .
\end{aligned}
$$

All the distances are entered in Table 4.1.
According to step 7, shortest path between any node and the destination node is determined. Let $f\left(W_{j}\right)$ denote the cumulative distance of the node $W_{j}$ from the node $W_{1}$. Then, it follows that

$$
\begin{aligned}
& f\left(W_{1}\right)=0, \\
& f\left(W_{2}\right)=\left[d\left(W_{2}, W_{1}\right)+f\left(W_{1}\right)\right], \\
& f\left(W_{3}\right)=\left[d\left(W_{3}, W_{1}\right)+f\left(W_{1}\right)\right], \\
& f\left(W_{4}\right)=\left[d\left(W_{4}, W_{1}\right)+f\left(W_{1}\right)\right],
\end{aligned}
$$

$$
f\left(W_{5}\right)=\left[d\left(W_{5}, W_{1}\right)+f\left(W_{1}\right)\right],
$$

and

$$
\begin{array}{r}
f\left(W_{6}\right)=\min \left[d\left(W_{6}, W_{2}\right)+f\left(W_{2}\right), d\left(W_{6}, W_{3}\right)+f\left(W_{3}\right),\right. \\
\left.d\left(W_{6}, W_{4}\right)+f\left(W_{4}\right), d\left(W_{6}, W_{5}\right)+f\left(W_{5}\right)\right] .
\end{array}
$$

Note that the path $W_{6}$ to $W_{1}$ may be through $W_{2}, W_{3}, W_{4}$, and $W_{5}$ and the shortest of the four paths is desired. Hence on substitution of numerical values.

$$
\begin{aligned}
\mathrm{f}\left(\mathrm{~W}_{2}\right) & =16+0 \\
& =16, \\
\mathrm{f}\left(\mathrm{~W}_{3}\right) & =0+0 \\
& =0, \\
\mathrm{f}\left(\mathrm{~W}_{4}\right) & =0+0 \\
& =0, \\
\mathrm{f}\left(\mathrm{~W}_{5}\right) & =0+0 \\
& =0,
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{f}\left(\mathrm{~W}_{6}\right) & =\min \left[\begin{array}{lll}
0+16 & 1+0 & 10+0 \\
\cdots & 16+0
\end{array}\right] \\
& =\min \left[\begin{array}{lll}
16 & 1 & 10 \\
16
\end{array}\right] \\
& =1
\end{aligned}
$$

This indicates that the shortest path lies along the nodes $W_{1}, W_{3}$, and $W_{6}$ and the distance between the nodes $W_{1}$ and $W_{6}$ is 1 . The optimal schedule time, $T *$, is

$$
\begin{aligned}
T^{*} & =\max \left[\sum_{m=1}^{3} t_{j m}\right]+1 \\
& =\max \left[\begin{array}{ll}
16 & 17
\end{array}\right]+1 \\
& =17+1 \\
& =18
\end{aligned}
$$

To obtain thc optimal schcdule, a path is drawn through the nodes $W_{6}, W_{3}$, and $W_{1}$. To do so, the upper and lower boundary paths are drawn according to step 9. Staring from the origin and moving diagonally, the non-feasibility rcgion is hit. Hence, moving vertically till the node $W_{3}$ is reached and again moving diagonally, upper boundary path is hit. On moving horizontally to the right, the destination node is reached according to step 13. This path gives the optimal schedule which indicates that process job 2 on machines 2 and 3 first, and job 1 on machine 1 first. The optimal schedule time $T *$ is given by length of the path. Thus,

$$
\begin{aligned}
T^{*} & =5+1+10+2 \\
& =18 .
\end{aligned}
$$

It should be noted that the above solution is the same as that obtained by graphical and boolcan algebra techniques. Note also that the optimal schedule time can be checked by the graphical-dynamic programing technique.

It has becn found that this technique is quite simple and the solution is obtained very quickly. The problem involves at most $2 \mathrm{M}+2$ nodes.

### 4.3 Heuristic Techaiques

The machine scheduling problem appearing most commonly in industry is dynamic in nature. It becomes complicatcd because of many variables such as variability in factory performance due to fluctuating demand, unpredictablc labor performance, unexpected
machine delays, variable product quality, and queuing effects. One of the most practical techniques to solve such problems is simulation and then imposing heuristics, i.e., rules of thumb and priority rules.

Simulation has been defined as the process of simulating the behavior of a system to study its effects to specific changes. The results help gain insights, test hypothescs, demonstratc or verify new ideas, establish feasibility, and compare alternatives. Computer simulation however, is seldom an exact analogue of the operation of an actual systeme To simulate factory operations, it is necessary to have a model which provides a formal statement of the system behavior. Simulation study can be exploratory in that, new design will result from information obtained by simulation. The second type is a form of statistical sampling。 This is referred to as Monte Carlo sampling in which a given design is subject to many conditions in order to determine its suitability.

Eilon and liodgson (31) have developed a simulation model for job shop consisting of two identical machines operating in parallel. It is assumed that the jobs arrive according to Poisson distribution; form a single queue and may bc processed on either machine. Expcrimenting with 2000 arriving jobs for various loading rulcs, it has been found that loading the job in the queue with the shortest processing time first, yields best results in terms of minimizing job waiting times, flow time, machine idle times, delay factors and queue length.

Conway ct. al. (25) have conducted an experiment on priority rules using a five machines job shop problem with 100 arriving jobs. The investigation led them to conclude that a general statcment regarding effectiveness of a particular priority rule is not obvious. Priority rules can differ with respect to the mean lateness of all jobs. It can accelerate one or more jobs at the expense of others. However, simple priority rulcs can do an effective job of reducing weighed average completion timc, as compared to the selection of jobs at random.

Gerc (34) has developed computer simulation program to study the effects of various priority rules and heuristics individually, as well as combinations of them. The objective function considered has been that of meting due-dates, or failing this, minimizing the sum of lateness. The experiments include static and dynamic situations. In the dynamic situation, arriving jobs were assumed to be governed by Poission distribution. One experiment involves 25 static problems of six to 20 jobs, one to 16 operations per job, and four to 16 machines. Other experiment includes 16 dynamic problems involving 20 to 60 jobs, one to 16 operations per job and four co 16 machines. It has been concluded that: 1. The selection of priority rule for discriminating between jobs for competing on the machines is not as important as the selection of a set of heuristics.
2. There is little difference in effcctiveness of the priority rules after they are combined with two or more heuristics.
3. On comparing the sequenccs obtained by heuristics, with the 3000 sequences generated by Monte Carlo technique for flow shop problems of up to 100 jobs and 10 machines reported by Heller (51), Gcre (34) has found that heuristics are more effective in handling the problem of finding the minimum schedule time. Regarding the priority rules, Gere has concluded that: 1. Non-random rules are significantly morc cffective than random rules.
2. There is little choicc between rules based in some reasonable way upon job slack (idle time availablc before due-date).
3. The shortest imminent opcration (SIO) rule is less effective than a job slack based rule.
4. Thc alternate operation and look ahead heuristics are
effective, both individually and collectively.
5. There lics a rcal difference in results obtained with the use of differcnt priority rules. A poor rule augmented by the heuristics is better than a good rule without them. -

Priority rule consists of assigning a scalar value to each
of the waiting jobs. The job having the minimum scalar value is schcduled first. In case of a tie, the job with smaller job number is scheduled. The priority rules used for job assignments in the experiments conducted by Conway et. al. (25), Eilon and Hodgson (31), Gere (34), and Rowe (93) are summarized as follows. The priority is:

1. random. (25), (31), (34), and (93).
2. first come first scrved. (25), (31), (34), and (93).
3. inversely related to due-date. (25), (31), and (93).
4. inversely related to the remaining slacl-timc. (25) and (34). This rule means, priority is given to jobs for which the time remaining to due-date less, the remaining processing time is a minimum.
5. inversely related to the $j 0 b$ slack ratio. (34). Job slack ratio is the ratio of free tinc available before the due-date to the total time remaining until thc due-date.
6. inverscly related to the modified job slack ratio (34). This takes into account machine loading by adding the expected delay time to each operation time.
7. shortest imminent operation (SIO). (25), (31), (34), and (93).
8. directly related to the processing time on the next operation.
(25), (31), and (93). Maximum priority is given to the job having longest operation.
9. directly related to the number of opcrations left. (25).
10. inversely rclated to the number of operations left. (25).
11. inversely related to the sum of processing times for all remaining operations. (25).
12. directly related to the sum of processing times for all processing times for all remaining operations. (25).
13. directly related to dollar value of job. (25).
14. directly related to the subsequent move. (25).

Maximum priority is given to the job which, will go on the next machine which has the shortest qucue, in terms of least processing time.

As described earlicr, Gere (34) has experimented on some heuristics. These are actually tailor made approaches. If the immediatc situation calls for action extraneous to the priority rule, then exception to the general rule is taken. This, then becomes the heuristic. The heuristics employed by Gere are as follows:

1. Alternate Operation: Scheduling job according to some rule it is checked if somc other job becomes critical (slack becoming negative), If it does, schedule is changed, otherwise the previous one is followed.
2. Look Ahead: After scheduling, it is checked if there is a critical (late or nearly late) job due to rach the particular machinc at some future time, yet before thc scheduled job is completed. If so, that job is scheduled. Effect of this job or other jobs is checked. Depending on this effect, the schedule is retained or replaced.
3. Insert: Once "look ahead" job is scheduled and there is idle time, and if there is a job in the queue whose operation can be completed in this idlc time, it is scheduled.
4. Subset of Critical Jobs: In this, a subset of critical jobs is selected. These jobs are scheduled according to a priority rule and romaining jobs are scheduled around these jobs. An advantage of this heuristic is that it points out conflicts within the subset.
5. Re-do with Adjusted Due Dates: When a schedule is completed and if at least one $j o b$ is late, dcerease the due-date of each
late job by the time it was late and lay out the schedulc again. This will tighten the jobs previously late. It is not advisable to repeat this process more than twice or thrice as it might degenerate.
6. Flexibility: Flexibility in schcduling means an operation could be "squeezed into" the available time without much delaying other jobs. If time-transcending mode is employed, then opportunities of squeezing in do appear. But if time-progression scheduling is employed, then there is no necd for flexible scheduling.
7. Manipulation: This refers to shifting to "tailor-made" approach, attacking the problem as a unique instead of following the rules the second time. This heuristic has not been tested but Gere has recommended as future step in research.

In order to make comparisons among the various priority rules and heuristics, the following critcria havc been recorded in simulation:

1. Job waiting time.
2. Qucue length (the number of jobs waiting to be processed at the tine when a machine is frce to accept next job).
3. Flow time (the time taken from the arrival of ajob to its completion).
4. Delay factor (a ratio of flow time to processing time).
5. Facility idle time.
6. Missed due-date time.
7. Total number of jobs late.

It appears that especially for dynamic scheduling situations, heuristics is a powerful tool.

## CHAPTER V

## SUMMARY AND CONCLUSIONS

The machine schcduling problcm is one of the most challengaing problems posed in operations research. The problem arises whenever a number of jobs has to be processed on various machines in order to achieve an objective. Thc problem is of special interest because of the large number of computational effort required in its solution.

Attempts have been made by researchers to develop efficicnt procedure to find an optimal sequence of jobs from a considcrably large set of feasible sequenccs. The aim has been, to curtail the number of scquences in searching for the optimal. All algorithms developed so far, are based on several assumptions. The most common measure of effectiveness has been the schedule time,

In order to study the merits of various techniques with regard to the computational effort and optimality of the solution, a sample problem has been solvcd by some of the available techniques. Table 5.1 shows a sumary of research made in solving the machine scheduling problem.

The most simple procedurc to solve a flow shop problem of J jobs and two machines is the Direct Technique. It guarantees an optimal solution. A six jobs and two machines flow shop problem has been solvcd by this technique, which is also feasible for a special case of $J$ jobs and three machines flow shop problem.
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＋These techniques are also feasible for flow shop problers．

Extended Direct Technique also guarantces an optimal solution for flow shop problems of $J$ jobs and M machines. In solving a six jobs and three machines problem, it has been observed that the technique requires excessive amount of computation.

Branch-and-Bound Techniquc for flow shop problems of $J$ jobs and M machincs is computationally efficient when compared to the previous one. However, it has been found that an optimal solution is not guaranteed. This is because, in solving the sample problem, it has been observed that branching at the node having the least lower bound does not generate an optimal solution. It has been reportcd that the concept of dominated nodes and reversed approach reduccs the search by 13 and 33 percent, respectively.

The Lower Bound Technique when applied to flow shop problems of J jobs and Machines is simpler than the Branch-and-Bound Technique. llowcver, an optimal solution is also not guaranteed.

The Boolcan Algebra Technique is efficient for job shop problem. It generates a set of feasiblc sequcnces each of which may be optimal for some set of processing times. The technique is limited to job shop problems having two jobs and M machines. The Decomposition Technique reduces the problem of constructing and evaluating feasible sequences to a limited number of arrangements. It produces at least a near-optimal solution.

Results of experiments conductcd by various researchers are summarized in Table 5.2. Since the computers used are not the same, their speeds, for comparison purpose, are listed in
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[^1]* Job Shop Problems.

Appendix B, Table B. 1 .
Integer-linear programing formulations do not appear attractive. The main reasons are: first, the formulations involve a large number of constraints and variables even for small size problems. Second, the integer-linear programing algorithm is not computationally efficient.

The Graphical Technique for job shop problems of two jobs and $M$ machines is a simple technique. However, as the number of machines increases, the solution moves away from the optimal. It is not possible to check whether the solution is optimal or not. This difficulty is eliminated in the following technique.

The combination of Graphical and Dynamic Programing Techniques guarantees an optimal solution. However, this technique is also feasible for job shop problem of two jobs and M machines. When applied to large problems, it is not guaranteed thet the solution is optimal.

The above discussions relate to static situation studied in this report. Mostly, the situations encountered in industry are dynamic in nature. Moreover the problem becomes complicated because of the machine breakdown, possibility of alternative routes for jobs, and probabilistic nature of processing times. The most promising approach for such situations appears to be simulation, and utilizing priority rules, heuristics and/or combinations of them. Researchers have found that combination of priority and heuristic rules produce better results than pure Monte Carlo simulations.

## AlPWRDIX A

In this appendix, proofs of the lemmas and theorems of the Direct technique presented in subseetion 2.1 are fiven.

Lemma $1:$ The sequence on efther machine ent be made the same as that of the other machine without loss of time.

This means that for an optimal sequence, it is suffieient to consider the case in which the jobs are processed in the same order through both the machines.

Proof: The J jobs can be arranged in $J$ ! ways on machine 1. A problem of three jobs and two machines is considered. Let the sequence be $\left\{\begin{array}{l}3 \\ 2\end{array}\right\}$ for machine 1 and $\left\{\begin{array}{ll}1 & 2\end{array}\right\}$ for machine 2. Then it is clear that jobs 1 and 3 can be interchanged with out loss of tine as shown below:


Figure A. 1 Gantt Chart for a Job Shop Problem of Size ( $3 \times 2$ )

It is obsetved that the sequences are the same for both the machines. Similarly it follows that if needed, one can make sucessive interchanges without loss of time in order to make
sequences the same on both the machines.
Since both jobs have the same ordering the schedule time will consist of idletime and processing times of all jobs on machine 2. An expression for total idle time on machine 2 is derived.

Let $I_{j m}=$ idle time on machine m immediately prior to processing job $j$ on $i t$.


Figure A. 2 Gantry Chart for a Flow Shop Problem of Size ( $3 \times 2$ )

In the Figure A. 2 ,
$I_{12}=t_{11}$
$I_{22}=\max \left[\sum_{j=1}^{2} t_{j 1}-\sum_{j=1}^{l} t_{j 2}-\sum_{j=1}^{1} I_{j 2}, 0\right]$

Hence,

$$
\begin{aligned}
\sum_{j=1}^{2} I_{j 2} & =I_{12}+I_{22} \\
& =I_{12}+\max \left[\sum_{j=1}^{2} t_{j 1}-\sum_{j=1}^{1} t_{j 2}-\sum_{j=1}^{1} I_{j 2}, 0\right]
\end{aligned}
$$

$$
\begin{aligned}
&=\max \left[I_{12}+\sum_{j=1}^{2} t_{j 1}-\sum_{j=1}^{1} t_{j 2}-I_{12}, 0+I_{12}\right] \\
&=\max \left[\sum_{j=1}^{2} t_{j 1}-\sum_{j=1}^{1} t_{j 2}, t_{11}\right] . \\
& I_{32}=\max \cdot\left[\sum_{j=1}^{3} t_{j 1}-\sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{2} I_{j 2}, 0\right]
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \sum_{j=1}^{3} I_{j 2}=I_{12}+I_{22}+I_{32} \\
& =\max \left[\sum_{j=1}^{2} I_{j 2}+\sum_{j=1}^{3} t_{j 1}-\sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{2} I_{j 2}, 0+\sum_{j=1}^{2} I_{j 2}\right] \\
& =\max \left[\sum_{j=1}^{3} t_{j 1}-\sum_{j=1}^{2} t_{j 2}, \sum_{j=1}^{2} I_{j 2}\right] \\
& =\max \left\{\sum_{j=1}^{3} t_{j 1}-\sum_{j=1}^{2} t_{j 2}, \max \left[\sum_{j=1}^{2} t_{j 1}-\sum_{j=1}^{1} t_{j 2}, t_{11}\right]\right\} \\
& =\max \left[\sum_{j=1}^{3} t_{j 1}-\sum_{j=1}^{2} t_{j 2}, \sum_{j=1}^{2} t_{j 1}-\sum_{j=1}^{1} t_{j 2}, \sum_{j=1}^{1} t_{j 1}\right]
\end{aligned}
$$

Extending this to the case of j jobs,

$$
\begin{aligned}
\sum_{j=1}^{J} I_{j 2}= & \max \left[\sum_{j=1}^{J} t_{j 1}-\sum_{j=1}^{J-1} t_{j 2}, \sum_{j=1}^{J-1} t_{j 1}-\sum_{j=1}^{J-2} t_{j 2}, \sum_{j=1}^{J-2} t_{j 1}-\sum_{j=1}^{J-3} t_{j 2},\right. \\
& \left.\ldots, \sum_{j=1}^{2} t_{j 1}-\sum_{j=1}^{1} t_{j 2}, \sum_{j=1}^{1} t_{j 1}\right]
\end{aligned}
$$

If,

$$
D_{J}=\sum_{j=1}^{J} t_{j 1}-\sum_{j=1}^{J-1} t_{j 2}
$$

Total time idle on machine 2 may be expressed as,

$$
\sum_{\mathfrak{j}=1}^{\mathrm{J}} \mathrm{I}_{\mathfrak{j} 2}=\max \left[D_{\mathrm{J}}, D_{\mathrm{J}-1}, \ldots, D_{1}\right]
$$

and the schedule time

$$
\begin{aligned}
T & =\sum_{j=1}^{J} t_{j 2}+\sum_{j=1}^{J} I_{j 2} \\
& =\sum_{j=1}^{J} t_{j 2}+\max \left[D_{J}, D_{J-1}, \ldots, D_{1}\right]
\end{aligned}
$$

It is observed that the total idle time on machine 2 has been expressed in terms of the processing times. The schedule time Thas two components. The first, $\sum_{j=1} t_{j 2}$ is constant. Hence it follows that the optimal sequence will be one, that has minimum of idle time on machine 2. Consider two sequences $S$ and $S^{\prime}$, the latter formed by interchanging job $j_{x}$ and job $j_{x+1}$ in the former.

$$
\begin{aligned}
& s=1,2, \ldots, j_{x-1}, j_{x}, j_{x+1}, \ldots, J \\
& s^{\prime}=1,2, \ldots, j_{x-1}, j_{x+1}, j_{x}, \ldots, J
\end{aligned}
$$

Let

$$
\begin{aligned}
F(S)= & \max \left[D_{j_{X}}\right], \\
& 1 \leq x \leq J
\end{aligned}
$$

and

$$
F\left(S^{\prime}\right)=\max _{1 \leq \mathrm{x} \leq \mathrm{J}}\left[\mathrm{D}_{\mathrm{X}}^{\prime}\right]
$$

where

$$
\begin{aligned}
D_{j}^{\prime}= & \sum_{x=1}^{J} t_{j_{x}}^{\prime}-\sum_{x=1}^{J-1} t_{j_{x}}^{\prime}, \quad t_{j_{x}}^{\prime}
\end{aligned}=t_{j_{x} 1}, \quad \begin{aligned}
& t_{j_{x}}^{\prime}=t_{j_{x} 2}, \text { for } x \neq x, x+1
\end{aligned}
$$

For $x=x, x+1$,

$$
\begin{aligned}
& t_{j_{x}^{I}}^{1}=t_{j_{x+1}}^{I} \\
& t_{j_{x}^{2}}^{\prime}=t_{j_{x+1}}{ }^{2}, \\
& t_{j_{x+1}}^{\prime}=t_{j 1}
\end{aligned}
$$

and

$$
t_{j_{x+1}}^{\prime}=t_{j 2}
$$

Hence

$$
D_{j_{x}}^{\prime}=D_{j_{x}} \quad \text { for } x \neq x, x+1
$$

Thus
$F\left(S^{\prime}\right)=F(S)$ unless possibly if


Theorem 1: An optimal policy is given by the following rule. The job $\mathbf{j}_{\mathrm{x}}$ precedes the $\mathrm{job} \mathbf{j}_{\mathrm{x}+1}$ if $\max \left[D_{j_{x}}, D_{j_{x+1}}\right]<\max \left[D_{j_{x}}^{\prime}, D_{j_{x+1}}\right]$

If there is an equality either sequence is optimal provided it is consistent with all the definite preferences (refer case IV in lemma 2).

By subtracting $\sum_{x=1}^{x+1} t_{x^{1}}-\sum_{x=1}^{x-1} t_{j_{x}}$ from each term in the inequality (A.1),

$$
\max \left[-\mathrm{t}_{\mathbf{j}_{\mathrm{x}}},-\mathrm{t}_{\mathrm{j}_{\mathrm{x}+1} 1} 1\right]<\max \left[-\mathrm{t}_{\mathrm{j}_{\mathrm{x}+1}} 2,-\mathrm{t}_{\mathrm{j}_{\mathrm{x}} 1}\right]
$$

or

$$
\begin{equation*}
\min \left[t_{j_{x}}, t_{j_{x+1}}{ }^{2}\right]<\min \left[t_{j_{x+1}} 1, t_{j_{x}}\right] \tag{A.2}
\end{equation*}
$$

The inequality (A.2) is transitive leading to a unique sequence $S^{*}$ except for indifferent elements. Hence $F(S \%) \leq F\left(S_{0}\right)$ where $S_{0}$ is any other sequence.

Lemma 2: The inequality (A.2) is transitive.
The proof depends on the condition that if

$$
\min \left[t_{11}, t_{22}\right] \leq \min \left[t_{21}, t_{12}\right]
$$

and

$$
\min \left[t_{21}, t_{32}\right] \leq \min \left[t_{31}, t_{22}\right]
$$

then

$$
\min \left[t_{11}, t_{32}\right] \leq \min \left[t_{31}, t_{12}\right]
$$

Proof:

Case I: If

$$
t_{11} \leq t_{22}, t_{21}, t_{12}
$$

and

$$
t_{21} \leq t_{32}, t_{31}, t_{22}
$$

then

$$
\begin{aligned}
& \mathrm{t}_{11} \leq \mathrm{t}_{21} \leq \mathrm{t}_{31}, \\
& \mathrm{t}_{11}<\mathrm{t}_{12}
\end{aligned}
$$

so that

$$
t_{11} \leq \min \left[t_{31}, t_{12}\right]
$$

Case II: If

$$
t_{22} \leq t_{11}, t_{21}, t_{12}
$$

and

$$
t_{32} \leq t_{21}, t_{31}, t_{22}
$$

then

$$
t_{32} \leq t_{22} \leq t_{12}, \quad t_{32} \leq t_{31}
$$

so that

$$
t_{32} \leq \min \left[t_{31}, t_{12}\right]
$$

Case III: If

$$
t_{11} \leq t_{22}, t_{12}, t_{21}
$$

and

$$
\mathrm{t}_{32} \leq \mathrm{t}_{21}, \mathrm{t}_{31}, \mathrm{t}_{23},
$$

then

$$
\begin{aligned}
& \mathrm{t}_{11} \leq \mathrm{t}_{12}, \\
& \mathrm{t}_{32} \leq \mathrm{t}_{31}
\end{aligned}
$$

so that

$$
\min \left[t_{11}, t_{32}\right] \leq \min \left[t_{31}, t_{12}\right] .
$$

Case IV: If

$$
\mathrm{t}_{22} \leq \mathrm{t}_{11}, \mathrm{t}_{21}, \mathrm{t}_{12},
$$

and

$$
t_{21} \leq t_{32}, t_{31}, t_{22},
$$

then

$$
t_{21}=t_{22}
$$

and job 2 will be indifferent to jobs 1 and 3. In this, case $I$ may or may not precede case III. But, there is no contradiction to transitivity as long as jobs 1 and 3 are scheduled first and job 2, anywhere.

Lemma 3: An optimal sequence can be reached if the same machine ordering is assumed for all the jobs.

Proof: By lemma 1 , the sequence of jobs on the first and the third machines can be made the same as that of the second. Thercfore, the first two machincs have the same job orders and the last two machines have the same job orders. Hence all the threc machines can have the same job ordering without loss of time.

Now, as all the threc machines have the same job sequenee the schedule time again isafunction of the total idle time of the last machine. An expression for this is developed.


Figure A. 3 Gantt Ghart for a Flow Shop Problem of Size (3 3 )

In Figure A. 3 ,

$$
I_{13}=I_{12}+t_{12}
$$

$$
=t_{11}+t_{12}
$$

$$
I_{23}=\max \left[\sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{1} t_{j 3}+\sum_{j=1}^{2} I_{j 2}-\sum_{j=1}^{1} I_{j 3}, 0\right]
$$

$$
\begin{aligned}
\sum_{j=1}^{2} I_{j 3} & =I_{13}+I_{23} \\
& =I_{13}+\max \left[\sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{1} t_{j 3}+\sum_{j=1}^{2} I_{j 2}-\sum_{j=1}^{1} I_{j}, 0\right] \\
& =\max \left[I_{13}+\sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{1} t_{j 3}+\sum_{j=1}^{2} I_{j 2}-\sum_{j=1}^{1} I_{j 3}, 1_{13}\right] \\
& =\max \left[\sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{1} t_{j 3}+\sum_{j=1}^{2} I_{j 2}, I_{13}\right] \\
I_{33}= & \max \left[\sum_{j=1}^{3} t_{j 2}-\underset{j=1}{2} t_{j 3}+\underset{j=1}{3} I_{j 2}-\underset{j=1}{2} I_{j 3}, 0\right]
\end{aligned}
$$

Hence,

$$
\sum_{j=1}^{3} 1_{j 3}=\sum_{j=1}^{2} I_{j 3}+1_{33}
$$

$$
=\sum_{j=1}^{2} I_{j 3}+\max \left[\sum_{j=1}^{3} t_{j 2}-\sum_{j=1}^{2} t_{j 3}+\sum_{j=1}^{3} I_{j 2}-\sum_{j=1}^{2} I_{j 3}, 0\right]
$$

$$
=\max \left[\sum_{j=1}^{2} I_{j 3}+\sum_{j=1}^{3} t_{j 2}-\sum_{j=1}^{2} t_{j 3}+\sum_{j=1}^{3} I_{j 2}-\sum_{j=1}^{2} I_{j 3}, \sum_{j=1}^{2} I_{j 3}\right]
$$

$$
=\max \left[\sum_{j=1}^{3} t_{j 2}-\sum_{j=1}^{2} t_{j 3}+\sum_{j=1}^{3} I_{j 2}, \sum_{j=1}^{2} I_{j 3}\right]
$$

$$
=\max \left[\sum_{j=1}^{3} t_{j 2}-\sum_{j=1}^{2} t_{j 3}+\sum_{j=1}^{3} I_{j 2}, \sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{1} t_{j 3}+\sum_{j=1}^{2} I_{j 2}, 1_{13}\right]
$$

This is for three jobs. Extending for J jobs,

$$
\begin{aligned}
\sum_{j=1}^{J} I_{j 3}= & \max \left[\sum_{j=1}^{J} t_{j 2}-\sum_{j=1 .}^{J-1} t_{j 3}+\sum_{j=1}^{J-2} I_{j 2}, \sum_{j=1}^{J-1} t_{j 2}-\sum_{j=1}^{J-2} t_{j 3}+\sum_{j=1}^{2} I_{j 2},\right. \\
& \left.\ldots, \sum_{j=1}^{2} t_{j 2}-\sum_{j=1}^{1} t_{j 3}+\sum_{j=1}^{2} I_{j 2}, I_{13}\right]
\end{aligned}
$$

If,

$$
E_{J}=\sum_{j=1}^{J} t_{j 2}-\sum_{j=1}^{J-1} t_{j 3}
$$

and

$$
D_{j}=\sum_{j=1}^{J} t_{j 1}-\sum_{j=1}^{J-1} t_{j 2}
$$

the total idle time on machine 3 becomes

$$
\sum_{j=1}^{J} I_{j 3}=\max _{1 \leq j \leq J}\left[E_{j}+D_{j}\right]
$$

and the schedule time,

$$
\begin{aligned}
& T=\sum_{j=1}^{J} t_{j 3}+\sum_{j=1}^{J} I_{j 3} \\
&=\sum_{j=1}^{J} t_{j 3}+\max _{1 \leq i \leq J}\left[E_{j}+D_{j}\right] \\
& 1 \leq j
\end{aligned}
$$

As in the two -job case, considering two sequences $S$ and $S^{\prime}$ ( $S^{\prime}$ is formed by interchanging jobs $\boldsymbol{j}_{\mathrm{x}}$ ind $\mathrm{j}_{\mathrm{x}+1}$ in S ), the $\mathrm{E}^{\prime} \mathrm{s}^{\prime}$
and D's arc unchanged except possibly those with subscripts $j_{x}$ and $j_{x+1}$.
On comparing
$\max \left[E_{j_{x+1}}+D_{j_{x}}, 1 \leq j_{x} \leq j_{x+1} ; E_{j_{x}}+D_{j_{x}}, 1 \leq j_{x} \leq j_{x}\right]$
with
$\max \left[E_{j_{x+1}}^{\prime}+D_{j_{x}}^{\prime}, 1 \leq j_{x} \leq j_{x+1} ; E_{j_{x}}^{\prime}+D_{j_{x}}^{\prime}, 1 \leq j_{x} \leq j_{x}\right]$

It is observed that these teras no longer involve just the subscripts $j_{x}$ and $j_{x+1}$, and hence the decision is not independent of what precedes the interchanged elements.

Special case when $\min \left[t_{j_{X}}{ }^{1} \geq \max \left[\mathrm{t}_{\mathrm{j}_{\mathrm{x}}} 2\right]:\right.$ Unlike in the previous case there are fewer terms to compare. Hence job $j_{x}$ precedes job $j_{x+1}$ if
$\max \left[E_{j_{x+1}}+D_{j_{x}}, E_{j_{x}}+D_{j_{x}}\right]<\max \left[E_{j_{x+1}}^{\prime}+D_{j_{x+1}}^{\prime}, E_{j_{x}}^{\prime}+D_{j_{x}}^{\prime}\right]$

In case of an equality ordering of the indifferent jobs is made consistent with the ordering given by definite inequalities. Then, by subtracting
$\sum_{x=1}^{x+1} t_{j_{x}}-\sum_{x=1}^{x-1} t_{j_{x}}{ }^{2}+\sum_{x=1}^{x+1} \mathrm{t}_{j_{x}}{ }^{2}-\sum_{x=1}^{x-1} t_{j_{x}}$ from both sides of
incquality (A.3)

$$
\begin{aligned}
& \max \left[-t_{j_{x}}-t_{j_{x}} 3,-t_{j_{x+1}} 2-t_{j_{x+1}}\right] \\
& \quad<\max \left[-t_{j_{x+1}} 2-t_{j_{x+1}} 3,-t_{j_{x}}-t_{j_{x} 1}\right]
\end{aligned}
$$

or

$$
\begin{align*}
\min & {\left[t_{j_{x}} 1+t_{j_{x} 2}, t_{j_{x+1}} 3+t_{j_{x+1}}\right] } \\
& <\min \left[t_{j_{x+1}} 1+t_{j_{x+1}}, t_{j_{x}}+t_{j_{x} 2}\right]
\end{align*}
$$

Lemma 4: The inequality (A.4) is transitive.
Proof: This is the same as for lemma 2. The above results may be stated as the following theorem.

Theorem 2: An optimal sequence is given by the following rule. The job $j_{x}$ precedes the job $j_{x+1}$ if

$$
\begin{aligned}
\min & {\left[t_{j_{x} 1}+t_{j_{x}^{2}}, t_{j_{x+1}}+t_{j_{x+1}}\right] } \\
& <\min \left[t_{j_{x+1}} 1+t_{j_{x+1}}, t_{j_{x}}+t_{j_{x}}\right]
\end{aligned}
$$

In case of an equality either job is permissible.

## APPENDIX

```
Computer Speeds
```

In this appendix the speeds of various computers for add, multiply and divide operations are given.* These computers have been used by researchers in their experimentations. The following table might help in comparing various techniques on the basis of computer time required.
Table B. 1
Computer Speedst

| Technique | Investigator | Computer Mode 1 | Time Add | $\begin{gathered} \text { per operation } \\ \text { Multiply } \end{gathered}$ | Instruction Divide |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Direct | Smith and Dudek | IBM 1620-II | $140 \mu$ | 1210\% | $3230 \mu$ |
| $\begin{aligned} & \text { Branch- } \\ & \text { and-Bound } \end{aligned}$ | Brown and Lomnicki | ICT 1301\% |  |  |  |
| $\begin{aligned} & \text { Branch-and- } \\ & \text { Bound } \end{aligned}$ | Ignall and Schrage | CDC 1604 | $7.2 \mu$ | 25.2-63.9 | $65.2 \mu$ |
| $\begin{aligned} & \text { Branch-and- } \\ & \text { Bound } \end{aligned}$ | McMahon and Burton | CDC 3600 | $2 \mu$ | 2.12-6.5; | 2.12-14.9\% |
| Decomposition | Ashour | IBM 7044 | $5 \mu$ | 22.5-37.5 $\mu$ | 7.5-50 |

*ICT 1301 is approximately half as fast as IBM 7044, see Ashour (6), pp. 107.

## APPJNDIX C

## Notation

The notation used by various researchers is different. For reference, Table Cel lists the various notation which has been used. It is hoped that the notation used throughout this report is more clear.
Table C. 1

Table C. 1 (continued)

|  | $\begin{gathered} \text { Bowman } \\ (18) \end{gathered}$ | $\begin{aligned} & \text { Wagner } \\ & (111) \end{aligned}$ | $\begin{aligned} & \text { Manne } \\ & (75) \end{aligned}$ | $\begin{aligned} & \text { Szwarc } \\ & (109) \end{aligned}$ | $\begin{gathered} \text { Heller } \\ (49) \end{gathered}$ | $\begin{gathered} \text { Sisson } \\ (102) \end{gathered}$ | $\begin{gathered} \text { Mitten } \\ (80) \end{gathered}$ | This Report |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Machine |  |  |  |  |  |  |  |  |
| Designation | $A, B$ | $k$ |  | $j$ | m | m | $I, I I$ | m |
| Job Designation | $x, y$ | 1 | $j$ | i | j | j | i | j |
| Number of |  |  |  |  |  |  |  |  |
| Machines |  | 71 |  | m | M | M |  | M |
| Number of Jobs |  | II | n | $n$ | J | J | n | $J$ |
| Operation |  |  |  |  |  |  |  |  |
| Designation | $X_{A}: t$ | $\mathrm{x}_{ \pm}^{(k)}$ |  |  | $\mathrm{mj}_{k}$ | $\mathrm{mj}_{k}$ |  | I $x^{m} y$ |
| Starting Time |  | $\mathrm{h}_{\text {ij }}(\mathrm{k})$ | $\mathrm{X}_{\mathbf{j}}$ |  |  | $\mathrm{h}_{\mathrm{mj}}$ | C | $\mathrm{S}_{j \mathrm{~m}}$ |
| Processing Time |  | $T_{i j}^{(k)}$ | ${ }^{\text {a }}$ | $t_{ \pm j}$ | $t_{\mathrm{mj}}$ | $t_{m j}$ | $A_{i}, B_{i}$ | $t_{j m}$ |
| IdIe Time |  |  |  |  |  |  |  | $I_{j m}$ |
| Schedule Time | T | h* |  | L | $t(p)$ | T |  | T |
| Sequence of Mach- |  |  |  |  |  |  |  |  |
| ines for Job |  |  |  |  | ${ }_{j}$ | $\mathrm{J}_{\mathrm{j}}$ |  | M ${ }^{\text {g }}$ |
| Sequence of Jobs |  |  |  |  |  |  |  |  |
| Through Machines |  |  |  |  |  | $\pi m_{m}$ |  | $\begin{gathered} \mathrm{S} \\ \mathrm{~m} \\ \mathrm{~m} \end{gathered}$ |
| Total Sequence |  |  |  |  | S JM | S | S | S |

APPENDIX D
Glossary of Terms

| Terms | Definition | Equivalent Terms |
| :---: | :---: | :---: |
| Machine |  | Facility, equipment |
| Job |  | Item, part, commodity, lot |
| Flow Shop | Type of problem where the jobs have the same machine ordering | without passing |
| Job Shop | Type of problem where job has a different machine ordering | with passing |
| Processing time matrix | A matrix which gives the processing times of jobs on various machines |  |
| Machine ordering matrix | A matrix which gives the required machine ordering for all jobs | Routing, technological ordering |
| Job sequencing matrix | A matrix which gives sequence of jobs through various machines | Sequence, schedule, make span |
| Operation | a job is processed on a machine | Task |

APPENDIX D (continued)
Definition
Equ立vacnt Terms


## CLASSIFIED BIBLIOGRAPHY

## Combinatorial Analysis



## Integer-Linear Programing

$(18),(22),(27),(28),(42),(43),(44),(45),(66)$, ( 67), (75), (108), (110), (111).

## Dynamic Programing and Graphical-Dynamic Programing

$(13),(14),(47),(70),(89),(90),(96),(109)$.

## Graphical

( 4) , (46), (99).

## Decomposition

(6), (7).

## Schedule Algebras and Graph-Theoretic

( 36 ), ( 38 ), ( 51$),(52),(53),(82)$.
Priorities, Heuristics and Simulation

```
( 1), ( 8), ( 10), ( 21), ( 24), ( 25), ( 31), ( 33), ( 34),
(37), (41), (48), ( 51), ( 55), (60), (61), (62), (68),
(69), ( 72), ( 77), ( 88), ( 93), ( 98), (100), (101), (102).
```


## General

```
(2), ( 11), ( 12), ( 16), ( 23), ( 26), ( 32), ( 54), ( 78),
```

( 82), (91), (99), (103), (104), (107), (112).
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The machine scheduling problcm involvcs the scheduling of J jobs on $M$ machines such that a criterion is optimized. The criterion considcred in this report is the minimization of the schedule time. The number of possible sequcnces is very large even, for small size problems. Thus, the solution by complete enumeration is not practical.

Several algorithms have been developed to solve this problem. The objective of these algorithins have been to confine the search to a subset of the complete set of feasible sequences and then evaluating them to select the sequence(s) which minimize the schedule time.

A flow shop problem of six jobs and two machines is solved by Direct Technique. Another flow shop problem having six jobs and three machines is solved by Extcndcd Direct, Branch-andBound, and Lower Bound Techniques. This problem is also solved by Direct Technique, but after the processing times are changed to meet the specific restrictions imposed in this technique. Further, a job shop problem of two jobs and thrce machines is solved by Eoolean Algebra, Graphical, and Graphical-Dynamic Programing Techniques. Threc Integer-Linear programing formulations of a sample flow shop problem are presented but none are solved, since it requires a prohibitive amount of computer time.

In solving the above sample problems, it is observed that these techniques are only feasible for very small size problems. Computational difficulties are involved in solving large stze
problems. In using the above techniques, it is observed that the optimality can be attained but with excessive amount of computation time.
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