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INLRODUCTICN

Egger and Miller (1902) hynpothesized fhat if a reinforcing
stinulus is made contingent on a sequence of two signals the more
informutive sipgnal in the sequence will become the more effective
conditioned reinforcer. They first trained two pgroups of rats to
press a bar for a food pellet. After several training sessions the
bar was removed from the chamber and Pavlovian conditioning was given.
For one proup a "free" pellet was contingent on a sequence of two
siznals, 81 and S2, presented 2 sec and 1.5 sec prior to each pellet
delivery. S1 presentation overlapped S2 presentction and both
terminated shortly «fter pellet delivery. For this group 87 was an
infornative signal and S2 was a redundant signal. The other group
received the same S§1-S2-focd sequences and also received 871 alone
randonly intersyersed with thé resular sequences. When S71 was presented
@alone food never followed which made S7 an unreliable predictor of
food delivery. Tests of the conditioned reinforcing effect of 51
and 82 followed the Pavlovian conditioning. At the start of the test
ses-ion the bar was reinserted intoc the chambver and the rats were
allowed to press for food; then the barpress was partially extinguished
by withholding food for 10 min while the rats continued to pressj and
Tinally conditicns were chongzed so that either 81 or S2 was contingent
on a barpress. In the Tirst test session half the subjects in each
sroup were presented 81 following every third barpress while the others
received 8£. In the second test session the contingencies were
reverscd. The group for wiich S1 had been a relicble predictor during

conditioning chowved nore recovery of barpressing if 87 were contingent



on the baryress than if S2 were. For this group 81 upparently was a
more effective conditioned reinforcer. The proup for which §1 was

an unreliavle predictor during conditioning showed greater recovery of
barpressing when 82 was contingent on the barpress than when 51 was.

Egger and Hiller argued that when 81 and S2 were both reliable
rredictors of food 51 became a more effective conditioned reinforcer
because S2 provided only redundant information about the probability
of food delivery. When 81 was an unreliable predictor S2 sipgnalled
an increase in probability of food delivery and becume & more effective
conditioned reinforcer than S51.

The information hypothesis of conditioned reinforcement iroposed
by BEzper «nd Miller is interpreted in this paper as implying that the
reinforcing effect of a signal depends on wihether or not the signal
incicates &n increase in reward rrobability. Sigrals in a sequence
wnich indicate an increase in revard probapility should be effective
conditioned reinforcers and strengthen the responcse on which they are
contingent. 8ignals which incicate no choenge in reward probability,
E'?ﬁ’ are reduncant, should not be effective conditioned reiniorcers.
Ezser and Miller rointed out however that under some conditions their
information hyrothesis would not hold up. A signal immediately
rreceding rewird which is made redundaent by another signal occurring
huurs before should be a more elfective conditioned reinforcer cecause
of its greater temporal rroximity to reward.

But what hajpens to a sipnal in a sequence which inoicuates a
decrcace in revard probability? Interpretztions of conditioned
reinforcement which strens that information is intrinsically reinforcing

(Lerlyne, 1957 Hendry, 1909; Schaub, 1969) imply that @ signal which



reduces uncertainty about the outcome (ruward or no-reward) will acquire
a reinforcing effect rejardless of whether the signal indicates an
increase or decrease in rewurd probability. However, Dinsmoor, Browne,
and Lawrence (1972) and Jenkins and Boakes (1973) reported that an
informative signal which indicated a decrease in reward probability

did not have a reinforcing effect.

Jenkins and Boakes (1973%) tested the reinforcing value of a
siynal which indicated a decrease in reward ;robability by giving
pigeons conditioning trials in a chaﬁber which had two protruding discs.
At the beginning of each trizl) the discs were illuminated together,

Cn some trials there was brief chan:se in illumination on either one

or both of the discs just before illumination ¢eased. Half the trials
vere followed by grain sresentation so that illumination of the discs
indicated a reward probability of 0.5. A change on one of the discs
served to reduce uncertainty about the trial outcome because when this
change occurred grain never followed. The change on the other disc

did not reduce uncertainty because grain presentation was equally likely
wien this change occurred and when it did not occur, i.c., reward
probability remained 0.5. Jenkins and Boakes found that rigeons
oriented iore often teoward the disc on which the chenge failed to
redauce uncertainty, and that the pigeons made more auto-shared keypecks
to this same disc. The results were interpreted to be incompatible
with an uncertainty reduction hypothesis of conditioned reinforcement
gince the birds did not prefer to orient toward the disc which reduced
uncertuinty.

In the ex_eriment to be rerorted here a strate.y similar to

that of Jenkins nd Boakes was udopted to exwumine the reinforcing effect



of a sipnal which indicates & decrcuse in rew.rd yrobability. Jenkins

and Boukes mezsured conditicned reinforcement value by noting which of

the two discs the jpizeons more often observed during conditioning.

In the jresent study conditicned reinforcement value was measured after
Figeons had received extensive conditioning. Therefore the present
exgeriment coan be thought of as having two scparate phases: a conditioning
phase exumining auto-shared keypecking to signals which indicate

different urocvabilities of pgrain and a test phase in which conditioned
reinforcement is mewsured by making signals contingent on a keypeck.

Concditioning Phase

During conditioning food-deprived pigeons were :resented each
of the four different two-signal seguences shown in Fig. 1 in a discrete
trial procedure. DBelow each sequence is the probability that grain
will follow that sequence and above cach secguence is a schematic
representation of the reward probability indicated by euch component
siznel. An Information Positive (I}) sequence was initiated by 81
followed by 5%, and the Information Nezative (IN) sequence was also
initiated by 81 tut followed by S8 . The probability of grain following
s¥ and 8 was .875 and .125, respectively. An equal number of IP and
Il sequences were .resented so that the jrobability of grain presentation
given 81 wus 0.5. This made 8 a less reliable predictor of grain

rain on a trial was greater during

than 87, i.e., the probability of g
51 than cduring 8 . The Redundant Positive (RP) sequence was initiated
by Srp followed by Sirp and the Redundant lepative (RN) sequence was
initiated by Srn followed by S'rn. The scecond sipgnals in the RP and

Rl senuences were reusundant because the probability of grain remained

the cume as it nad been during the [ receding sipgnal.
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Investijations of auto-shajed keypecking suppest several factors
which may influence pecking rates in autoshaping vrocedures. Gonzules
(1973) wnd Perkins et al. (1974, Exp. 3 and 4) found that auto-shaped
keyiecking rates are higher to sipgnals which indicate greater probability
of gruin presentation. Rates to s* and S|£P could therefore be expected
to be hi her than rates to § and Slrn' Ricci (1973; see also
Hemmendinger, 1974) found that temporal proximity to grain presentation
was an important variable afiecting auto-shayped peclking rates. Rates
vere higher with increasing temporal proximity to grain ﬁresentation
in a feur-signal sequence which always terminated with food. Ricci's
results su.gest that S'rp and S‘rn shﬁuld nmaintain higher rates than
S and §__, respectively, because S' and S!' are temporally closer

rp rn rp rn
to grain iresentation.

Another factor which may influence pecking rates in autoshaping
rrocedures is information of a chunge in probability of grain. As
shown in Fig. 1 probability of grain is the same in the presence of

+

87 and S'rp' and in the presence of 8  =and §' .- But s* and 8~ are

informative signals vecause they both indicate a change in probability
while S‘rp and S|rn inc¢icate no change. A contrast-like phenomenon
would iproduce a higher rate to st than to S‘rp because §° signals an
incrcase in Lrobability of grain. Conversely, a lover rate to S than
to S'rn might be observed because S signals a decrease in probability
of prain.,

Test FPhase

The test phase was enployed to meusure the reinforcing effiect
of @ change from 81 to 8 3in the experimental condition, wnd the cffect

T = 1. v & £8) 1 1 ~ s -y 3 (] s e a5
of a chuange from -~ to W lpp 10 the control condition by ucing a two-lkey



rigcon chamber. On eich test triwl signals were presented and terminated
on both keys simultaneously. Test trials were initiated with presentation
of 81 on both keys for experimental birds and with presentation of
Srn cn both keyé for control birds. On a test trial experinental birds
could neck one key which resulted in a change to 8 or peck the other
key which maintwined S1. Similarly, control birds could peck cne key
which resulted in a chanje to S'rn or peck the other key and maintain
Srn' At no time durinpg test trials was grain contingent on keyueck.
It was expected thut as a result of the COnditioning rhase & certain
level of keypecking would be maintained by S1 eand Srn bécause it had
been rejorted elsewhere thot signals followed by grain 10% and 509 of
the time weculd maintain moderate to high rates of auto-shared keyvecking
(Perkins et al., 1974). It wvas further expected that the effects of
a chaage from 851 to $”, ond a change fron srn to s'rn could be determined
by which key birds pecked most often during the test rhase,

On the besis of the present formuletion of Epger and liller's
inforuation hypothesis a chaaze from 81 to 8 should have a punishing

effect and wealken the tendency to pecl the ley which rroduces 8§

because its onset indicates a decrecse 'in the :robability of grain,

S'rrl snould «ct neither os a :unisher nor a poesitive reinforcer because
S'rn rrovides only redundant inlormation about the Jrobaikility of grain.

Lven though S znd S'rn sisnsl the wame cbsolute rrobability of grain

g
they shoula affect the res:onces on which they are contingent in

ciffcrent ways since they rrovide different inferration, Lirds in the

crrericentsl sroup should ceclt the key wihich changes 871 to & leas often

then birds in the control grouwp peck the key vhich chinjes Srn to Slrn'

in other vords, the oilcet of maliing 3 ond S‘rrl coanton;ent on o



resyonse cannot be wredicted irom ibsolute probability, but instead,
from jrobobility relative to the antecedant conditions.

It is dinteresting to note thot some nuthors (g.ﬂ., Alavway, 1971)
lave assumed that the reinforcement value of a signal can be inferred
from the rate of auto-shaped keypecking to it. Such an assumption is
contrary to the._ redicted results for two reasons. First, althouzh
the rate to S'rn should be higher than the rate to Sr during

conditioning (Ricci, 1973}, S!r71 should not have a reinforcing effect.

-

Second, althoush a moderate amount of pecking to § is expected during

conditioning (Perkins et al., 1974), S~ should be a runisher,



Mas1UCD

Swirjects: Duta re_orted ure from twenty-four experinentally naive
~izecons wbtained locally. Throujhout the experiment the pigeons
vere housed in individunl cajes with continuous illunminuation and
mainteined wt 75% of free-fecding weipght. Fifteen birds appenred
to be homers and nine white kings.

Aviarutus: Two ex_erinmental chambers were used, The interior of
each chonber was grey wnd neasured 38.1 by 34.9 by 30.5 cm. Two
translucent resiponsc leys mounted on the rear of the res;onse

venel were s aced 6.75 cn apart center to center, and 23.5 cm above
the floor. lHounted behind ezch key wus an Industrial Elecironics
Engineers stimulus vrojector from which different colors (red, green,
blue, yellow, aznd white) or figures (cirele and stur) could be

projccted onto the key. The circle and star werce white against

a durk key surround. The diameter ol the ﬁircle wes .5 em and the
star measured .75 em across from point to peint., A 5.5 by 4.95 cn
onwening for the feeder was located 3.75 cm above the floor and 15.25 cn
from either side of the chamber. Iilumination was yrovided by a
shielded nouselisht mounted flush with the ceiling. Scheauling of
events was controlled by electromechanical equipment and an eight
cuunnel tupe reader. Sodeco counters were used to record keyrecks.
The chanbers were located in & room scparate from the control
equipinent. White noise und a ventilation fan served to mask any
extruncous noise in the cxperimental room.

Lrocedure: »ll birds first received two mapazine training sessions.

Pue Lird wos held in front of a raiscd fecder. VWhen he be;an to eat
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he wos relecsed and the chimber door was closed. After the bird had
cuten {for 10 sec the feeder wis lowered and quickly raised. The duration
ol focder operstion wus gradually décreuﬁed to 3 sec and the inlerval
vetwecen grain prescentations incrensed to 2 min,

Conditicning ses:sions beran the third day and continued for 10
daily sescions., During cach conditioning session the four sequences
shown in Fig. 1 were each presented 16 times. Fourteen of the 16 IF
and RF sequences wer: immediately followed by grain presentaticn
(p=.075). Tuc of the 16 IN and RN sequences were followed by grain
precentation (p=.725). All grain presentations were for 3 sec.

Pilot work showed that when a secuence is presented on two keys
simultaneously some pigeons develop marked key preferences. Therefore
some single-key iresentations were included in an attempt to insure
that the birds did not peck one key exclusively. When a sequence was
presented on both keys the signals on the keys were zlways the same.
For euch of the four seguences there werc & two-key presentations,

4 rizht-key presentations, and 4 left-key presentations per session.

Durations of the component sipnsls varied in increments c¢f three
frem 3 to 27 sec. The cduration of the first signal was negatively
correlated with the duration of the second so that the curation of
any sequence wes always 24 sec, Thie resulted in seven pairs of
component signal durations (2-21, 6-1d,...,27-3). For « particular
ty:e of sequence, i.c., pair of component stimuli, each pair of
durations was presented twice per sescilon except the 12-12 pair which
wes presented four times. Cver the 10 conditioning sessions the some
pro,ortion of grein presentaticons followed cach pair of durations

within cach type of senquence.
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The sequences were presented in an unsystematic order with the
constraints that the sume sequence was not presented more than three
tines in succession and that there were no more than four successive
revarded or nen-rewarded sequences. The inter-stimulus interval was
alwvays 42 sec. Inter-trial interval (ITI) durations were 39 sec
folloving a revarded scequence znd 42 sec followin_ mon-rcwarded
sequences, The houselight remained on excert during grain presentation
wiien the only illumination was provided by the feeder light. The
chamber was durkened at the end of the session and subjccts were
returned Lo their home cagzes within 30 min.

Subjects were assigned to one of three conditions which
differed according to the colors used as the initial signals, The
colors blue, yellow, and white were ccuntervalanced across the initial
signals 81, Srp, and Srn' Four subjects in each condition had the
star as S° and the circle as S'r ; the reverse was true for the other
half. Of these four subjects two received red as S and sreen as S'rn?
znd vice versa for the other two.

During conditioning the number of pecks in the presence of
each signal was recorded. Right key pecks were recorded seiarately
from left key jecks. The subjects were run in.two sguads of 12, For
the first squad the star was s* and for the second the circle was S .

Test scssions were initisted on the twenty-first doy and
subsequently were alternated doily with further conditioning sessions.
There were elght test sessions and seven reconditioning sessions
during this rhase.

Subjects were ascigned to one of two prours, either the
Bxverimental (B) or the Control (C) prou,. For E subjecls each test

trial bLepun with jresentation of 81 on both keys. There was a short
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interval at the beginning of c.ch test trial during which time all
pecks were ineffective., The interval was 3 sec half the time and €
sec the other half. The first peck to occur after this interval is
referred to as a criterion resjponse. when‘tho criterion resyonse

wis to one key, the change key, the color on both keys changed from

S1 to 8~. When the criterion resjpconse was to tine other key, the
no-chinge key, 81 remained on bLoth keys. There was only one criterion
resconse per trial and keyrecks which foliowed were ine:fective.
For C subjects each test trial Legan with rrescentation of Srn' A
c¢riterion fesponse to the change key resulted in S'rn ang to the
no-change key maintained Srn' For half the subjects in either group.
the change key was on the risht. If no criterion response occurred
on a test trial the keys turined dark after 24 sec of 81 or Srn
presentztion., In each test session there were 64 trials a random
half of which were followed by grain re_ardless of the birds!
behavior. ITI curations were 39 sec following a rewarded sequence

and 42 sec following a nen-rewarded sequence.

Grouy assigavent was nade on the basls of the-relative

freguency df pecks to each key over the last three conditioning
sessicus in such a way that the mean rroportion of pecks to the

right key was about the same for both groups. There was the constraint
that half the subjects comprising a group be subjects which had

red as 5 during conditioning. Cnce the proups were formed a flip

of a coin decided which was Group E and Groun C. The change key was

un the ri:sht for the first squed wnd on the left for the second squad.

Durinp test sessicns pecks to the right wnd left keys were

recordcu sevorately in the intervual preccding the criterion response,
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A print-cut counter indicuted if a criterion resyponse was made on

each test trial and if so on which key it was.



RESULTS

Conditionings Phase

Preliminary tests were made on pecking rates to determine if
there were differences between the squads and if colors and fiures
rroduced systematic effects. The data from the last three conditioning
sesuions were analyzed as an indication of steady-state performance.

A test of the mean pecking rates of the two squads revealed no
significant difference (t=1.50, df=22, p>.05). The test for
differences in rcates to the three colors counterbvalanced among S1,
Srp’ and Srn wiags made with relative rates which are more sensitive
to differences than are absolute rates. For each subject a relative
rate to 81 was derived by taking the ratio of the 81 rate to the
combined 81, Srp‘ and Srn rates. A one~way analysis of variance
with colors as three levels indicated no sicnificant differences
{F=1.47, df=2, 21, p>.05). A relative rate to S  was deternined
by taking the ratio of the 8~ rate to the combined 8  and S'rn rates,
Mesn relative rates to the two colors counterbalanced in 8~ were
tested and no significant déilference was found (t=.797, df=22, p»>.05).
Similerly, the relative rate to s¥ was determined by taking the ratio
of the 8 wnd S,rp rates and testing mean relative rates to the two
figures couanterbalanced in s¥. Ho sipnificant difference was found
(t=.508, df=22, p>.05). Subsequent unulyses of conditicvning data
were nade collapsing across the sguads cnd counterbalancing variables.
lican pecks per sec Lo each signal are plotted in the left
half of Fipg. 2 as a function of sessions. It is apparent from

inslection of Fip. 2 that conditioning produced substantial pecking

14



SECOND

PECKS PER

MEAN

15

1.8 | 5% s
L] s—
1-? e SRP Bpememedl
/.p o ———
1.6}_. Snw W
Shv  Y===%
L5 |-
t.4L
1.3 L
1.2 L
1,1 L
1.0}
-9 |~
-8 L
an
6]
l5|—
el
o3 |
o |
ad [
1 i i 1 . 1 1 I ] AL 1 [ 1 1
0 1 2 3 Ly 5 6 1 2 3 4 5 6 7
BLOCKS OF 3 SESSIONS RECCNDITIONING
SESSIONS
Figure 2, Left Half: Mean pecks per sec to each signal

during the conditioning phase plotted as a
function of blocks of three sessions,

Right Half: Mean pecks per sec to each signal
during conditioning sessions which alternated
with test sessions,



16

and that by the eud of conditioning there were differences among the
rates.

Two types of statistical analyses were carried out on the mcan
rates from the last three conditioning sessions for each subject.
Direct-difference t tests were mude on the difference scores cbtained
from individual subjectis for each comrariscne The other statistical
test was made with ratio scores. In testing the difference hetwecen
s* and 87 the ratio of the S8¥ rate to the combined $* and S~ rates
was determined for each subject. If there is no real difference
the expected mcan ratio is 0.5. DBoth tests minimize the effect of
indiviwual diflferences; however, difference scores tend to give a
greater weipht to birds which have high rates while ratio scores give
all wirds an equal weight. . .

Specific compariscns made among the rates and the results are
rresented in Table 1. Both tests revealed significant differences
betueen 87 and 87 rutes and between S'rp and §' = rates. These
differences which are consistent with other evidence (Gonzales, 1973;
Perkins et al., 1974) indicate that rates are higher with greater
probability of grain unresentation. Two other compariscns were made
to examine the eflects ¢f probability. A diiference was found between
S1 and Srn with both tests which sunports the conclusion that auto-
pecking rates vary directly with probability of ;rain presentation.
lowever, 571 and srp rotes did not difler sipnificantly althcush Srp
signalled a preater irobability of gzrain. Lack of a difference
between 81 and srp rates suppests an dnteraction between probability
of grain and proxinity 4o grain. Since the present study was not

desipned to exwumine inicractive c¢fiects bebtvecn rrobablility ond
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proximity no definite conclusions can be reached.

Several comparisons were made to examine the effects of proximity
to grain precsentation on autopeckinpg rates. Significant differences
wvere found betwvecen S and S' , and between S and 8' . These

rp rp rn rn
differences are consistent with the results of Ricci (1973) which
indicate that rates increase with increasing proximity to grain
presentation. Further su:vort for this conclusion was obtained by

. . . + -
muking comparisons between 8 and Srﬂ and between S and srn'

4

Signiiicant differences were found with both of these comparisons.

In addition, significant differences were found vetween S1
and s* rates and between 51 and 5 rates. The 8° rate was higher
than the 81 rate presumably because of the greater probability and
proximity associzated with s*. The 81 rate was higher than the 8§~
rate although the :roximity of S8  to grain :zresentation was pgreater.
Since 81 signalled a zreater .robability of grain than 8™, the
difference between 81 and S  indicates that for the conditioning
paravieters enployed in the jpresent study probability may have a
greater effect.

A significant difference in the s* ina S'rp rate was not
obtained with the difference scores, but was with the ratio scores.
Failure to find a significant difference with one test and not the
other may be due to the noture of the tests themselves. There were
only four out of 24 birds which had a higher rate to S’rp than to
s% and tris differcnce wus significant with a binomial test (p< .01).
Also it coan be scen in Fig. 2 that over the last half of conditioning,
the S* rate is slightly higher than the S'rIJ rate. Therefore there

. . 1 A+ ¥ + G ,
is evidence that the 8 rate was hipher. S and S'r' sirnalled the

)
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same yrovability of grain, were equivalent in terms of proximity to

+

grain presentation, but differe¢ in that § sipnelled @n increase in

g e ; : : +
prevability. This apparent difference betweszn rates to § and S'r}
)
is consisteat with the results of Alaway (19721).
No sipuificant diifireace was found between 8  and S‘rn with

either test. Thiis result seens incompatible with the difference

o + ; : . ; ; - ; o
betwesn S and S'rv' It is likely thut if an increase in [ robability

&

: i i L W
of _rain results in a higher rate to S than to s'rp then a decrease

in provability would produce @ lower rate to &  than to There

St .
rn
iz the Loscibility that the 8 rate was increased by a neasurecent
artifact. The change from 81 to 8 was acconmpanied by a decrease in
pecking rates. Eul some pecks to § Just a«flter the key color changed

to § 1oy have been geaerated by 81. Such "run-over" _ecks would

inflate the 8~ rate neasure.

If the change from 871 to 8 has a punishing effect wnd the
chung e fron Srn to S has a neultral effect the :ercint of criferion
resionses to the change key should differ for the two grougps. Eirds
in Group E should nicke fewer responses to the change key. However
this difference chould nct =, ear until Group E subjects discrininste

.

the consequences of a criterion res;onse to each key. With exfensive

testing © cubjects wiglit discriminate test sessions from conditioning

Giffcerence between the two sroups would dipappecr., It is ¢lso poscible
that e sreoter proximity of S'rn to fo.d than that of Srn wotild
result in worce pecks by C birds to the change key. However, jroximity

should nut dilferenticlly oifect prefereace in the two grou;s beciuse



20

the :roximity oi S~ to food is the sume as that of S'rn'

The data from sever:l birds were unreliable because the birds
peciked on enly o few test triuls. A standard wus erbitrarily wadorpted
that a subject had to make a criterion resjponse on over half the test
trials in at least six test sessions before its dats were included
in the @nalysis. This resulted in eight subjects in Groupr E and seven
in Grouy C. The date of the Grouy E subjects drojpred were examined
to see if their low rates during the test phese could have buen due
to having the chzngse key on the side which they preferred to peck
duriang conditioninpg. No such relationshiy was found.

The mean projportions of criterion res;onses to the change key
are plotted in Fipg. 3 as a function of test sessions. The difference
on the first test session shows thet the C subjects made fewer
criterion res;onses to the change key. This difference is not
significant., DNevertneless it is opposite to the expected direction.
Diffurences on test sessions two thrcush six are in the expected
direction.

There are several ways to test for the significance .of
vossivle effects of the stimulus chsnge on the projortion of criterion
res onses to the change key. One would be to sssume equal key
preference wund test how far the proportions deviate from 0.5. This
&, proach is unsatisfaciory for these data because most birds displayed
a preference to reck one key over the other during conditioning.
Anotlier alternctive would be to deternine key jreference in terms of
& ,roportivn besed on the conditioning datu and then examine deviations
from this baseline. Since recks na two-key presentations were not
recorded sejuarately from pecks on single-ikey presentativnes a

satisfuctury measure of baceline jreference was not aviziluble.
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Figure 3, Mean proportions of criterion responses to
the change key for Groups E and C plotted
as a function of test sessions.



Instead, a least squares analysis of variance (Winer, 1971,
rpe 599-603) wes carried out on the provertion of criterion
responses Which produced a change. Results indicuated no significant
grou;s by sessions intercction (F=1.19, df=7, 91, 2:>.O5). Serarate
t tests for each of the differences on sescions twe through six did
not reveul any significant differences between the two groups (p>.05
in each case).

The data from the first and second test sesuions were tested
to see if the change in the proportion of criterion res;onses to the
chenge key differed for the two grou:s. Seven of eight birds in Group E
and three of seven birds in Group C showed an increase in the proyportion
of criterion res:onses to the chinge key. The difference howvever
wos not significent as deternined by Fisher's exact probability test
(p=.23).

Pecking during the interval preceding the criterion response
vuas not examined because the subjects in Group C seldom pecked
during this period. Very often the first peck made on a test trial
vas the criterion response,

The mean ypecks rer sec for all subjects to each signal on
reconditioning sessions are plotted in the right pertion of Fig. 2.
floticeable rate incrcases occurred in the rresence of each sipgnal.
The incresses in rates to Srg’ S'r?, and 87 suirest that Phuse 1

J d-
conditioning wus terminated before stewudy stute performunce was
reached. The increases for rates to Srn‘ S'rn’ and 8 are presumably
due in part to pgeneralization from test sescions to reconditioning

sessions.  During test ses-iuns Sr St

n' ® pny @nd 87 were more frecuently

folloved by grain than in conditioning.



DISCUSSICN

The results from the conditioning jhuse indicate that several
fuctors way influence auto-shuped keypecking rates. Increacvs in
both ;robability of grain and temporal proximity to grain presentation
produce rate increuses. While other studics have demonstrated either
an effect of probability (Gonzales, 1973; FPerkins et al., 1974) or
proximity (Riceci, 1973}, the rrescnt study shows these effects
orerate jcintly with sequences of signals in which the probability
of grsin presenfation changes. There is also evidence that the rate
of recking a signal may be influenced by the jreceding signal. A
signal preceded by a less reliable predictor may maintain a higher
rate than anotner signal which indicates the same wrobability of
grain but iz made redundant by a preceding signal (see Alaway, 1971).
This evidence however is slketchy and further work is needed to firmly
establish this effect.

The results irom the test phase fail to su;vort the extension
of the Egger and Miller information hypothesis outlined in the
Introduction. HNo evidence wus ovtained that would suggest S had
a punishing effect since the number of res_.onses to the change key
did nct diirfer between the E and C groups. This result can be
interpreted as su,porting what might be termed an "absolutist"
theory of reinforcement (see Ferkins, 1972 for a full discussicn).
The absclutist position is that the reinforcement value of a conditioned
ptimulus can be predicted from the absclute probarvility of reward
signalled by the conditioned stimulus. The sbsclute probabilityr

of grain signalled by S8 axd S'rn was identical. Therelore, from
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the absolutist position & change from §1 to 8 and a change from .Srn
to S‘rn should not have differential reinforcing effects.

Although the absolutist interpretation of reinforcement fits
guite nicely with the present results, this ;osition seems untenable.
Theorists such as Perkins (1.72) and Premack (1965) have argued
that the absolutist position is inadequate on both conceptual and
empirical grounds. Ferkins and Premack propose an interpretation of
reinforcement which can be called a "relativity" view. Basically the
relativity interpretation is that whether or not a conditioned
stimulus will héve a reinforcing effect depends on the conditions
under which the conditioned stimulus is presented. In the present
experiment § &nd s‘rn signalled the same absolute probability.of grain
but were ypresented, fellowing a response, under different conditicns.
The conditions were designed so that a change from Sa to S"vwould
provide relatively "bad news" while a change from srn to S'rn would
be uninformative. |

Several reasons can be offered as to why no differences were
found betwgen the two proups. For one thing, 81 and Srn rmaintained
lJittle ypecking on test trials. This could be due to the short ITI
used during conditioning. Perkins et gl.v(19?4) found that asutovecking
rates increased with incresses in the duration of the ITI. FPresunably
a longer ITI would facilitate pecking to S1 and Srn and thereby provide
more conclusive results during the test phase. Another possible
reason is that the dependent measure, progorticn of criterion responses
to the change key, is not as gensitive us otner measures., A nrore
sensitive measure would te chanpe in key preference. A bascline

measure of key preference could be delerwined during conditioning
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trials which involve two-key presentations. Then change in key
preference during the test phase could be evaluated against this
baseline, A third possibility is that the difference in probabilities
of grain associated with $1 and 8~ was not large enough to make 87
relatively bad news. ZFuture work with the procedure used in this
study should therefore be carried out with a greater difference in
probabilities of grain signalled by 51 and S .

Because no difference was found in the effects of S and S'rn
durihg both phases it could be argued that the reinforcement value
of a signal can‘be inferred from the rate of auto-shaved keypecking
in the presence of the signal. Alaway (1971) has explicitly assumed
this. Ayers (1966) and Rescorla (1972) seem to have made a similar
assunption regarding the punishment value of a signal for an aversive
event. These investi.ators assume the aversiveness of a conditioned
punisher can be inferred from its suppressive effects when presented
in a Pavlicvian conditicning procedure. However, some serious problems
arise when one attenmpts to infer either the reinforcing cor runishing
valuve of a conditioned stimulus frowm the effects ¢f Pavlovian
conditioning procedures, Kimble (1961, pp. 110-113) and Schneidernan
(1972) have pointed out that in Pavlovian conditiosing procedures
different conditioned responses to the same conditioned stimulus do
not correlate well with each other. This peoor correspondence among
different classicelly conditioned respcnses argues agszinst inferring
the reinforcement or punishment value of conditioned stimulus from
the ellects of Puvlovian conditioning procedures. If the strength
of one conditioned response cannot be ;redicted on the basis of

another conditicned response, how can one predict the reinfercement
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or punishment value of a conditioned stimulus from the effects of
Pavlovian conditioning procedures? A more apjorpriate approach is to
measure the reinforcement or punishment value of a conditioned stimulus
directly by making the stimulus contingent on a res;onse as was done
in the present exyerinment.

The tyre of procedure used in the jpresent experiment is one
way to test the extension of the Egper and Miller information
hygothesis outlined in the Introduction. According to the present
interpretation response-contingent signals which indicate an increase
in reward probability should have a reinforcing effect. Response=
contingent signals which indicate a decrecase in reward probubility
should have a punishing effect. This interpretation of the information
hypothesis can also be extended to coaditioned punishment procedures
as Seligman (1966) has shown. In conditioned punishment procedures
response-contingent signals which indicate esn increase in probeability
of the mversive event should have a punishing effect, and response-
contingent signals which indicate a decrease in probability should
have a reinforcing efiect., The use of choice procedurcs allows one
to measure the effect of a signal which indicates a change in the
probability of the outcome relative to a signal which indicates no
change in probubility. Tests of conditioned reinforcement or punishment
are conducted Tollowing = conditioning phase in which there has been
no differential reinforcement for vecling either key. In addition,
a measure of key prefcrence can be determined before the test
segsions are initiated,

An advantage in using the present procedure to measure

conditioned reinforcement is that it cveids the problem of peneralization
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decrement (Kinmble, 1961, pp. 293-302) which has made past studies
(BEgper and Hiller, 1962; Seligman, 1906) difficult to interpret.

That Eygger and Miller (1962) found the redundant 82 to be a less
effective conditioned reinforcer than the informative S71 may have
been due to generalivation decrement. During their conditioning
phase Egger and Miller presented 82 while 81 was yresent, but during
the test rhuse 852 was presented, following & response, without S1
present. This dissimilarity between conditioning and test conditions
could account for the reduced effectiveness of 82 just as parsimoniously
as could the information hypothesis they proposed. In the nresent
study S and S'rn were presented in the context of 81 and Srn during
both rhases of the experiment which minimized the differences
between conditioning and test conditions., If steps had not been
taken to rule out the possibility of generalization decrement it

is conceivable that quite different results would have been obtained.
5" in the context of S1 signalled a decrease in rewsrd probability,
but if 8~ had been continzent on a keypreck in the context of the ITI
it would have sipnalled an increase in reward probability and might
have had a reinforcing effect. This proklem of pgeneralization
decrement ties in with the relativity view of reinforcement because
tlie effect of.5 should depend on the conditiéns under which it is
presented. § should runish behavior under some conditions but

reinforce benavior under others.
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The theory of conditioned reinforcement yproposed by Egger and
Miller (1902, 1963%) sypecifies that a signal must provide information
about the vrimary reinforcing event if it is to become a conditioned
reinforcer. In the present paper the Egger and Miller information
hypothesis is broudened to cover those situations in which a signal
may provide infeormation abeut the primary reinforecing event by
indicating a decrecase in the probability that the event will occur.
The present interpretation of the information hyrothesis sypecifies
that in a sequence of signals cccasionally followed by reward a
siznal wiil: 1) become a conditioned reinforcer if it indicates an
increase in reward yrobability; 2) becone a conditioned punisher if
it indicates a decrease in rewerd probability; cr 3) have a neutral
efiect if it indicates no chenge in reward probability.

An experiment was conducted to test the present interpretation
of the inforrution hypothesis., Food-deprived pigeons vere first
given a conditioning phase in which four different two-signal
sequences were presented cn two response xXeys. Cccasionally a
seguence terminated with jresentation of grain., In two of the
sequences the change from the first to the second signal indicated
a chanpe in the probability that grain would fellow. Iao one seguence
the change wus from a medium to a high probability, while in the
other sequence the change was from a medium to o low probability.

In the other two scgucnces the change from the first to the second
signals did not indicate a chunge in reward probability. 1In one of
these latter two sequences the probability that grain would follow
wias wlvways high, while in the other the probability was always low.

During the conditioning phuse nigeons could peck the response keys

i



without affecting the sequence of events.

In the test phase pipeons were assipgned to two groups. On
each test tricl birds in one proup could peck one key to produce a
chinge from a mediun to low probability signal, or peck the other
key und maintain the medium probability signal. Birds in the other
group could peck one key to produce a chanse from one low probability
signal to wnother low probability signal, or peck the other key to
maintain the initial signal.

Reisults of the conditioning shase showed that rates of keypecking
(auto-sihuped keypecking) increased with increases in probability
of grain presentation. The results of the test rhase faziled to
supgort the present interypretation of the information hyrothesis.
Test phase results are ciscussed in terss of two contrasting viewpoints
of reinforcenient -- the "absolutist" and the "relativity" view.
althoush the results were consistent with the absolutist view it

is arsued that this view i inadequate.



