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Abstract 
This dissertation is a combination of three essays on spatial econometrics and labor 

economics. Essays 1 and 2 developed double length regression (DLR) tests for testing 

functional form and spatial dependence, which includes spatial error dependence and spatial 

lag dependence. More specifically, these essays derive the DLR joint, DLR one-direction, and 

DLR conditional tests for testing functional forms and spatial dependence. The essays also 

provide empirical examples and Monte Carlo simulations to examine how the DLR tests 

perform in the empirical work and how the power of the DLR test depends on changes in 

functional form and spatial dependence. The results suggested that DLR tests work similarly 

to its Lagrangian Multiplier (LM) counterpart for testing functional form and spatial 

dependence in the empirical example and simulations. The DLR tests do not require the 

second-order derivatives of the log-likelihood function, so they provide practitioners an easy-

to-use method to test for functional forms and spatial dependence. 

Essay 3 investigates the effects of fertility on parental labor force participation and 

labor supply in Vietnam. The essay uses instrumental variable (IV) probit models to estimate 

the effects of fertility on parental labor force participation and the IV models to estimate the 

effects of fertility on parental labor supply. Using the gender of the first child and the same 

gender of the first two children as two instrumental variables, this essay found negative 

effects of fertility on maternal labor force participation and labor supply. It also found positive 

effects of fertility on paternal labor force participation and labor supply. The results suggest 

that fertility had the specialization effect on parental labor force participation and labor supply 

in Vietnam. The homogeneity test results indicate that the magnitude of the effects of fertility 

on parental labor force participation and labor supply is different among parents and 

locations.  
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 Essay 1: Double Length Regression Tests for Testing Functional Form and 

Spatial Error Dependence 

 

1. Introduction 

Spatial dependence and its regression models have attracted much attention from 

econometricians and economists. Spatial dependence is a commonly used concept in regional 

science, urban economics, transport economics, and economic geography. It occurs among 

regions or spatial units via trade, investments, capital flows, and immigration (Anselin, 

1988a). Many studies have proposed theoretical econometric models dealing with spatial 

dependence. For example, Anselin (1981, 1988b) specified a linear model with a spatial 

autoregressive structure in the disturbance. Those papers developed estimation methods for 

spatial autoregressive structures and studied the properties of estimators for the linear model 

with spatial autoregressive structures. Cliff and Ord (1981) reviewed some spatial processes 

and introduced several models and applications. Anselin (1988a) performed a comprehensive 

investigation of methods and models in spatial econometrics. In this work, he laid the 

foundations for the econometric analysis of spatial processes, developed estimation methods 

and hypotheses testing for spatial processes, and discussed model validation in spatial 

econometric models. LeSage (1998) also contributed to the literature on spatial dependence, 

spatial models, estimations, and applications, while Upton and Fingleton (1985) added to the 

spatial econometrics literature concerning spatial data analysis, methods, and models. 

McMillen (1992) developed two methods - the expectation-maximization (EM) algorithm and 

the Maximum Likelihood estimation - for probit models with spatial autocorrelation. Baltagi 

and Li (2004b) proposed a model that allowed for prediction in the panel models with spatial 
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correlation. Rey and Anselin (2006) provided methods, applications, and software for spatial 

analysis in social sciences; Anselin et al. (2007) added to the literature about spatial panel 

econometrics with research involving spatial effects, spatial panel model specifications, 

estimations, and spatial dependence testing. The theoretical spatial models have enriched the 

spatial econometrics literature in general and shed light on the empirical study of spatial 

dependence.  

Many empirical studies have focused on estimating spatial dependence and its effects. 

For example, Anselin (1995) investigated the spatial patterns in Appalachian economic 

growth and development; Anselin and Can (1998) studied the spatial effects in the mortgage 

market; Can and Megbolugbe (1997) considered spatial correlation in the construction of a 

housing price index; Boxall et al. (2005) used a spatial hedonic analysis for property value 

assessment; and Lundberg (2006) used a spatial interaction model to estimate spillovers of 

public services among municipalities in Sweden. Some other studies have focused on the 

relationship between spatial dependence and economic growth. For example, Lundberg 

(2004) used spatial econometrics to investigate municipal economic growth in Sweden; Koch 

(2006) considered the relationship between economic growth and spatial dependence in 

European countries; Ertur et al. (2006) attempted to answer whether spatial dependence 

affected beta convergence and how spatial dependence affected the beta-convergence process 

in European countries. In other studies, Mobley et al. (2006) used the spatial approach for 

analyzing the probability of the elderly accessing primary care services; Longhi and Nijkamp 

(2007), taking into account of spatial error and spatial lag dependence, proposed models to 

estimate and forecast employment in regional labor markets in West Germany; Lacombe and 

Shaughnessy (2007) used spatial error models to examine whether spatial error dependence 

affected the 2004 presidential county vote outcome.  
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Testing for spatial dependence is an important issue not only in spatial econometrics, 

but also in regional science, urban economics, transport economics, and economic geography. 

In traditional econometrics, spatial dependence is often treated exogenously even though this 

assumption can violate the traditional Gauss-Markov assumptions when regression models are 

run and inferences made (LeSage, 1998). Many studies have paid attention to the issue of how 

to test for spatial dependence. For example, Cliff and Ord (1972) developed a model that tests 

for spatial autocorrelation among regression residuals; Anselin (1985) proposed specification 

tests for choosing appropriate models for spatial interactions and the structure of spatial 

dependence. Anselin and Rey (1991) investigated the performance of tests for spatial 

dependence in linear regression models; Anselin et al. (1996) proposed a simple diagnostic 

test for spatial dependence. Baltagi et al. (2002) derived Lagrange Multiplier (LM) tests for 

panel data regression models with spatial error correlation. In general, however, the 

specification tests for spatial dependence can be categorized into two categories: The first is 

the Morian’s I test, proposed by Moran (1948, 1950) and further extended by Cliffs and Ord 

(1972). The second includes the maximum likelihood-based tests, including the LM and the 

Rao Score (RS) tests. The extensions of the LM and RS tests can be found in Anselin (1988b) 

for panel data, in Anselin (2001) for spatial error components and a direct representation 

model, and in Pinkse (1998) and Pinkse and Slade (1998) for the probit models. 

Testing for functional form and spatial dependence can be more complicated than 

testing for spatial dependence because of unknown functional forms and/or suspicious non-

linearity. In reality, non-linearity is present in many fields and data sets that relate to 

population, immigration, and housing prices. Many studies have suggested that non-linearity 

has to be involved when one models issues that relate to population, immigration, and housing 

prices. For example, Ledent (1986) attempted to find an appropriate model that described 
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migration exchange between rural and urban areas. He suggested that the model should be 

specified for the non-linearity of migration flows. Some other papers also found a non-linear 

structure in housing price models (Cassel and Mendelsohn, 1985 and Craig et al., 1991) for 

housing prices in Houston, and Shimizu et al. (2007) for housing prices in Tokyo. Elad et al. 

(1994) found non-linearity when they specified and estimated a model of farmland prices in 

Georgia. Non-linearity was also found in many other studies (Copper et al., 1988; Mok et al., 

1995; Huh and Kwak, 1997; Griffith et al., 1998; Fik and Mulligan, 1998; Pace et al., 1999; 

Graaf et al., 2001; Crushing, 2005; and Fattouh et al., 2005). The existence of non-linearity 

and spatial dependence, thus, makes testing for functional form and spatial dependence 

important. It may require using the Box-Cox model (Graff et al., 2001; Miyazaki, 2005), the 

maximum likelihood methods to account for the spatial dependence (Upton and Fingleton, 

1985), or the linearized Box-Cox transformation (Griffith et al., 1998). 

In the literature, however, few studies have simultaneously tested for functional form 

and spatial dependence. Fik and Mulligan (1998) dealt with functional form and functional 

misspecification in regression-based spatial interaction models for United States labor 

migration. In their research, they used three models: production-constrained gravity, 

competing and intervening destinations (CID), and an extension of the CID models for testing 

functional form and spatial interactions. Baltagi and Li (2001, 2004a) derived the LM tests 

based on the maximum likelihood approach for functional form and spatial dependence. They 

proposed LM joint, conditional tests and local misspecification RS tests for testing functional 

form and spatial error dependence and testing functional form and spatial lag dependence. 

Yang et al. (2006), using the maximum likelihood-based method, proposed a generalized 

dynamic error component model that simultaneously accounted for functional form and 

spatial dependence. 
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This essay derives double length regression (DLR) tests for functional form and 

spatial error dependence. It uses the transformation procedure developed by Box and Cox 

(1964) and the double length regression proposed by Davidson and Mackinnon (1984, 1985). 

In particular, the essay derives the joint, one-direction, and conditional tests for functional 

form and spatial error dependence. The DLR joint test is used for testing linear and log-linear 

models with no spatial error dependence against a general Box-Cox model with spatial error 

dependence. The DLR one-direction test is used either for assuming log-linear and linear 

functional form to test for spatial error dependence or assuming no spatial error dependence to 

test for functional form. The DLR conditional test is developed for testing spatial error 

dependence conditional on a general Box-Cox model or linearity/log-linearity conditional on 

a general spatial error dependence. These tests are illustrated and simulated by using the crime 

data set in Anselin (1988a).  

The results of using these tests have shown that the DLR tests perform similarly to the 

LM counterpart reported in Baltagi and Li (2001). Furthermore, using the DLR test does not 

require the second-order derivatives of the maximum likelihood function. The DLR tests are 

computationally cheaper and provide good alternatives to their LM counterparts. Based on our 

limited knowledge, this is the first work using DLR test statistics for testing functional form 

and spatial error dependence jointly. In this essay, the DLR test for functional form and 

spatial lag dependence are not derived even though the spatial lag dependence is an important 

alternative to spatial models (Anselin, 2001). The DLR tests for testing functional form and 

spatial lag dependence are derived in the next essay. 

The remainder of this essay is organized as follows. Section 2 shows how to set up the 

DLR models to test hypotheses. It also derives the DLR joint, one-direction, and conditional 

tests for functional form and spatial error dependence. Section 3 briefly describes the sample 
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data, formation of spatial weight matrix, and the results of the DLR tests based on the crime 

data set. Section 4 presents the Monte Carlo simulations. Section 5 concludes the essay. 

2. Spatial error dependence and DLR tests 

The conventional Box-Cox model is expressed as follows: 

uZXy rr ++= γβ)()(       (1.1) 

where both )(ry  and )(rX  are required to take positive values and follow the Box-Cox 

transformation: 

⎪⎩

⎪
⎨
⎧

=

≠
−

=
,0)log(

01
)(

rwithX

rwith
r

X
X

r

r  

Variable Z is not subject to the Box-Cox transformation, and it could include dummy 

variables, a time trend, and the intercept. When 1=r , the model in equation (1.1) is linear, 

and if 0=r , it becomes a log-linear model. u  is an 1×T  vector of regression residuals, 

which are assumed to follow a spatial dependence process:  

ελ += Wuu         (1.2) 

where λ is a spatial error dependence coefficient ( 11 <<− λ ). W is an TT ×  matrix of known 

spatial weights in which T  is the number of observations, and ε is an 1×T  residual vector 

that follows the normal distribution N (0, 2
εδ I). 

Substituting (1.2) into (1.1) and rearranging, we have: 

εγλβλλ +−+−=− ZWIXWIyWI rr )()()( )()(    (1.3) 
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where )(ry  is 1×T ; )(rX is kT × ; Z is sT × ; β is 1×k ; and γ is 1×s . According to Davidson 

and MacKinnon (1984, 1985), applying the DLR requires error terms, ε, in (1.3) following the 

normal standard distribution, )1,0(N . To obtain the normal standard errors, we divide both 

sides of equation (1.3) by the standard deviation. 

[ ] *)()( )()(1)(1 εγλβλ
σ

λ
σ

+−+−=− ZWIXWIyWI rr   (1.4) 

where 
σ
εε =* ∼ ),0( IN  

One question is, how can one obtain consistent estimates of parameters β and γ from 

the spatial error dependence model? Because )(ry  and )(rX  follow the Box-Cox 

transformation, and spatial autoregressive parameter λ appears in the regression model, the 

Ordinary Least Square (OLS) method does not work. In this case, the maximum likelihood 

method is often used. The log-likelihood function for a general Box-Cox with spatial error 

dependence model is given by: 

−−+−+−−= ∑
=

T

t
tyrWITTLLog

1

)log()1(log)log()2log(
2

)( λσπ  

[ ] [ ]γλβλλγλβλλ
σ

ZWIXWIyWIZWIXWIyWI rrrr )()()()()()(
2

1 )()(')()(
2 −−−−−−−−−−

 

Note that the log-likelihood function is a combination of the Jacobian term and total 

sum of squared residuals. If we define the residuals in the equation (1.3) and the Jacobian 

term as ),( θyf  and ),( θyk  respectively, we have: 

[ ]γλβλλ
σ

θ ZWIXWIyWIyf rr )()()(1),( )()( −−−−−= , and  (1.5) 



 8

∑∑
==

−+−+−=
T

t
tt

T

t
t yrTyk

11
)log()1()1log()log(),( λϖσθ  

where )',,',',( rλγβσθ =  

Ord (1975) and Anselin (1988b) showed that )1log(log
1

t

T

t

WI λϖλ ∑
=

−=− , where ϖt’s 

are eigenvalues of the spatial weight matrix W. Thus, a typical element of ),( θyk  is: 

)log()1()1log()log(),( tttt yryk −+−+−= λϖσθ    (1.6) 

If we define 
θ
θθ

∂
∂

=
),(),( tt

tt
yfyF  and 

θ
θθ

∂
∂

=
),(),( tt

tt
ykyK , the DLR model can be 

written as an artificial regression with double the number of observations: 
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where b  is an 1×k vector; ι  is an 1×T  vector of unity; ),( θtt yF  and ),( θyK  are an 

)3( ++× skT  matrix whose typical elements are 
θ
θ

∂
∂ ),( tt yf  and 

θ
θ

∂
∂ ),( tt yk  respectively for 

Tt ,....2,1= .  

The model in (1.7) can be expressed in a more detailed formula as: 

 residualsb

r
kkkkk
r

fffff

T

i

+

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

∂
⋅∂

∂
⋅∂

∂
⋅∂

∂
⋅∂

∂
⋅∂

∂
⋅∂

−
∂
⋅∂

−
∂
⋅∂

−
∂
⋅∂

−
∂
⋅∂

−
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

)()()()()(

)()()()()(
ˆ

λγβσ

λγβσ

ι
σ
ε

 (1.8) 

In this expression, the dependent variable is the normalized residuals for observations 

from 1 to T  and unity for observations from 1+T  to T2 . The regressors are the negative 

first-order derivatives of normalized standard residuals with respect to θ for observations from 
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1 to T  and first-order derivatives of the Jacobian term with respect to θ for observations from 

1+T  to T2 . The typical elements tF  and tK  are derived as: 

For σ: ))((1),( )()(
2 γβλ

σσ
θ ZXyWIyf rrtt −−−−=

∂
∂  

σσ
θ 1),(

−=
∂

∂ tt yk
 

For β: )()(1),( rXWIyf λ
σβ

θ
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∂
∂     0

),(
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∂
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θtt yk

 

For γ: ZWIyf )(1),( λ
σγ
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∂
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θtt yk
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θ ZXyWyf rrtt −−−=
∂
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θ rxCryCWI

r
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tt y
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log
),(
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∂
∂ θ

 

where ]1)1log([1),( 2 +−= yry
r

ryC r . All these elements of regressors will be evaluated 

under specific null hypotheses. 

Davidson and MacKinnon (1993) showed that the total sum of squares of the left-hand 

side variable in (1.8) is T2 , where T  is the number of observations. The explained sum of 

squares, SSRT −2 1, provides an asymptotically valid test statistic. They also showed that this 

test statistic asymptotically follows the Chi-square distribution with degrees of freedom equal 

to the number of restrictions under the null hypothesis. Taking advantage of this property, we 

can use SSRT −2  as a DLR test statistic to perform hypotheses testing. 

                                                 
1 The explained sum of squares (SSE) equals the total sum of squares (SST) minus the residual sum of squares 
(SSR). 
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2.1. DLR joint test 

In this subsection, the derivation of two DLR joint tests is presented. First, we derive a 

DLR joint test for the hypothesis 00:1
0 == λandrH . Under this hypothesis, the model is 

log-linear with no spatial error dependence. Since )log()0( yy =  and 

2

0
)(log

2
1),(lim),( yyCyC

r
==

→
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where tϖ is eigenvalues of the spatial weight matrix. 

Second, we derive a DLR joint test for the hypothesis 01:2
0 == λandrH . Under this 

hypothesis, the model becomes linear with no spatial error dependence. Since 1)1( −= yy  and 

1log),(lim),(
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2.2. DLR one-direction test 

In this subsection, the derivation of the DLR one-direction test is presented for two 

cases. One case assumes the functional form is known, and the DLR one direction test is used 

to test for spatial error dependence; and the other case assumes no spatial error dependence, 

the DLR one-direction test is used to test for functional form. Like the DLR joint tests, the 

DLR one-direction tests are performed by using the OLS regression technique, and the DLR 

one-direction test statistics are asymptotically distributed as Chi-square with degrees of 

freedom equal to the number of restrictions under the null hypothesis. There are four 

hypotheses for the DLR one-direction tests. 

Under the hypothesis 0:3
0 =λH assuming 0=r , our model assumed log-linearity 

with no spatial error dependence. In other words, functional form was known to be log-linear, 

while the spatial error dependence needed to be tested. Recall that in the model in (1.4) 

[ ] *)()log()(1)log()(1 εγλβλ
σ

λ
σ

+−+−=− ZWIXWIyWI  

where *ε ∼ ),0( IN . Under this hypothesis, the parameter vector is )',',',( λγβσθ = . 
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Typical elements of regressors of this model are: 
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Under the hypothesis 0:4
0 =λH assuming 1=r , the model assumed linearity with no 

spatial error dependence. The hypothesis meant that functional form was known to be linear, 

while the spatial error dependence needed to be tested. 

Typical elements of regressors of the DLR model under this hypothesis are: 
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Under the hypothesis 0:5
0 =rH assuming 0=λ , the model became log-linear 

assuming no spatial error dependence. The model under the hypothesis had a form as follows: 
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[ ] *)log(1)log(1 εγβ
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++= ZXy , where *ε ∼ ),0( IN .  

In this case, we need to test whether the model is log-linear when no spatial error dependence 

is assumed. The parameters of the DLR model are )',',',( rγβσθ = , and the typical elements 

of regressors are as follows: 
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Under the hypothesis 1:6
0 =rH assuming 0=λ , the model became linear assuming 

no spatial error dependence. The model under the hypothesis is: 

[ ] *)1(1)1(1 εγβ
σσ

++−=− ZXy  

where *ε ∼ ),0( IN . Parameters of the DLR model are )',',',( rγβσθ = , and typical elements 

of regressors are derived as: 
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2.3. DLR conditional test 

In the real world, researchers and econometricians frequently want to test more than 

one restriction, so the joint test should be used. Consequently, rejection of the joint test does 

not point to the right model. To deal with this limitation of joint tests, this section presents the 

derivation of the DLR conditional tests. The DLR conditional tests take into account either the 

possibility of spatial error dependence when testing for functional form or the possibility of 

functional misspecification when testing for spatial error dependence. 

DLR test for spatial error dependence conditional on a general Box-Cox model 

This conditional test considered the hypothesis runkownH |0:7
0 =λ . Under this 

hypothesis, the model becomes a general Box-Cox model with no spatial error dependence. 

Its elements of regressors are derived as follows: 
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DLR test for log-linear model conditional on spatial error dependence 

Under the hypothesis λunkownrH |0:8
0 = , the model became log-linear conditional 

on spatial error dependence. It has typical elements of regressors as follows: 
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where ti  is the row tht of the unity matrix I. 

DLR test for linear model conditional on spatial error dependence 
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The DLR test for a linear model conditional on spatial error dependence was 

performed under the hypothesis λunkownrH |1:9
0 = . The model was linear conditional on 

spatial error dependence, and its typical elements of regressors are: 
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3. Illustrative crime data example 

This section provides information about the spatial weight matrix and data used to illustrate 

how DLR tests work in empirical examples. It also presents the results of the DLR tests based 

on the crime data set in the neighborhood of Columbus, Ohio. 

3.1. Spatial weight matrix 

Calculating the spatial weight matrix is one of the key components of spatial 

dependence models. It provides a theoretical and pre-understanding about the nature of spatial 

interactions among geographical regions or among economic agents. If the spatial weight 

matrix is appropriately calculated, the spatial models are closer to the reality. If not, it will 

lead to biases in regression results and eventually misleading inferences.  
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The spatial weight matrix can be calculated in several ways. Cliff and Ord (1981) 

calculated the spatial weight matrix by combining the distance and length of common borders 

among spatial units. Dacey (1968) claimed that the weight matrix should also take into 

account the physical features of spatial agents including distances, common borders, and 

areas. Bodson and Peeter (1975) computed the spatial weight matrix by combining impacts of 

channels of communication among spatial units. Some other studies used a binary spatial 

weight matrix with a distance-based critical cut-off and the travel time (Gatrell, 1985 and 

Koch, 2006). 

This essay follows Anselin (1988a) approach to computing the spatial weight matrix 

based on binary contiguity. If zone j  is adjacent to zone i , the regional interaction receives a 

weight of one; otherwise, the interaction receives a weight of zero. The internal interaction of 

a region *
iiw  receives a weight of zero. The row standardized spatial weight matrix can be 

generated as: 

∑
=

j
ij

ij
ij w

w
w *

*

,  

where 1=∑
j

ijw ; Ti ...3,2,1= ; Tj ...3,2,1= ; *
ijw is a typical element of the raw spatial 

weight matrix while ijw is an element of row standardized spatial weight matrix. 

It is important to note that typical spatial interaction terms, ijw , are exogenous to the 

model, so they can avoid the identification problem (Manski, 1993). In this dissertation, using 

the crime data in Anselin (1988a), we illustrate how one can apply the DLR tests. The spatial 

layout and the crime distribution map are shown in Figure 1.1 on the next page. 



 18

Figure 1. 1:  Crime distribution map of the 49 Neighborhoods in Columbus, Ohio 

 

Source: Generated from GeoDaTM developed by Anselin 

The spatial weight matrix is produced by using Anselin’s (1988a) binary contiguity 

approach. As a part of a 4949×  spatial weight matrix, Table 1 gives a 1010×  matrix for the 

purpose of illustration. 

Table 1. 1: A part of the spatial weight matrix 

Zone ij 1 2 3 4 5 6 7 8 9 10 

1 0.00 0.33 0.00 0.00 0.33 0.33 0.00 0.00 0.00 0.00 

2 0.25 0.00 0.25 0.00 0.00 0.25 0.25 0.00 0.00 0.00 

3 0.00 0.17 0.00 0.17 0.00 0.00 0.17 0.00 0.00 0.00 

4 0.00 0.00 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

5 0.50 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 

6 0.25 0.25 0.00 0.00 0.25 0.00 0.25 0.00 0.00 0.00 

7 0.00 0.13 0.13 0.00 0.00 0.13 0.00 0.13 0.13 0.00 

8 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 

9 0.00 0.00 0.00 0.00 0.00 0.00 0.17 0.00 0.00 0.00 

10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 



 19

3.2. Crime data  

Data used in this example were taken from Table 12.1, Anselin (1988a, p.189). These 

data were used to investigate how the number of crimes is related to household incomes 

and/or housing values in the 49 neighborhoods in Columbus, Ohio, in 1980. The crime 

variable comprises the number of residential burglaries and vehicle thefts per thousand 

households in the neighborhood. Housing values and household income are measured in 

thousands of dollars. Spatial effects are visually represented in Figure 1.1 on the preceding 

page. 

The OLS results are: 

CRIME   =   68.619   -    1.597 H.INCOME   -   0.274  H.VALUE 

         (14.490)               (4.781)               (2.654) 

         N = 49     R2 = 0.5524 

where the numbers in the parentheses are t-statistics. The results show that the estimated 

coefficients are significant at 5% level.  

3.3. Results of the DLR tests 

In this subsection, we present the results of the DLR tests for functional form and 

spatial error dependence for the crime data set. The dependent variable is the number of 

crimes, and independent variables are the housing values and household incomes. All three 

variables are subject to the Box-Cox transformation, while the intercept is not. The DLR test 

statistics under the hypotheses are shown in Table 1.2 on the next page.  
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Table 1. 2: DLR test statistics for functional form and spatial error dependence 

 DLR Test LM Test* 

DLR joint tests   

00:1
0 == λandrH  57.050 

(0.000) 
54.058 
(0.000) 

01:2
0 == λandrH  7.403 

(0.007) 
13.528 
(0.001) 

DLR One-Direction tests   

0:3
0 =λH assuming 0=r  1.959 

(0.162) 
2.063 

(0.151) 

0:4
0 =λH assuming 1=r  5.697 

(0.017) 
11.442 
(0.001) 

0:5
0 =rH assuming 0=λ  56.235 

(0.000) 
53.754 
(0.000) 

1:6
0 =rH assuming 0=λ  1.465 

(0.226) 
0.024 

(0.878) 
DLR conditional tests   

runkownH |0:7
0 =λ  3.742 

(0.053) 
7.600 

(0.006) 

λunkownrH |0:8
0 =  54.392 

(0.000) 
75.534 
(0.000) 

λunkownrH |1:9
0 =  2.250 

(0.134) 
0.272 

(0.602) 

   Numbers in the parentheses are p-values. 

* These numbers are reproduced from Table 1 in Baltagi and Li (2001) with 
permission from Sage Publications. 

According to Table 1.2, joint test statistics for the null hypotheses 

00:1
0 == λandrH  and 01:2

0 == λandrH  are 57.050 and 7.403 respectively. They are 

statistically significant at the 1% level. These results mean that a log-linear and a linear model 

with no spatial error correlation are strongly rejected in favor of a general Box-Cox model 

with spatial error dependence.  



 21

For the DLR one-direction tests, the null hypothesis 3
0H was not rejected at the 5% 

level, while hypothesis 4
0H was strongly rejected. In other words, when assuming a log-linear 

model, one cannot reject the absence of spatial error dependence, but can reject the presence 

of spatial error dependence when assuming linearity. When assuming no spatial error 

dependence, the log-linear model under the hypothesis 5
0H  is strongly rejected, but the linear 

model under hypothesis 6
0H  is not.  

The DLR test statistic of hypothesis 7
0H was 3.742, which rejects the null hypothesis 

marginally at the 5% level. The test statistic of 54.392 and the zero p-value for a linear model 

conditional on no spatial error dependence means that hypothesis 8
0H is strongly rejected. 

Meanwhile test statistic for hypothesis 9
0H is 2.250, so the hypothesis cannot be rejected at 

the 5% level.  

The results presented in Table 1.2 show that outcomes of the DLR and LM tests are 

similar in the crime example except for 7
0H , under which the p-values were 0.053 for the 

DLR and 0.006 for the LM counterpart. The DLR tests do not need the second-order 

derivatives of the likelihood function (or the Hessian). The DLR test is a good alternative for 

testing functional form and spatial error dependence. 

Among the models considered in this essay, a linear model with spatial error 

dependence should be specified when crime is modeled in its relationship with house values 

and household incomes in Columbus neighborhoods in Ohio. We will explore this data further 

in the next essay.  
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4. Monte Carlo results 

This section describes the Monte Carlo experiment. It shows how the power of the DLR tests 

for functional form and spatial error dependence in finite samples. The model considered in 

the simulations is: 

εγλβλλ +−+−=− ZWIXWIyWI rr )()()( )()( , 

where the number of crimes is represented by )(ry  and household value and income by )(rX . 

The only constant term is in Z. The Monte Carlo experiment follows the work done by 

Anselin and Ray (1991), Anselin et al. (1996), and Baltagi and Li (2001). The spatial weight 

matrix is computed by using 49 observations in the Anselin (1988a) data set. The number of 

replications is 1000. The regressors included in X are generated from a uniform (0, 10) 

distribution with its coefficient β  set to be 1, while the constant term Z has a coefficient γ  

assumed to be 4. Error terms, ε , are randomly generated from a standard normal distribution. 

The DLR tests are evaluated at their asymptotic critical value at the 5% level. This essay 

follows the Monte Carlo setups in Baltagi and Li (2001). The power of the DLR tests is 

reported in Figures 1.2 through 1.10. 
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Figure 1. 2: Power of DLR joint test under hypothesis 00:1
0 == λandrH  

 

Figure 1. 3: Power of DLR joint test under hypothesis 01:2
0 == λandrH  
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Figures 1.2 and 1.3 show the power of the DLR joint tests under the null hypotheses 

1
0H  and 2

0H , respectively. The power increases when r  and λ  depart from their 

hypothesized values. More specifically, under the hypothesis 1
0H , the power dramatically 

increases when r  moves toward 1 and λ  moves toward either 1 or 1− . Moreover, the power 

quickly converges to 100% of rejection when r  moves away from 0. This result implies that 

the power of the DLR joint test under hypothesis 1
0H  would be 100% if the true model is 

linear. The power of the DLR joint test under the hypothesis 2
0H  also increases when r  

moves toward 0  and λ  moves toward either 1 or 1− . The power of this test quickly reaches 

100% of rejection when r  departs from 1, and it is 100% if the true model is log-linear. 

Figure 1. 4: Power of DLR one-direction test under hypothesis 0:3
0 =λH assuming 0=r  

 

Figure 1.4 presents the power of the DLR one-direction test in 1000 replications under 

the hypothesis 3
0H  when the model is assumed to be a log-linear one. The power of the DLR 
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one-direction test under the hypothesis increases when the spatial coefficient moves away 

from its hypothesized value. The power of this test is also sensitive to a movement of the 

functional form coefficient.  

Figure 1. 5: Power of DLR one-direction test under hypothesis 0:4
0 =λH assuming 1=r  

 

Figure 1.5 shows the power of the DLR one-direction test under the hypothesis 4
0H : no 

spatial error dependence assuming a linear model. For 1=r ,  the power of this test increases 

when λ  departs from its hypothesized value. In particular, it increases when the spatial error 

coefficient moves from 0 to either 1 or 1− . However, the power of this test is also sensitive to 

departures of the functional form coefficient from 1 to 0.  

Figure 1.6 shows the power of the DLR one-direction test under the hypothesis 5
0H . 

The power of this test increases when the functional form coefficient departs from 0 and 
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moves toward 1, regardless of the true spatial error dependence. It quickly converges to 100% 

of rejection when the log-linear functional form moves toward linearity.  

Figure 1. 6: Power of DLR one-direction test under hypothesis 0:5
0 =rH assuming 0=λ  

 

Figure 1.7 on the next page provides the power of the DLR one-direction test under 

the hypothesis 6
0H : linearity assuming no spatial error dependence. When 0=λ , the power of 

this DLR test increases as the functional coefficient moves far away from its null 

hypothesized value. Under the hypothesis, however, the frequency of rejections quickly 

converges to 100% regardless of the true spatial error dependence coefficients. It is likely that 

the power of the DLR test under the hypothesis 6
0H  is not sensitive to movements of the 

spatial error coefficient from 0 to either 1 or 1− . 
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Figure 1. 7: Power of DLR one-direction test under hypothesis 1:6
0 =rH assuming 0=λ  

 

Figure 1. 8: Power of DLR conditional test under hypothesis runkownH |0:7
0 =λ  
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Figure 1.8 on the preceding page plots the power of the DLR conditional test for 

spatial error dependence conditional on a general Box-Cox model. The power of this test 

depends on both the functional form and the spatial error dependence. It increases when the 

spatial coefficient departs from its hypothesized value of zero.  

Figure 1.9 shows the power of the DLR conditional test under the hypothesis 8
0H . The 

power of this test increases when the functional form coefficient moves away from its 

hypothesized value of zero. The power of this DLR conditional test converges to 100% of 

rejection as the functional form moves from log-linearity to linearity.  

Figure 1. 9: Power of DLR conditional test under hypothesis λunkownrH |0:8
0 =  
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Figure 1. 10: Power of the DLR conditional test under hypothesis λunkownrH |1:9
0 =  

 

Figure 1.10 plots the power of the DLR conditional test under the hypothesis 9
0H . The 

figure shows that the power of the DLR test increases when the functional form coefficient 

departs from its null hypothesized value of 1. It also converges to 100% of rejection when the 

functional form closes to log-linearity.  

The Monte Carlo experiment results have shown that the power of the DLR tests 

increases when the functional coefficient and/or the spatial coefficient deviates from their 

hypothesized value(s). The tests perform reasonably well. They are more sensitive to the 

functional coefficient than to the spatial error coefficient. The DLR tests perform similarly to 

their LM counterparts in Baltagi and Li (2001) in the Monte Carlo simulations. Our graphs 

show almost identical patterns as those shown in Baltagi and Li (2001).   



 30

5. Conclusions 

This essay derived the DLR joint, one-direction, and conditional tests for testing functional 

form and spatial error dependence. These DLR tests were illustrated by using the Anselin 

(1988a) crime data set. The results showed that the DLR tests performed similarly to their LM 

counterparts in the empirical example.  

The Monte Carlo experiments showed the power of the DLR tests proposed in this 

essay. The power of the DLR tests is more sensitive to functional misspecification than spatial 

error dependence. The power of the DLR tests also increases when functional and spatial 

coefficients depart from their hypothesized values. Thus, when testing for functional form and 

spatial error dependence, ignoring either functional form or spatial error dependence would 

lead to misspecification problems and eventually misleading inferences.  

The DLR tests do not require the second-order derivatives of the likelihood function, 

but they provide similar test power as their LM counterparts. The DLR tests are easy to 

implement and provide researchers/practitioners an alternative method for testing functional 

form and spatial error dependence. 
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Essay 2: Double Length Regression Tests for Testing Functional Form and 

Spatial Lag Dependence 

 

1. Introduction 

Spatial econometric methods have been adopted increasingly in regional science, urban 

economics, and economic geography. Spatial econometric methods have also been used in 

empirical studies in international economics, labor economics, agricultural and environmental 

economics, public economics, and public finance (Anselin, 1999). Some methodological 

studies in spatial econometrics included Cliff and Ord (1981), Anselin (1988), LeSage 

(1998a), Anselin (2006), and Anselin et al. (2007). Although spatial dependence can violate 

the classical Gauss-Markov assumptions when regressions are run and performing hypotheses 

tested (LeSage, 1998), traditional econometrics has largely ignored spatial dependence. 

Testing for spatial effects, therefore, becomes important for estimating the spatial effects of 

economic activities in empirical research. Based on theoretical spatial models, many studies 

have tested for spatial effects in empirical work (Cliff and Ord, 1972; Anselin, 1985; Anselin, 

1988b; Anselin and Rey, 1991; Anselin et al., 1996; Baltagi et al., 2002; Pinkse, 1998; Pinkse 

and Slade, 1998; Anselin, 1999; and Anselin, 2006). These spatial tests can be categorized 

into two types. The first is the Moran’s I test, developed by Moran (1948, 1950) and further 

extended by Cliff and Ord (1972). The other category includes the maximum likelihood-based 

tests including the Lagrangian Multiplier (LM) and the Rao Scores (RS) tests. The LM and 

RS tests were further extended by Anselin (1988b), Pinkse (1998), Pinkse and Slade (1998), 

and Anselin (2001). Those tests, however, assume that the functional form is known, and that 

no control for functional form is needed. In practice, it is hard to know the true functional 
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form of the models used in empirical studies. Researchers have to develop appropriate models 

that describe the relationship of variables and spatial effects as well. In the literature, 

however, very few studies have attempted to develop methods for testing functional form and 

spatial dependence (Baltagi and Li, 2001; Baltagi and Li, 2004; and Yang et al., 2006).  

Spatial dependence usually includes two types of dependence: spatial error 

dependence and spatial lag dependence (Anselin, 1988a). In the previous essay, we derived 

double length regression (DLR) joint, one-direction, and conditional tests for functional form 

and spatial error dependence. This essay develops DLR tests for functional form and spatial 

lag dependence. Three different classes of DLR tests will be proposed. The first is the DLR 

joint test. This test is for linearity or log-linearity with no spatial lag dependence against a 

Box-Cox alternative with spatial lag dependence. The second is the DLR one-direction test. 

This test is used for testing linear/log-linear models that assume no spatial lag dependence and 

for testing spatial lag dependence that assume linearity/log-linearity. The third is the DLR 

conditional test. It is used for determining the possible presence of spatial lag dependence 

when testing for functional form and for a possible nonlinear functional form when testing for 

spatial lag dependence. Additionally, Monte Carlo experiments were performed to investigate 

the finite sample properties of the DLR tests.  

The results of this essay suggested that DLR-based tests provide computationally 

cheaper alternatives for testing functional form and spatial lag dependence compared to their 

LM counterparts, since the DLR tests do not require the second-order derivatives of the 

likelihood function or a Hessian matrix. Both the LM and DLR tests perform similarly in 

Monte Carlo simulations.  
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The remainder of this essay is organized as follows. Section 2 develops the use of 

DLR tests for testing functional form and spatial lag dependence. In this section, three classes 

of DLR tests and nine different null hypotheses are considered. Section 3 presents an 

empirical example. Section 4 describes the Monte Carlo experiments and presents their 

results. Section 5 concludes the essay. 

2. Spatial lag dependence and DLR tests 

In this section, I develop the DLR model and its tests for functional form and spatial lag 

dependence. In particular, I derive the three DLR tests with nine null hypotheses. This section 

starts with the conventional Box-Cox model with spatial lag dependence, which has the 

following form: 

εγβλ +++= ZXWyy rrr )()()(      (2.1) 

where λ is the spatial autoregressive/lag coefficient that satisfies 11 <<− λ ; and β  and γ  are 

coefficients that need to be estimated. Both )(ry  and )(rX  are required to take positive values 

and follow the Box-Cox transformation. When 1=r , the model in equation (2.1) is linear, 

εγβλ +++= ZXWyy , and if 0=r , the model becomes log-linear, 

εγβλ +++= ZXyWy )log()log()log( . Variable Z is not subject to the Box-Cox 

transformation, and it could include a time trend, dummy variables, and the intercept. W is an 

TT ×  matrix of known spatial weights, while r  is a scalar that varies from zero to one. ε is an 

1×T  residual vector that is assumed to follow the normal distribution N (0, 2
εδ I).   

The model in (2.1) can be rewritten as: 

εγβλ ++=− ZXyWI rr )()()(      (2.2) 
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where I  is an identity matrix; )(ry  is 1×T ; )(rX is kT × ; Z is sT × ; W is TT × ; β is 1×k ; γ 

is 1×s ; and ε is 1×T . Applying the DLR requires error terms, ε, in (2.2) following the 

normal standard distribution N (0, I) that can be obtained by dividing both sides of equation 

(2.2) by standard deviation, σ.  

)(1)(1 )()( εγβ
σ

λ
σ

++=− ZXyWI rr  

where  
σ
ε  ∼ ),0( IN . 

Because )(ry  and )(rX  follow the Box-Cox transformation, the OLS estimation 

technique does not work. To estimate the parameters, the maximum likelihood method is 

often used. The log likelihood function for a general Box-Cox and spatial lag dependence 

model is given by: 
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This log-likelihood function consists of two components: the Jacobian terms and the 

sum of squared residuals. By defining the normalized standard residuals to be ),( θyf  and the 

Jacobian term to be  ),( θyk , we have: 

[ ]γβλ
σ

θ ZXyWIyf rr −−−= )()()(1),( , and    (2.3) 
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where )',,',',( rλγβσθ =  

Ord (1975) and Anselin (1988b) showed that )1log(log
1

t

T

t
WI λϖλ ∑

=

−=− , where ϖt’s 

are eigenvalues of the matrix W. So a typical element of ),( θyk  is: 

)log()1()1log()log(),( tttt yryk −+−+−= λϖσθ    (2.4) 

Also, we define 
θ
θθ

∂
∂

=
),(),( tt

tt
yfyF  and  

θ
θθ

∂
∂

=
),(),( tt

tt
ykyK  

The DLR can be described as an artificial regression with double number of 

observations: 
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where b  is a vector of 1×k . ),( θyf  is as defined in (2.3) and its typical element is ),( θtt yf . 

ι  is a unity vector of 1×T . ),( θyK  is an )3( ++× skT  matrix whose typical element is  

),( θtt yK  for Tt ,....2,1= . 

The model in (2.5) can be expressed as: 
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  (2.6) 

In this model, the dependent variable is the normalized standard residuals for 

observations from 1 to T  and unity for observations from 1+T  to T2 , while the regressor is 

the negative first-order derivatives of the normalized standard residuals with respect to θ for 
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observations from 1 to T  and the first-order derivatives of the Jacobian terms with respect to 

θ  for observations from 1+T  to T2 , where )',,',',( rλγβσθ = . 

Typical elements of regressors tF  and tK  are derived as: 

For σ: γβλ
σσ
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where ]1)1log([1),( 2 +−= yry
r

ryC r . 

Davidson and MacKinnon (1993) showed that total sum of squares (SST) of the 

dependent variables in (2.6) is T2 . The value of SSRT −2 2 always equals the explained sum 

of squares, and it provides an asymptotically valid test statistic. In this case, SSRn −2  

asymptotically follows the Chi-square distribution with the degrees of freedom being equal to 

the number of restrictions under the null hypotheses.  

                                                 
2 SSR stands for the sum of squares of residuals. 
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2.1. DLR joint tests 

Two DLR joint tests were derived to test for log-linear or linear models with no spatial 

lag dependence. First, we derived the DLR joint test for the null hypothesis 

00:10
0 == λandrH . Under this hypothesis, the model is log-linear with no spatial lag 

dependence. Since )log()0( yy =  and 2

0
)(log

2
1),(lim),( yyCyC

r
==

→
θθ , its typical regressor 

elements were derived as:  
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where tϖ is eigenvalues of the spatial weight matrix. 

Second, we developed the DLR joint test for the hypothesis 01:11
0 == λandrH . 

Under this hypothesis, our model becomes linear with no spatial lag dependence. Because 

1)1( −= yy  and 1log),(lim),(
1

+−==
→

yyyyCyC
r

θθ , the typical regressor elements of the 

model are given as: 
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2.2. DLR one-direction tests 

This subsection describes my derivation of the DLR one-direction tests that are used 

for testing these two cases:  when the functional form is known and the spatial lag dependence 

is tested and when no spatial lag dependence is known and the functional form is tested. 

These tests ignore the possibility of unknown functional form when spatial lag dependence is 

tested and unknown spatial lag dependence when functional form is tested. As with the DLR 

joint tests, the DLR one-direction tests are also estimated by using the OLS technique, and the 

DLR test statistic is asymptotically distributed as Chi-square with the degrees of freedom 

being equal to the number of restrictions under the null hypotheses. In this subsection, I 

propose the DLR one-direction test for four hypotheses. 

Under the hypothesis 0:12
0 =λH assuming 0=r , our model is given as log-linearity 

with no spatial lag dependence. The hypothesis means that log-linearity is known, while the 

spatial lag dependence needs to be tested as in. 
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[ ] *)log(1)log()(1 εγβ
σ

λ
σ

++=− ZXyWI  

where *ε ∼ ),0( IN . In this case, the parameters of the DLR model are )',',',( λγβσθ = . 

Using the DLR model presented in the previous section, we can derive the typical regressor 

elements for this model as: 
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Under the null hypothesis 0:13
0 =λH assuming 1=r , the model is now given as 

linearity with no spatial lag dependence. Thus, the spatial lag dependence needs to be tested 

while a linear model is known. 

[ ] *)1(1)1)((1 εγβ
σ

λ
σ

++−=−− ZXyWI  

where *ε ∼ ),0( IN , and )',',',( λγβσθ = . 

Typical elements of regressor of the DLR model are: 
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Under the hypothesis 0:14
0 =rH assuming 0=λ , the model becomes log-linear 

assuming no spatial lag dependence. In this case, we need to test for functional form when we 

assume that there is no spatial lag dependence in the model. The parameter of the DLR is 

)',',',( rγβσθ = , and the typical elements of the regressor are: 
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Under the hypothesis 1:15
0 =rH assuming 0=λ , the model becomes linear when we 

assume no spatial lag dependence. The parameter of the DLR model is )',',',( rγβσθ =  and 

typical elements of regressor are: 

])1()1[(1),(
2 γβ

σσ
θ

ttt
tt zxyyf

−−−−−=
∂

∂    
σσ

θ 1),(
−=

∂
∂ tt yk

 

)1(1),(
−−=

∂
∂

t
tt x

yf
σβ

θ
     0

),(
=

∂
∂

β
θtt yk

 



 41

t
tt z

yf
σγ

θ 1),(
−=

∂
∂

      0
),(
=

∂
∂

γ
θtt yk

 

])1)1(log(1)1(log[1),(
β

σ
θ

−−−+−=
∂

∂
tttt

tt xxyy
r
yf  )log(

),(
t

tt y
r
yk

=
∂

∂ θ
 

2.3. DLR conditional tests 

In the practice, the DLR joint test cannot give the “true” model when the null 

hypothesis is rejected. Meanwhile, the DLR one-direction test ignores the possibility of the 

functional form being unknown when spatial lag dependence is tested and the spatial lag 

dependence being unknown when functional form is tested. To deal with these limitations, 

this subsection presents the derivation of the DLR conditional test that takes into account the 

possibility of spatial lag dependence when functional form is tested and possibility of 

misspecification of functional form when spatial lag dependence is tested. 

DLR test for spatial lag dependence conditional on a general Box-Cox model 

Under the hypothesis runkownH |0:16
0 =λ , the model becomes a general Box-Cox 

model with no spatial lag dependence, and its elements are conditionally derived as: 
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DLR test for a log-linear model conditional on spatial lag dependence 

The test is for the null hypothesis λunkownrH |0:17
0 = . The model is log-linear 

conditional on spatial lag dependence. Its typical elements are given as: 
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where ti  is the row tht of the matrix I. 

DLR test for a linear model conditional on spatial lag dependence 

Under the hypothesis λunkownrH |1:18
0 = , the DLR test for linearity conditional on 

spatial lag dependence. The typical elements of regressors are as: 
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3. Results of DLR test for crime data 

This section shows how the DLR tests performed for testing functional form and spatial lag 

dependence in an empirical example. It presents the results of the DLR tests in comparison to 

the results of LM counterpart based on the same crime data set.  

The previous essay described how to build the spatial weight matrix, which is also 

used in this essay. The data used in this example is presented in the Table 12.1 Anselin 

(1988a, p.189). The data was used to investigate how the number of crimes is related to the 

household incomes and housing values in the 49 neighborhoods in Columbus, Ohio in 1980. 

Crime was measured as the number of residential burglaries and vehicle thefts per thousand 

households in the neighborhood, while housing values and incomes were measured in 

thousands of dollars.  

The dependent variable was the number of crimes, and the independent variables were 

housing values and household incomes. Both dependent and independent variables were 

subject to the Box-Cox transformation, while the intercept was not. The DLR test statistics for 
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testing functional form and spatial lag dependence based on the crime data set are shown in 

the Table 2.1.  
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Table 2. 1: DLR test statistics for functional form and spatial lag dependence 

 DLR Test LM Test** 

DLR joint tests   
       00:10

0 == λandrH  56.406 
(0.000)* 

85.411 
(0.000) 

      01:11
0 == λandrH  10.552 

(0.001) 
13.952 
(0.001) 

DLR One-Direction tests   
      0:12

0 =λH assuming 0=r  1.831 
(0.176) 

1.940 
(0.164) 

       0:13
0 =λH assuming 1=r  9.758 

(0.002) 
13.914 
(0.001) 

      0:14
0 =rH assuming 0=λ  56.235 

(0.000) 
85. 406 
(0.000) 

      1:15
0 =rH assuming 0=λ  1.465 

(0.226) 
2.813 

(0.093) 
DLR conditional tests   

      runkownH |0:16
0 =λ  6.449 

(0.011) 
10.164 
(0.001) 

      λunkownrH |0:17
0 =  55.035 

(0.000) 
74.537 
(0.000) 

      λunkownrH |1:18
0 =  0.638 

(0.424) 
0.123 

(0.725) 

* Numbers in the parentheses are p-value.  

** These numbers come from Baltagi and Li (2004a) with permission from Elsevier Ltd. 

The table above provides the DLR and LM test statistics and their p-values. Both the 

DLR and LM tests are for functional form and spatial lag dependence based on the same 

crime data set. According to the results, the DLR joint test statistics for the null hypotheses 

10
0H  and 11

0H  are 56.406 and 10.552, respectively. The results mean that log-linear and linear 

models with no spatial lag correlation are strongly rejected at the 5% level. The DLR test 

statistics provide the similar rejection/non-rejection as LM tests based on the same crime data 

set. 

For the DLR one-direction tests, a model assuming log-linearity with no spatial lag 

dependence under the hypothesis 12
0H was not rejected at the 5% level, while a model 
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assuming linearity with no spatial lag correlation under the hypothesis 13
0H was significantly 

rejected. In others words, when assuming log-linearity, one cannot reject the absence of 

spatial lag dependence while one can reject the presence of spatial lag dependence the 

linearity is assumed. When no spatial lag dependence is assumed, the log-linear model under 

the hypothesis 14
0H  is rejected, while the linear model under the hypothesis 15

0H  cannot be 

rejected at the 5% level. The outcomes of the DLR one-direction tests are similar to those of 

the LM counterpart. 

The DLR test statistic of hypothesis 16
0H  is 6.449 and its p-value is 0.011. It means 

that a general Box-Cox model with no spatial lag dependence is rejected. The DLR test 

statistic for a linear model conditional on no spatial lag dependence is 55.035 and has a zero 

p-value. It strongly rejects the null hypothesis 17
0H  at the 5% level. Meanwhile, the DLR test 

statistic for a log-linear model conditional on no spatial lag dependence 0.638 implies the 

hypothesis 18
0H cannot be rejected at the 5% level. For the conditional tests, the DLR test 

provides the same conclusions in terms of rejection/non-rejection as LM counterparts based 

on the same crime data set. 

The DLR results and LM tests are similar in the crime empirical example. More 

importantly, all DLR and LM test statistics provide the same rejection and non-rejection 

decisions. At this point, we can conclude that the linear model with spatial lag dependence is 

close to the real model, and it should be specified when crime is modeled in its relationship 

with household incomes and housing values in Columbus neighborhoods in Ohio. However, 

we are not sure whether spatial error or spatial lag dependence exists in the relationship. 
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4. Monte Carlo results 

This section shows the performance of the DLR tests in the Monte Carlo experiments, which 

used the general Box-Cox model with spatial lag dependence in equation (2.2):  

εγβλ ++=− ZXyWI rr )()()(  

We followed the basic setups for Monte Carlo experiments in Anselin and Rey (1991), 

Anselin et al. (1996), and Baltagi and Li (2004a). The spatial weight matrix was computed by 

using 49 observations in the Anselin (1988a) crime data set. The number of replications was 

1000. Housing values and household incomes in )(rX  were generated from a uniform (0, 10) 

distribution with its coefficient β  set to be 1. Both dependent and independent variables were 

subject to the Box-Cox transformation. The only constant term was in Z with its coefficient γ  

assumed to be 4, and Z did not follow the Box-Cox transformation. The error terms,ε , were 

randomly generated to follow the standard normal distribution. All the hypotheses were tested 

by using the DLR test statistics at the 5% level. The power of the DLR test for functional 

form and spatial lag dependence is shown in the Figures 2.1 to 2.9 on the following pages. 

Figure 2.1 and 2.2 on the next page plot the power of the DLR joint tests under the hypotheses 

10
0H  and 11

0H , respectively. The power of the DLR joint tests increases when the functional 

form and spatial lag coefficients depart from their null hypothesized values. Under the 

hypothesis 10
0H , the power of the DLR test significantly increases when r  moves from 0 to 1, 

and λ  moves from 0 to either 1 or 1− , and it quickly converges to 100% of rejection. This 

result implies that the power of the DLR joint test under the log-linear model with no spatial 

lag dependence is 100% if the “true” model is linearity.  
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Figure 2. 1: Power of DLR joint test under hypothesis 00:10
0 == λandrH  

 

Figure 2. 2: Power of DLR joint test under hypothesis 01:11
0 == λandrH  
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Under the hypothesis 11
0H , the power of the DLR joint test increases when r  departs toward 0, 

and λ  moves from 0 either 1 or 1− . It quickly reaches 100% of rejection as r  and λ  depart 

from their hypothesized values. The result implies the power of the DLR joint test under the 

linear model with spatial lag correlation is 100% if the true model is log-linear. 

Figure 2. 3: Power of DLR one-direction test under hypothesis 0:12
0 =λH assuming 0=r  

 

Figure 2.3 shows the power of the DLR one-direction test under the hypothesis 12
0H . When 

log-linearity is assumed, the power of the DLR one-direction test increases when the spatial 

coefficient moves far away from its hypothesized value of zero, or when the model moves 

from log-linearity to linearity. The power of the DLR one-direction test under this hypothesis 

is also sensitive to changes in the value of r .  
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Figure 2. 4: Power of DLR one-direction test under hypothesis 0:13
0 =λH assuming 1=r  

 

Figure 2. 5: Power of DLR one-direction test under hypothesis 0:14
0 =rH assuming 0=λ  
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Figure 2.4 on the preceding page presents the power of the DLR one-direction test 

under the hypothesis 13
0H  with 1000 replications. When linearity is assumed, the power of this 

test increases when λ  departs from its hypothesized value of zero. More specially, the power 

of the DLR test under the hypothesis 13
0H  increases as λ  moves from 0 to either 1 or -1. The 

result also shows that the power of the DLR one-direction test is also sensitive to a change in 

functional form.  

Figure 2.5 on the preceding page plots the power of the DLR one-direction test under the 

hypothesis 14
0H . The power of this test increases when r  departs from 0 to 1, and it quickly 

converges to 100% rejection regardless of the values of spatial lag dependence. However, the 

power of this test is insensitive to a change in the spatial lag coefficient. 

Figure 2. 6: Power of DLR one-direction test under hypothesis 1:15
0 =rH assuming 0=λ  
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Figure 2.6 shows the power of the DLR one-direction test under the hypothesis 15
0H  

after 1000 replications. Under this hypothesis, the model becomes linear when no spatial lag 

dependence is assumed. The power of this test increases when r  moves from 1 to 0. More 

clearly, when the functional form changes from linearity toward log-linearity, the power of 

the DLR one direction test under the hypothesis 15
0H converges quickly to 100% rejection 

regardless of the values of the spatial lag coefficient. Under this hypothesis, the power of the 

DLR one direction test is insensitive to spatial lag dependence.  

Figure 2. 7: Power of DLR conditional test under hypothesis runkownH |0:16
0 =λ  

 

Figure 2.7 gives the power of the DLR conditional test for spatial lag dependence conditional 

on a general Box-Cox model. The power of the DLR conditional test under the hypothesis 

16
0H  depends on the values the spatial lag coefficientλ . It increases when λ  departs from its 
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hypothesized value of zero to either 1 or 1− . Functional form also has a small effect on the 

power of the DLR conditional test under this hypothesis. 

Figure 2. 8: Power of DLR conditional test under hypothesis λunkownrH |0:17
0 =  

 

Figure 2.8 plots the power of the DLR conditional test for log-linearity with spatial lag 

dependence under the hypothesis 17
0H . According to the figure, the power of this test increases 

as r  moves from 0 to 1. If the model closes to log-linearity, the power of this test is sensitive 

to spatial lag dependence. However, the spatial lag coefficient is not important to determine 

the power of the DLR conditional test as the model closes to linearity.  

Figure 2.9 on the next page plots the power of the DLR conditional test for linearity 

conditional on spatial lag dependence under hypothesis 18
0H . The figure shows that the power 

of this test increases when r  departs from 1 to 0. The power of the DLR conditional test 

under the hypothesis is insensitive to a change in spatial lag coefficients, but it is very 

sensitive to a change in the values of r . 
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Figure 2. 9: Power of DLR conditional test under hypothesis λunkownrH |1:18
0 =  

 

The Monte Carlo results show that the power of the DLR tests increases as functional forms 

and/or spatial lag dependence depart from their hypothesized values. The DLR test performs 

reasonably well and provides test powers very similar to the LM test proposed in the Baltagi 

and Li (2004a).  

5. Conclusions 

This essay developed the DLR tests for functional form and spatial lag dependence. 

Specifically, we developed the DLR joint, one-direction, and conditional tests for testing 

functional forms and spatial lag dependence. Results from an empirical example and Monte 

Carlo simulations show that the DLR and LM tests performed similarly in the empirical 

example. They had the same rejection and non-rejection decisions for all hypotheses. The 

DLR and LM tests also worked similarly in Monte Carlo simulations, and they had similar 

responses of test power associated with a change in functional form and spatial lag 
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dependence. The DLR tests, however, only needed the first-order derivatives of the log-

likelihood function, while the LM tests required the Hessian matrix (the second-order 

derivatives of the log-likelihood function). The DLR tests provide practitioners an easy-to-use 

alternative method for testing functional form and spatial lag dependence in empirical studies. 
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Essay 3: Effects of fertility on parental labor force participation and labor 

supply: Evidence from Vietnam 

 

 

1. Introduction 

Studies of labor supply have attracted much attention from economists and demographers in 

the last few decades. Many theoretical models have been developed to investigate the linkages 

of a household’s behavior such as childbearing, the number of children, and child gender, to 

labor supply of the household members (e.g. DeTray, 1973; Ashenfelter and Heckman, 1974, 

Cogan, 1977; Rosenzweig and Wolpin, 1980, Salkerve, 1982; Robinson and Tomes, 1982, 

and Schultz, 1990). Other papers have considered empirical models that explore the 

relationship between fertility and the female labor supply for married women, unmarried 

women, and women in general (e.g. Carliner et al., 1980; Gregory, 1982; Leher, 1992; Chun 

and Oh, 2002; Rica and Ferrero, 2003; Cristia, 2006; and Cruces and Galiani, 2007). Few 

papers, however, have examined the effects of fertility on paternal labor force participation 

and labor supply (e.g. Pencavel, 1986, Carlin and Flood, 1997; Angrist and Evans, 1998; 

Lundberg and Rose, 2002; Lundberg, 2005; Choi et al., 2005; and Kim and Aassve, 2006).  

Studies of children and parental labor supply in the economic literature can be 

categorized as to how the studies dealt with endogeneity of fertility. Some studies assumed 

that fertility was an exogenous variable, and they used Ordinary Least Squares (OLS) to 

estimate the effects of fertility on labor supply (Gronau, 1973; Heckman, 1974; Heckman and 

Willis, 1977; Carlin and Flood, 1997; and Cristia, 2006). Other studies found that fertility was 

an endogenous variable and suggested ways to remedy the endogeneity problem. For 
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example, some research used simultaneous equation models, in which fertility and women’s 

labor supply were two endogenous variables in the system (Cain and Dooley, 1976; Schultz, 

1978; and Fleisher and Rhodes, 1979). Other research dealt with the endogeneity of fertility 

by using instrumental variables that helped to generate exogenous variations in fertility. Many 

instrumental variables have been used in the literature. For instance, many studies have 

suggested that a twin first birth is a factor that produces exogenous variations in fertility 

(Rosenzweig and Wolpin, 1980; Bronars and Grogger, 1994; Jacosen et al., 1999; Oyama, 

2001; and Black et al., 2007). Bloom et al. (2007) used abortion legislation as an instrumental 

variable for fertility, while Kim and Aassve (2006) used the contraceptive choice of couples 

to generate the exogenous variations in fertility. Angrist and Evans (1998) used a mixed 

sibling-sex composition as the instrumental variable. Other studies used the gender of the first 

child as the instrumental variable (Choi and Oh, 2002 and Lundberg and Rose, 2002).  

Almost all studies in the literature on motherhood and the labor market behavior of 

women have found that having children substantially reduced women’s labor force 

participation rate and women’s labor supply. Using data from the 1980 and 1990 Census 

Public Use Micro Sample, Angrist and Evans (1998) suggested that having a third child 

reduced the probability of working of married women by 17%, and caused their labor supply 

to fall by 8-9 weeks per year or 6-7 hours per week. When estimating the effects of fertility on 

the labor force participation of married women in Korea, Chun and Oh (2002) found that an 

additional child reduced female labor force participation probability by 27.5%. Using data 

adapted from the National Survey of Family Growth, Cristia (2006) found that having a first 

child younger than one-year old reduced the maternal probability of participating in the labor 

force by 26%. Bloom et al. (2007) suggested that the negative effect of fertility on female 

labor force participation ranges from 5% to 15%, depending on the age groups to which 
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mothers belong. This inverse relationship between fertility and female labor force 

participation and the negative effect of fertility on the female labor supply is also found in 

many other studies (Gronau, 1973; Heckman, 1974; Heckman and Willis, 1977; Carliner et 

al., 1980; Rosenweig and Wolpin, 1980; Robinson and Tomes, 1982; Gregory, 1982; and 

Waldfogel, 1998). 

Unlike the obviously negative effects of fertility on female labor force participation 

and labor supply, the average effect of fertility on paternal labor force participation and labor 

supply is ambiguous. Although the burden of childbearing mainly falls on women, an increase 

in family size reallocates time among household members. Two opposite effects of fertility on 

the paternal labor supply have been presented in the literature. Becker (1985) argued that an 

increase in family size would lead women to spend more time and energy on supplying child 

services because of the increase in the intensity of childcare, but men are likely to spend more 

energy and time in the labor market due to the higher return of labor on the labor market. 

These responses to an expansion of family size are called the specialization effect. Lundberg 

and Rose (1999) argued that more children increase value of parental time as an input of 

household production by supplying child services; thus, parents are likely to reduce their labor 

supply. This effect of fertility is called the home-intensive effect. According to both 

arguments, the probability of women joining the labor force and the time they spend in the 

labor market is reduced, while the male labor force participation and labor supply may 

increase or decrease, depending on which of the two effects dominates.  

In the economics literature, some studies found that the presence of children had a 

weakly positive or no significant association with the probability of paternal work 

participation and labor supply (Pencavel, 1986; Bloomquist and Hannson, 1990; Carlin and 

Flood. 1997; and Angrist and Evans, 1998). Other papers found a positive relationship 
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between fertility and paternal labor supply. Using data from the Panel Survey of Income 

Dynamics, Lundberg and Rose (2002) suggested that children significantly increased their 

fathers’ annual work hours and hourly wage rate. Choi et al. (2005) found that a new child 

could increase the number of hours a father works, and the first son could cause an increase in 

the father’s hours of more than 100 hours per year than the first daughter for German men 

could cause. Kim and Aassve (2006), using the data from Indonesia, found that fertility had 

positive effects on male labor supply in rural areas, but it was not statistically significant for 

men in urban areas. 

Using data from the Vietnamese Household Living Standard Survey in 2004, this 

essay investigates the effects of fertility on parental labor force participation and labor supply 

in Vietnam. Specifically, I use instrumental variable (IV) probit models to estimate the effects 

of fertility on parental labor force participation and the IV models to estimate the effect of 

fertility on parental labor supply. This essay further aims to investigate the effects of fertility 

on the labor force participation and labor supply of both men and women, and how the effects 

of fertility on parental labor force participation and labor supply vary across urban and rural 

areas. Using the gender of the first child and whether the first two children have the same 

gender as two instrumental variables, this essay finds a negative effect of fertility on maternal 

labor force participation and labor supply and a positive effect on paternal labor force 

participation and labor supply for both rural and urban areas. Having an additional child 

reduces the probability of female participation in the labor force by 26.4% for the whole 

sample and by 29.3% for rural mothers. It also causes a decline of 0.35 work hours per day for 

the whole sample and 0.40 work hours for rural mothers per day. On the other hand, the 

results suggest that fertility has positive effects on male labor force participation and labor 

supply. Fathers increased their probability of going to work by 21.7% after a new child was 
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born in their households, but that probability is dramatically different in urban and rural areas: 

26.8% for urban men and 19.3% for rural men. Having one more child, fathers worked 0.32 

hours more than before, while urban fathers increased their work hours per day by 0.47 hours 

and rural fathers by 0.30 hours per day. These results imply that having an additional child 

had specialization effects on the parental labor supply. 

The remainder of this essay is organized as follows. Section 2 describes the 

methodology. Section 3 provides some background information about Vietnam and the data 

set. Section 4 presents the empirical results. Section 5 concludes the essay. 

2. Methodology 

This section describes the methodology used in this study. In particular, it presents empirical 

models for estimating the effects of fertility on paternal labor force participation and labor 

supply. Additionally, this section discusses how instrument variables are chosen and used to 

generate exogenous variations in fertility. 

2.1. Empirical models 

The objective of this research was to estimate the effects of fertility on the parental 

labor force participation and labor supply. Because of the possible endogeneity of fertility, 

this essay first tested whether endogeneity of fertility existed in the parental labor force 

participation and labor supply. Since fertility, parental labor force participation, and labor 

supply were simultaneously determined, the OLS approach was inappropriate, and its 

estimates are biased and inconsistent. This research used the IV probit and IV models to deal 

with the problems of endogeneity.  
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In the first stage, the demand for fertility specified in equation (3.1) below was used to 

estimate and predict number of children as a function of instrument variables and other 

exogenous variables. The equation is given as: 

nnnnnn HMWZn εγβαϕφ +++++=      (3.1) 

where n  is the number of children in the households; Z  is a vector of the instrumental 

variables; W is a wage vector of both the mother’s and father’s earnings from labor market; 

M is a vector of parental characteristics such as age, age-squared, education levels, whether 

the parent is a household head, and whether the work was a non-farm job; H  is a vector of 

other household and labor market characteristics such as location of the household, the non-

labor household income, whether a grandparent was living in the household, and local annual 

employment; and nε  is the error term. The first-stage model was also used to test for validity 

of instrumental variables and justify how instruments affect fertility. 

The parental labor force participation was estimated using the following probit model:  

)ˆ(),,,ˆ|1( yyyyyy HMWnHMWnyP εγβαϕφ +++++Φ==   (3.2) 

where Φ  is a probability distribution function. y  takes value of one or zero depending on 

whether the parent works or not. If the father or mother participated in the labor market, 

1=y , and if not 0=y . n̂  was the predicted number of children estimated from equation 

(3.1). yε  was the error term. To estimate this model, we used the IV probit estimation 

technique focusing mainly on how fertility affects the decision to work for both mother and 

father. 

Another objective of this research was to estimate the effects of fertility on the 

parental labor supply. To do that, the following linear model was estimated: 
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llllll HMWnL εγβαϕφ +++++= ˆ       (3.3) 

where the dependent variable L  is labor supply of the father/mother. In this research, the 

parental labor supply was measured by work hours per day. A key independent variable was 

fertility. Using IV estimation procedure, we measured how fertility affects parental work 

hours per day.  

2.2. Instrumental variables 

The choice of appropriate instrumental variables is important because these can affect 

the reliability of estimates and inferences. Valid and strong instrumental variables must satisfy 

two conditions: an instrumental variable should be uncorrelated with the error term and it 

should be highly correlated with the right-hand-side endogenous regressor(s). In this research, 

that means that the instrumental variables have no correlation with factors that directly affect 

parental labor force participation and labor supply and that the instruments are correlated with 

fertility.  

Two instrumental variables were used to generate exogenous variations in fertility in 

this research. The first instrumental variable was the gender of the first child. If gender of the 

first child is random, the first condition of instruments would be automatically satisfied (Chun 

and Oh, 2002). In Vietnam, son preference is strong for various economic, religious, and 

social reasons, and it has a significant positive effect on fertility, meaning that when a couple 

has a daughter, they are more likely to try again in hope of having a son. Thus, having a son 

negatively affected the decision to have a second child in a household (Haughton and 

Haughton, 1995 and Belanger, 2002). Normally, the gender of a child is a random variable, 

and it is uncorrelated with parental labor force participation and labor supply. One may claim 

that, however, son preference makes parents choose gender of their kids by aborting unborn 
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girls. Fortunately, abortion was not gender-selective in Vietnam. Hieu et al. (1993) and Vach 

and Bishop (1996) found that more than 58% of abortions were due to poor sex education and 

failure of contraceptive. Sixty percent of abortions occurred during the first six weeks of 

pregnancy, while 92% occurred during the twelve weeks after the last menstrual period. 

Abortion during that time does not affect randomness of fertility because the gender of the 

unborn child cannot yet be known3. Furthermore, since the 1989 Law on Protection of the 

People’s Health was issued, the Vietnamese government has not allowed hospitals and health 

care centers to reveal the gender of unborn children. This prohibition was reconfirmed in the 

2003 Ordinance on Population. In addition, we found that the boy-to-girl ratio of the first 

child was 1.05 in our sample, which is close to the natural ratio. Thus, the gender of the first 

child is a valid instrumental variable.  

The second instrumental variable is whether the first two children are of the same 

gender. Using data from the 1980 and 1990 Census Public Use Micro Sample, Angrist and 

Evans (1998) found that parents prefer a mixed sibling-sex composition, and parents who first 

had two girls or boys had a higher probability of having additional children. Using the 1988 

and 1989 Demographic and Health Survey of Vietnam, Allman et al. (1991), found that 

couples with more than two children wanted to have at least one son in their family. Haughton 

and Haughton (1998) used a hazard model for the Vietnam Living Standard Survey 1992-

1993 and found a strong son preference among women who had at least one child. They also 

found a mixed sibling-sex preference among those who had more than two sons in the family. 

Hollander (1996) showed that having one son reduced the likelihood of another birth by 21% 

to 30% among women with at least one child. Among women with more than two children, 

                                                 
3 Before 18 weeks of last menstrual period, the gender of an aborted child is unknown.  
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the likelihood of another birth was 28% if they had a son, 34% if they had two sons and 11% 

if they had three sons. This evidence implies that siblings with mixed genders are desirable 

among Vietnamese families.  

Following the work done by Angrist and Evans (1998), we generated the same gender 

dummy variable by using the gender variables of the first two children. The same gender 

variable is an interaction of the gender of the first and second children. It consists of two first 

boys and two first girls. Assuming the gender of the first child is s1, and that of the second 

child is s2, the same gender variable (sg) can be calculated by )1)(1( 2121 sssssg −−+= . If 

the first two children have the same gender, the same gender variable equals one ( 1=sg ); 

zero ( 0=sg ) otherwise. 

We used an approach suggested by Stock et al. (2002) in which the first-stage F-

statistics of instrumental variables must be larger than 10 for the instruments to be strong. The 

F-test statistics for significance of the two instrumental variables-the gender of first child and 

same gender of first two children-in the first stage varied from 44.75 to 243.79 for parental 

labor force participation and labor supply. The results implied that the gender of the first child 

and the same gender of the first two children are strong instruments.  

The gender of the first child and the same gender of the first two children variables 

meet the two conditions required of a valid and strong instrument, and they can serve as 

instruments to generate exogenous variations in fertility.  

3. Background and the data 

Over the past two decades, fertility has been decreasing as the labor force participation rates 

of women in most developing and advanced countries has been increasing (Kim and Aassve, 
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2006 and Del Boca et al., 2005). This change implies the changing roles of women and 

changes in the time allocation among household members in both work activities and fertility 

behavior. We also observed this pattern in Vietnam. Table 3.1 summarized some important 

structural changes in the Vietnamese economy and society after the Doi Moi “renovation” 

process launched in 1986. 

Table 3. 1: Total fertility rate, labor force participation, GDP per capita, and urbanization in 

Vietnam 

Year Fertility 
Labor force 

participation (%) 
Urban 

Population (%) 
GDP per capita 

(USD) 
1986 4.2 46.8 19.8 202.8 
1988 3.8 47.1 20.0 210.4 
1990 3.6 47.3 20.3 226.9 
1992 3.2 47.7 21.0 250.6 
1994 2.6 48.1 21.8 283.7 
1996 2.5 48.7 22.6 327.8 
1998 2.4 49.5 23.5 364.1 
2000 2.0 50.6 24.3 397.0 
2002 1.9 51.5 25.3 443.7 
2004 1.8 52.5 26.2 502.0 
2006 1.8 52.8 27.1 587.4 

Source: The World Bank (2006) for the year 1986 to 2004 and General Statistic Office (2007) 
for the year 2006. 
 

For the last two decades, the fertility rates of Vietnamese women fell by 57%, while 

the labor force participation rates for the whole population steadily increased to 52.8% in 

2006. A decline in fertility also accompanied an increase in income. During the period from 

1986 to 2006, while fertility dramatically decreased, GDP per capita increased 2.9 times to 

587.4 USD per capita. This pattern is consistent with microeconomic predictions: higher 

income leads to a reduction in fertility and the inverse relationship of fertility and labor force 

participation (Becker and Lewis, 1973 and Willis, 1973). Another obvious phenomenon is the 
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rapid urbanization in Vietnam. During the past two decades, the proportion of population 

living in urban areas increased 1.4 times. This process has led to a change in the structure of 

the work force. Urbanization has reduced the number of households working on farms where 

work is labor-intensive, and it has possibly affected the way time is allocated among 

household members. Noticeably urbanization, however, has not occurred equally across 

regions. It has happened mostly in areas near urban centers. As a result, there is variation in 

regions, especially between urbanized and rural areas in terms of labor market behavior and 

fertility decisions. Thus, it is important to understand the effects of fertility and labor market 

behavior of households in both urban and rural areas. 

The data used in this paper came from the Vietnamese Household Living Standard 

Survey 2004, which was conducted by the Vietnamese General Statistical Office (GSO) with 

technical support from The World Bank. The survey sample was randomly selected to 

represent the whole country, taking into account urban and rural structures, geographical 

conditions, regional issues, ethnic differences, and provincial representation. It was carried 

out in 300 rural hamlets and 80 urban blocks in 3,063 communities around the country. The 

survey sample consisted of 9,192 households with 42,839 individuals. The survey collected 

information about the following: household information, education, health, employment, 

migration, housing, fertility and family planning, incomes, expenditures, borrowing, lending, 

and savings.  

Only households with at least one child under 18 years old and households with a 

mother and father younger than 60 and 65 years of age, respectively, at the time of the 

interview were included in this research. There are 3,985 households in the sample used for 

this research. Table 3.2 on the next page provides a summary of the descriptive statistics used 
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in this research. The dependent variables were the working status and hours worked per day 

by each of the parents.  

Table 3. 2: Descriptive and data statistics 

Variables Mean Std. Dev. Min. Max. 
Mothers’ characteristics  

Work status 0.954 0.210 0 1
Work hours per day 6.468 1.917 0 16
Age 35.994 6.660 19 60
Hourly wages 2.138 7.184 0 369.6
Head of household 0.087 0.282 0 1
No education 0.041 0.199 0 1
Primary school 0.282 0.450 0 1
Middle school 0.317 0.466 0 1
High school 0.250 0.433 0 1
College and higher 0.108 0.311 0 1
Work on farms 0.784 0.412 0 1

Fathers’ characteristics  
Work status 0.978 0.111 0 1
Work hours per day 7.711 1.786 1 17
Age 38.637 6.931 20 65
Hourly wages 2.978 5.599 0 165.4
No education 0.035 0.185 0 1
Primary school 0.274 0.446 0 1
Middle school 0.330 0.470 0 1
High school 0.240 0.427 0 1
College and higher 0.121 0.326 0 1
Work on farms 0.630 0.483 0 1

Children statistics  
Number of children 2.552 1.239 1 15
Two first boys or girls 0.412 0.492 0 1
First boy 0.512 0.499 0 1

Household characteristics  
Non-labor household income 1.404 1.845 -2.9 40.3
Grandparents living in household 0.113 0.317 0 1
Grandparents’ age 71.444 10.349 39 98
Urban 0.213 0.410 0 1

Local economic conditions  
Annual new jobs 28.269 32.218 3.5 220
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According to Table 3.2, 97.8% of fathers worked in the interview year, and on 

average, they worked 7.7 hours per day. For women, 95.4% of mothers worked in the 

interview year, and on average, they worked 6.5 hours per day. The explanatory variables are 

the number of children in the household, parents’ wages, parental characteristics, 

characteristics of the households, and local labor market characteristics. Table 3.2 shows that 

each household had an average of 2.5 children; the wages paid to men were higher than wages 

paid to women; that on average, men received 3.0 thousands Vietnamese Dong (VND) per 

hour, while women received 2.1 thousand per hour; and  63% of working fathers and 78.4% 

of working wives worked on farms.  

Table 3.2 also shows that a higher percentage of men than women had a college 

education and that lower percentage had no education. Of the household heads, 91.3% were 

male. The households’ characteristics were represented by the location of the household, non-

labor household income, and presence of a grandparent in the household. According to Table 

3.2, 21.3% of households were located in urban areas, and the average non-labor household 

income was 1.4 million VND per year. The data also showed that 11.3% of the sampled 

households had grandparents living in them. Local labor market characteristics were 

represented by annual new jobs. On average each province created 28.3 thousands new jobs 

annually. 

Two instrumental variables were the gender of the first child and the same gender of 

the first two children in the households. The gender of the first child equaled 1 if the 

household had a male first child and 0 otherwise. The same gender of the first two children 

equaled 1 if the first two children had the same gender, and 0 otherwise. According to Table 

3.2, 51.2% of sampled households had a male first child and 41.2% of households had two 

first children whose gender was the same. 
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4. Empirical results 

This section provides the empirical results of our investigation. We first tested for the 

endogeneity of fertility using the Hausman test. Then we estimated the probit and IV probit 

models to measure the effects of fertility on the parental labor force participation for the 

whole, urban, and rural samples. Third, we estimated the effects of fertility on the parental 

labor supply using OLS and IV models. We also estimated models for samples of households 

with at least two children and used their results for comparison and making inferences. 

4.1. Hausman tests  

One of the concerns when estimating the effects of fertility on the parental labor force 

participation and labor supply is the endogeneity of fertility. Because fertility and parental 

working status are simultaneously determined, and fertility and parental labor supply are 

simultaneously determined, regular probit and OLS regression techniques do not yield 

unbiased and consistent estimates. To test for the possible endogeneity of fertility, this study 

used the Hausman test. The null hypothesis is that fertility is exogenous. If the null hypothesis 

is rejected, fertility is an endogenous variable. In this case, the probit and OLS techniques 

were not appropriate techniques to estimate effects of fertility on parental labor force 

participation and labor supply. Instead, the IV Probit and 2SLS/IV methods were used. 

This research found that fertility is endogenous in the parental labor force participation 

and in the female labor supply at the 5% level. The Hausman test statistics for testing 

endogeneity of fertility in female and male labor force participation were 66.91 with zero p-

value and 43.42 with p-value of 0.0028, respectively. Thus, the hypothesis of an exogenous 

fertility in parental labor force participation was rejected. Similarly, the exogenous fertility in 

female labor supply was also rejected, and the Hausman test statistic of 39.72 with p-value of 
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0.0116 suggested the endogeneity of fertility in the female labor supply. However, the 

Hausman test statistic does not suggest rejecting exogenous fertility in the male labor supply. 

4.2. Fertility and parental labor force participation 

The model presented in equation (3.2) suggests that parental labor force participation 

depends on fertility, parental wages, the characteristics of parents, and the characteristics of 

household and local labor market. Using the gender of first child and same gender of first two 

children in the households as two instrumental variables, we estimated the effects of fertility 

on labor force participation. Two separate models, one for men and one for women, were 

estimated. The dependent variables were parental labor force participation. The dependent 

variable equaled 1 if the father (for male labor force participation) or mother (for female labor 

force participation) worked in the interviewed year. Tables 3.3 and 3.4 on the next two pages 

report the marginal effects in the parental labor force participation models, while the 

coefficients are presented in appendices 1 and 2. 
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Table 3. 3: Marginal effects of fertility on maternal labor force participation 

 Pool Urban Rural 

 Probit IV-Probit Probit IV-Probit Probit IV-Probit 

Fertility -0.0417*** -0.2637*** 0.0475 0.0820 -0.0490*** -0.2932*** 

Mothers’ characteristics 

   Age -0.0209 0.0290 -0.0466 -0.0519 -0.0193 0.0357 

   Age squares 0.0002 -0.0004 0.0004 0.0005 0.0002 -0.0005 

   Household head 0.0624 -0.0346 -0.0212 -0.0148 0.0967 -0.0442 

   Primary school 0.4940*** 0.2350*** 0.2109* 0.2161* 0.5671*** 0.1693*** 

   Middle school 0.5037*** 0.2918*** 0.3591*** 0.3671*** 0.6843*** 0.2247*** 

   High school 0.5323*** 0.2977*** 0.3975*** 0.4051*** 0.5821*** 0.2209*** 

   College and higher 0.5331*** 0.3283*** 0.4962*** 0.5037*** 0.5227*** 0.2277*** 

   On farm 0.1029*** 0.1551*** 0.1594*** 0.1497** 0.1238*** 0.1563*** 

Fathers’ characteristics 

   Age -0.0859*** -0.0108 0.0633 0.0572 -0.1257*** -0.0087 

   Age squares -0.0016 -0.0017 -0.0046* -0.0047* 0.0026 0.0011 

   Hourly wage 0.0011*** 0.0002 -0.0006 -0.0006 0.0015*** 0.0001 

   Primary school 0.100* 0.0386 0.3758*** 0.3816*** 0.0313 -0.0140 

   Middle school 0.2226*** 0.0998* 0.4060*** 0.4138*** 0.1594** 0.0264 

   High school 0.1414** 0.0535 0.3403** 0.3486*** 0.0749 -0.0040 

   College and higher 0.0031 -0.0091 0.2069 0.2159 -0.0649 -0.0307 

   On farm -0.1037*** -0.0382 -0.0479 -0.0480 -0.0881** -0.0018 

Household’s characteristics 
   Non-labor    
   Household income -0.0235*** -0.0079 -0.0166** -0.0181** -0.0462*** -0.0195*** 

   Grandparent 0.9470** 0.7480* 0.5183 0.5275 0.9768** 0.6772* 

   Grandparent’s age -0.1569*** -0.0786** -0.1022** -0.1045** -0.1579*** -0.0469* 

   Grp. age squares 0.0012*** 0.0006** 0.0010*** 0.0010*** 0.0012*** 0.0003* 

   Urban -0.0270 -0.1182***     

Local labor market situation 

   Annual new jobs -0.0004 -0.0006** -0.0010** -0.0010** 0.0009 -0.0005 

       

Observations 3935 3935 832 832 3103 3103 

Significant levels of 0.1 are denoted by *; 0.05 by **; and 0.01 by ***. 
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Table 3. 4: Marginal effects on paternal labor force participation 

 Pool Urban Rural 

 Probit IV-Probit Probit IV-Probit Probit IV-Probit 

Fertility 0.0192*** 0.2165*** 0.0119 0.2678*** 0.0188*** 0.1935*** 
Mothers’ characteristics 

   Age 0.0271*** 0.0172 0.0345*** 0.0190 0.0238*** 0.0245 
   Age squares -0.0003*** -0.0002 -0.0004*** -0.0001 -0.0003*** -0.0002 
   Hourly wage 0.0023* 0.0056** 0.0025 0.0037 0.0013 0.0050 
   Household head -0.1207*** -0.0761** -0.1357*** -0.0895* -0.0904*** -0.0668 
   Primary school 0.0019 0.0571 0.0344 0.2729** -0.0282 -0.0310 
   Middle school -0.0400 0.0161 -0.0027 0.2058* -0.0574* -0.0513 
   High school 0.0035 0.0395 0.0484* 0.3487*** -0.0399 -0.0744 
   College and higher 0.0164 0.0344 0.0341* 0.2735*** -0.0065 -0.0407 
   On farm 0.1083*** 0.0675** 0.1017*** 0.0953* 0.0884*** 0.0742** 
Fathers’ characteristics 

   Age 0.0325*** 0.0330** 0.0489*** 0.0643 0.0251*** 0.0276* 
   Age squares -0.0004*** -0.0004*** -0.0006*** -0.0008* -0.0003*** -0.0004* 
   Primary school 0.0259*** 0.1208*** -0.0403 0.0660 0.0268*** 0.1094*** 
   Middle school 0.0261** 0.1254*** -0.0311 0.1118 0.0231** 0.0949*** 
   High school 0.0269*** 0.1315*** -0.0077 0.1456 0.0266*** 0.1083*** 
   College and higher 0.0310*** 0.1668*** 0.0254 0.2652*** 0.0287*** 0.1183*** 
   On farm 0.0301*** 0.0327 0.0287** 0.0681 0.0267*** 0.0353 
Household’s characteristics 

   Non-labor 
Household income 0.0108*** 0.0183** 0.0078* 0.0014 0.0145** 0.0304** 
   Grandparent -0.0572 0.0642 0.0255 0.2673 -0.0480 0.0317 
   Grandparent’s age 0.0053* -0.0120* -0.0008 -0.0324* 0.0048 -0.0060 
   Grp. age squares -0.0001** 0.0001 0.0000 0.0003* -0.0001** 0.0000 
   Urban -0.1108*** -0.0779***     
Local labor market situation 

   Annual new jobs -0.0003*** -0.0003 -0.0002** -0.0004 -0.0003** -0.0002 
       

Observations 3800 3800 771 771 3029 3029 
Significant levels of 0.1 are denoted by *; 0.05 by **; and 0.01 by ***. 
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As shown in Tables 3.3 and 3.4, the marginal effects of fertility on parental labor force 

participation from IV probit models are larger in absolute values than probit estimates. 

According to the IV probit results, the marginal effect of fertility on female working 

participation was negative and statistically significant at the 5% level for the whole sample. 

This result means that having one additional child decreased the probability of female labor 

force participation by 26.4%, all other factors being equal. The sign and magnitude of the 

effects on maternal labor force participation of these results were similar to the estimates of 

Chun and Oh (2002)4. When estimates were made for urban and rural women separately, 

fertility had no significant impact on the probability of urban mothers’ working decisions, 

while one additional child reduced the probability of labor force participation by 29.3% for 

rural women. In contrast, an additional child had a positive and statistically significant effect 

on paternal labor force participation at the 5% level. For the whole sample, an additional child 

increased the probability of paternal labor force participation by 21.7%. When estimates were 

made for urban and rural men separately, an additional child increased the probability of 

urban fathers working by 26.8% while it increased the likelihood of rural fathers by 19.3%. 

Rural parents worked mostly on farms, and their schedules were much more flexible. 

In addition, the productivity of rural labor and the returns to rural labor were low, while urban 

parents had non-farm jobs with higher pay. So having a new child increased the value of the 

mother’s time as an input of home production. Rural women were most likely to stay home 

because their return on their labor was low and their jobs were flexible (no constraints and no 

                                                 
4 Fertility reduced the female probability of participating in the labor force by 27.5% for married Korean women. 
Moreover, IV probit estimates from a sample of households with at least two children showed that having an 
additional child decreased the female probability of work participation by 17.3% and had no effects of fertility 
on male labor force participation. These results are close to the effects of fertility on the female labor force 
participation of U.S. women (decreased by 17%) and no statistically significant effect on the male probability of 
work participation in Angrist and Evans (1998) for the U.S. 
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contracts); meanwhile, urban men were more willing to work because of the higher returns in 

urban jobs. The results imply that value of male time on the local labor market is relatively 

higher than that of women, and women have a higher productivity in household production by 

providing child services. This is consistent with the findings of Becker (1985) who found that 

men would concentrate more on wage-paid activities, while women would concentrate on 

home production after a child was born. 

As expected, education had a positive and statistically significant effect on the labor 

force participation of parents. The results show that higher-educated parents were more likely 

to participate in the labor force than lower-educated ones were. One other interesting result 

was that spousal characteristics did not have statistically significant effects on probability of 

participating labor force for Vietnamese parents when a new child was born. Tables 3.3 and 

3.4 also showed that presence of grandparents in households had positive but insignificant 

effects on parental labor force participation at 5%. Local labor market conditions, measured 

by the number of annual new jobs, had little effect on parental labor force participation. Table 

3.3 showed that the number of annual new jobs negatively and significantly affected the work 

decision of women for the whole and urban sample but not for rural sample. The magnitude of 

that effect, however, was relatively small. Meanwhile, Table 3.4 suggested that the number of 

new jobs created annually did not have statistically significant effect on the decision by men 

to work regardless of location at 5%. 

This study has shown that fertility has a negative effect on maternal labor force 

participation and a positive effect on paternal labor force participation in Vietnam. This result 

is consistent with Becker’s (1985) findings that there is the specialization effect of having a 

new child in households. 
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4.3 Fertility and parental labor supply 

The effects of fertility on parental labor supply were measured with the estimating 

models given by equation (3.3). The dependent variable was female/male work hours per day. 

As discussed in the earlier sections, fertility and parental labor supply were simultaneously 

determined, or in other words, there was endogeneity of fertility in the parental labor supply 

equation. Thus, the OLS coefficients are likely to be biased if used to measure the effects of 

fertility on the parental labor supply. In this situation, IV methods were a better method to 

give unbiased estimates. Table 3.5 on the next page shows the effects of fertility on female 

labor supply, while Table 3.6 on the following page presents the effects of fertility on the 

male labor supply in Vietnam. Each table provides IV coefficients in comparison to OLS 

estimates and their t-values in parentheses for the whole, urban, and rural samples. 

According to Tables 3.5 and 3.6, IV estimates are different from OLS estimates. This 

occurs because there are biases in the OLS estimation results. The OLS estimates are biased 

because fertility picks up effects of unobserved variables such as the traditional values of 

Vietnamese families: extended family system (Altonji et al., 1989; Groot and Van den Brink, 

1992; and Lacroix et al. 1997) and the social values of the traditional family norm (Vach and 

Bishop, 1996). Other unobserved variables could be the education quality of the parents, 

changes in the patterns of family formation, changes in the values and attitudes of women 

towards a less traditional role of women within the family and society (Hakim, 2003 and 

Gilbert, 2005), and the morality and poor healthcare system in Vietnam (Phai, 1999 and 

Huan, 1997). In terms of econometrics, the models omit some relevant variables. The 

omission of the unobserved relevant variables, thus, leads to the biased estimates of the 

parameters. In this case, the sign of the bias is a product of how the extended family system 

affects parental labor supply and how the extended family affects fertility. 
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Table 3. 5: Fertility and maternal work hours per day 

 Pool Urban Rural 
 OLS IV  OLS IV OLS IV 
Fertility 0.041 -0.353*** -0.021 -0.225 0.041 -0.399*** 
 (1.522) (-3.288) (-0.264) (-0.890) (1.480) (-3.457) 
Mothers’ characteristics 
   Age -0.112** -0.045 -0.071 -0.043 -0.123** -0.047 
 (-2.076) (-0.780) (-0.465) (-0.272) (-2.198) (-0.766) 
   Age squares 0.001* 0.000 0.001 0.000 0.001* 0.000 
 (1.694) (0.431) (0.382) (0.175) (1.929) (0.556) 
    Hourly wage -0.034*** -0.035*** -0.020*** -0.020*** -0.105*** -0.110*** 
 (-8.206) (-8.222) (-4.048) (-4.047) (-10.791) (-10.750) 
   Household head 0.376*** 0.271** 0.331* 0.294* 0.383*** 0.245* 
 (3.543) (2.409) (1.940) (1.667) (2.760) (1.646) 
   Primary school -1.351*** -1.447*** -1.920*** -1.985*** -1.242*** -1.345*** 
 (-7.394) (-7.632) (-3.400) (-3.467) (-6.646) (-6.846) 
   Middle school -1.093*** -1.245*** -1.623*** -1.710*** -0.981*** -1.157*** 
 (-5.937) (-6.432) (-2.903) (-2.996) (-5.183) (-5.722) 
   High school -1.743*** -1.796*** -1.773*** -1.860*** -1.787*** -1.820*** 
 (-9.446) (-9.436) (-3.176) (-3.263) (-9.390) (-9.171) 
   College and higher -0.762*** -0.762*** -1.842*** -1.914*** -0.489** -0.468** 
 (-3.886) (-3.778) (-3.138) (-3.213) (-2.414) (-2.215) 
   On farm -1.107*** -0.976*** -0.741*** -0.694*** -1.461*** -1.321*** 
 (-13.099) (-10.446) (-4.410) (-3.906) (-14.749) (-12.103) 
Fathers’ characteristics 
   Age -0.067 0.000 0.058 0.096 -0.073 0.004 
 (-1.284) (0.005) (0.356) (0.566) (-1.386) (0.069) 
   Age squares 0.001 0.000 -0.001 -0.001 0.001 0.000 
 (1.269) (0.059) (-0.274) (-0.471) (1.246) (-0.119) 
   Hourly wage -0.013** -0.013** -0.005 -0.004 0.002 0.003 
 (-2.226) (-2.052) (-0.525) (-0.403) (0.211) (0.328) 
   Primary school -0.243 -0.317* -1.250** -1.291** -0.112 -0.194 
 (-1.389) (-1.751) (-2.373) (-2.431) (-0.622) (-1.033) 
   Middle school -0.106 -0.206 -1.234** -1.300** 0.058 -0.045 
 (-0.600) (-1.123) (-2.364) (-2.453) (0.316) (-0.236) 
   High school -0.065 -0.163 -0.793 -0.858 -0.030 -0.137 
 (-0.367) (-0.881) (-1.510) (-1.609) (-0.161) (-0.709) 
   College and higher -0.070 -0.100 -1.178** -1.238** 0.084 0.078 
 (-0.373) (-0.519) (-2.189) (-2.271) (0.425) (0.379) 
   On farm -0.186*** -0.144** -0.256 -0.245 -0.218*** -0.176** 
 (-2.641) (-1.973) (-1.513) (-1.436) (-2.860) (-2.200) 
Households’ characteristics 
   Non-labor H income 0.037** 0.048*** 0.074*** 0.083*** -0.019 -0.014 
 (2.203) (2.749) (2.755) (2.862) (-0.834) (-0.579) 
   Grandparents 0.068 -0.150 0.256 0.176 -0.078 -0.329 
 (0.203) (-0.429) (0.292) (0.198) (-0.222) (-0.882) 
   Grandparents’ age -0.025* 0.013 -0.035 -0.018 -0.018 0.026 
 (-1.765) (0.743) (-0.906) (-0.415) (-1.224) (1.343) 
    Gra. Age squares 0.000 0.000 0.000 0.000 0.000 0.000 
 (1.335) (-0.896) (0.535) (0.138) (0.956) (-1.375) 
   Urban 1.052*** 0.938***     
 (13.301) (10.803)     
Local labor market situation 
  Annual new jobs 0.001 0.000 0.002 0.002 -0.001 -0.002 
 (0.926) (0.347) (1.325) (1.225) (-0.587) (-1.361) 
       
Observations 3754 3754 756 756 2998 2998 
Numbers in parentheses are t-values. Significant levels of 0.1 are denoted by *; 0.05 by **; and 0.01 by ***. 
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Table 3. 6: Fertility and paternal work hours per day 

 Pool Urban Rural 
 OLS IV  OLS IV  OLS IV 
Fertility 0.074*** 0.317*** 0.014 0.467** 0.076*** 0.303*** 
 (3.042) (3.282) (0.190) (2.008) (2.964) (2.908) 
Mothers’ characteristics 
   Age -0.035 -0.076 -0.008 -0.072 -0.048 -0.087 
 (-0.707) (-1.449) (-0.060) (-0.492) (-0.925) (-1.574) 
   Age squares 0.000 0.001 0.000 0.001 0.000 0.001 
 (0.131) (0.904) (-0.053) (0.421) (0.349) (1.018) 
    Hourly wage 0.007* 0.008** 0.005 0.006 0.018** 0.020** 
 (1.838) (1.990) (1.237) (1.247) (1.965) (2.192) 
   Household head -0.049 0.016 -0.060 0.021 -0.087 -0.016 
 (-0.501) (0.158) (-0.393) (0.127) (-0.678) (-0.119) 
   Primary school -0.499*** -0.440*** -0.498 -0.355 -0.472*** -0.419** 
 (-2.992) (-2.580) (-0.979) (-0.673) (-2.718) (-2.359) 
   Middle school -0.496*** -0.402** -0.052 0.142 -0.565*** -0.474*** 
 (-2.948) (-2.310) (-0.103) (0.269) (-3.214) (-2.596) 
   High school -0.476*** -0.444*** -0.069 0.125 -0.580*** -0.563*** 
 (-2.825) (-2.592) (-0.138) (0.238) (-3.281) (-3.141) 
   College and higher -0.050 -0.050 -0.366 -0.206 0.078 0.067 
 (-0.276) (-0.273) (-0.692) (-0.374) (0.416) (0.353) 
   On farm 0.108 0.028 -0.375** -0.480*** 0.342*** 0.270*** 
 (1.399) (0.329) (-2.479) (-2.933) (3.719) (2.738) 
Fathers’ characteristics 
   Age 0.187*** 0.146*** 0.139 0.055 0.211*** 0.171*** 
 (3.946) (2.884) (0.953) (0.352) (4.294) (3.236) 
   Age squares -0.002*** -0.002*** -0.002 -0.001 -0.002*** -0.002*** 
 (-3.783) (-2.802) (-0.895) (-0.345) (-4.101) (-3.121) 
   Hourly wage -0.047*** -0.047*** -0.037*** -0.040*** -0.050*** -0.050*** 
 (-8.597) (-8.558) (-4.178) (-4.307) (-6.568) (-6.552) 
   Primary school -2.111*** -2.065*** -2.734*** -2.641*** -2.043*** -2.001*** 
 (-13.214) (-12.687) (-5.764) (-5.398) (-12.274) (-11.788) 
   Middle school -2.168*** -2.106*** -2.792*** -2.644*** -2.094*** -2.041*** 
 (-13.454) (-12.768) (-5.937) (-5.417) (-12.406) (-11.823) 
   High school -2.471*** -2.411*** -2.765*** -2.622*** -2.523*** -2.468*** 
 (-15.189) (-14.486) (-5.843) (-5.339) (-14.788) (-14.132) 
   College and higher -1.794*** -1.775*** -2.852*** -2.718*** -1.501*** -1.498*** 
 (-10.453) (-10.201) (-5.883) (-5.414) (-8.220) (-8.096) 
   On farm -1.055*** -1.080*** -0.836*** -0.861*** -1.114*** -1.136*** 
 (-16.434) (-16.427) (-5.489) (-5.486) (-15.760) (-15.717) 
Households’ characteristics 
   Non-labor H income 0.091*** 0.084*** 0.114*** 0.094*** 0.067*** 0.065*** 
 (5.918) (5.322) (4.736) (3.513) (3.202) (3.031) 
   Grandparents 0.416 0.550* 1.912** 2.092** 0.007 0.137 
 (1.354) (1.745) (2.418) (2.560) (0.022) (0.406) 
   Grandparents’ age 0.014 -0.010 -0.034 -0.071* 0.029** 0.006 
 (1.049) (-0.623) (-0.965) (-1.774) (2.100) (0.370) 
    Gra. Age squares 0.000 0.000 0.000 0.001 0.000 0.000 
 (-0.688) (0.792) (0.878) (1.620) (-1.619) (-0.114) 
   Urban 0.451*** 0.521***     
 (6.237) (6.676)     
Local labor market situation 
  Annual new jobs 0.002** 0.002** 0.002** 0.003** 0.001 0.002 
 (2.116) (2.440) (1.965) (2.113) (0.839) (1.273) 
       
Observations 3754 3754 756 756 2998 2998 
Numbers in parentheses are t-values. Significant levels of 0.1 are denoted by *; 0.05 by **; and 0.01 by ***. 
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The OLS and IV estimates of fertility shown in Table 3.5 suggested that there was a 

positive bias in the OLS estimate of fertility on female labor supply. This positive bias was 

caused by omission of relevant variables or unobserved variables in the sample.  To provide 

an appropriate explanation of the bias, I dug in the literature, data sample, and Vietnam 

context and found that the extended family system in Vietnam was one of the possible reasons 

that created the bias in estimated results. The extended family system was one of the reasons 

that normally increased the demand for children. This system reduced household’s costs of 

rearing children because women could receive assistance from other family members such as 

grandparents, other children, and their relatives. Therefore, women are likely to have more 

children or higher fertility. On the other hand, the extended family also helped to reduce the 

housewife’s work since women could receive help from other family members like 

grandparents, other children, and relatives, so women are more likely to supply more time in 

the labor market (Ketkar, 1979). The extended family system, thus, increases the female labor 

supply. Therefore, the extended family system in Vietnam is one of the reasons creating the 

positive bias of OLS estimates on female labor supply. 

According to Table 3.6 on the preceding page, OLS and IV estimates imply a negative 

bias in the OLS estimate of fertility on male labor supply. This bias occurs because fertility 

picks up a negative bias of unobserved variables on male labor supply, for example an 

unobserved variable of extended family system in Vietnam. This family system and its 

interactions played an important role in supplying labor of its members (Groot and Van den 

Brink, 1992). Using theoretical models and empirical analysis, Lacroix et al. (1997) found 

that the extended family had a statistically significant and negative effect on paternal labor 

supply and had no significant effects on labor supply of maternal and other household 

members. In the context of Vietnam, a survey of the General Statistical Office of Vietnam 
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(2000) reported that a man living in the extended family worked 0.4 hours per day less than 

but 11.8 days per year more than a man living in a nuclear family did. A possible reason was 

that living in the extended family, men can pool their labor in forms such as rotating 

arrangements and labor gangs. Labor polling allows workers, especially farmers, to seek 

assistance from their extended family members, and so they can reduce their labor supply 

measured by work hours per day. In this sense, the extended family system can be a possible 

reason to create a negative bias in OLS estimates of fertility on male work hours per day. 

Table 3.5 on page 75 showed that the IV coefficient of fertility was -0.353 and its t-

value of -3.288. This means that an additional child caused a decline in the number hours 

worked by a woman by 0.35 hours per day. Meanwhile, Table 3.6 on page 76 showed that an 

additional child increased male labor supply by 0.317 hours per day. The effects of fertility on 

parental labor supply, however, differed from rural to urban areas. Rural women decreased 

their work hours per day by 0.4 hours, but urban women were not significantly affected. 

Urban men worked 0.47 hours more per day in response to an increase in family size, while 

rural men increased their labor supply by 0.30 hours per day5. The estimated results affirmed 

the specialization-effect argument of Becker (1985) that women are likely to work less and 

focus on providing child service, while men are likely to focus on labor market activities to 

respond to an increase in family size. 

Educated parents worked less than non-educated parents did, but the results did not confirm 

that higher educated parents work less. Another consistent result is that the characteristics of 

the spouses had insignificant effects on their partners’ labor supply. For example, the 

                                                 
5 I also estimated the effects of fertility on the parental labor supply for families having at least two children. The 
IV results confirmed that there was a negative effect of fertility on female labor supply and a positive effect of 
fertility on male labor supply in Vietnam. The effect of fertility on parental labor supply, however, was much 
larger than the effect in the household with at least one child. The addition of a child decreased female labor 
supply by 1 hour per day and increased male labor supply by 0.89 hours per day. 
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mother’s hourly wage, age, age-squared, and education level did not significantly affect 

paternal labor supply, while father’s characteristics did not have significant effects on 

maternal work hours per day as well. Tables 3.5 and 3.6 also suggested that grandparents did 

not significantly help to increase parental labor supply, but they helped to increase work hours 

of urban men at the 10% level6. The location of the households had significant effects on 

parental labor supply, and on the average, urban parents tended to work longer hours than 

rural parents did7. Meanwhile, the parental labor supply responded differently to local labor 

market situations. If the number of new jobs created annually was higher, men tended to work 

longer (extra hours or multiple jobs), but women did not change their work hours. 

 An interesting result is a positive relationship between household non-labor income 

and parental labor supply. According to the regression results, parental labor supplies increase 

by 0.08 hours per day for men and 0.05 hours per day for women when non-labor household 

income increases by one million of Vietnamese Dong. To give an appropriate reason, I 

examined the literature and found the response of parental labor supplies strictly depends on 

how the household uses up household non-labor income. If the household uses this amount of 

income primarily for consumption, the parental labor supply reduces (Dinerman, 1982 and 

Airola, 2008). On the other hand, if the household uses its non-labor household income 

mostly for investment or for promoting household farms or small household firms, the 

parental labor supplies increase including self-employment (Woodruff and Zenteno, 2001 and 

Funkhouser, 1992). In the Vietnam context, most parents are characterized by low-income, 

                                                 
6 We found that sampled grandparents had the average age of 71.4 years (presented in Table 3.2). At this age, it 
is hard for them to provide assistance and they even need to be provided with grandparent care. 
7 These results are true for a general case. In the crop seasons, however, the rural people may have longer 
working days than urban people may do. 
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but not hungry8, working on-farm, or running small household businesses. Those parents are 

not likely to use non-labor income up for consumption, but they use it for investment to 

promote their household businesses or expanding/cultivating their farms. The non-labor 

household income plays an important role in encouraging non-farm household businesses in 

Vietnam (Tran et al. 2004) and eventually promoting parental labor supplies. 

One striking finding in this study is that there was a negative effect of wage on the 

labor supply. According to Table 3.5, female hourly wages negatively and significantly 

affected the female labor supply in all samples: the whole, urban, and rural samples. The 

estimated coefficients of female hourly wage were negative for both the OLS and IV 

approaches. The similar results were found for the male hourly wage and labor supply 

presented in Table 3.6. This negative relationship between wage and labor supply for the 

Vietnamese is consistent with the findings of many studies for advanced countries and most 

of the developing countries (Sharif, 2003). Vietnam is a poor country with annual GDP per 

capita of 587.4 USD in 2006, almost all of the people are the working poor, and 73% of the 

population lives in rural areas and does farm work. Most Vietnamese worked unusually long 

hours in physically demanding jobs9, but they still had difficulties meeting basic needs. Based 

on these facts, this study strongly suggested that the explanations of negative relationship 

between wage and labor supply come from economic suffering rather than a perverse 

mentality of the working poor in Vietnam. 

This study has found a negative effect of fertility on maternal labor supply and a 

positive effect of fertility on paternal work hours per day. These results imply that having one 

                                                 
8 Low-income parents do not mean they are hungry. According to the General Statistic Office (2007), the 
percentage of hungry in 2004 was 3.7%, while the poor were 18.4%. 
9 According to the sample data, 12.2% of working mothers and 16.3% of working sampled fathers worked more 
than 8 hours a day. Women received an average hourly wage of 2.14 thousand Vietnamese Dong (VND) 
(approximately 15 U.S. cents), while men received 2.98 thousand VND (about 20 U.S. cents) per hour. 
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more child in households creates a specialization effect. In other words, women are likely to 

work less and focus on home production by supplying child service, while men tend to 

concentrate on labor market activities and work more when a new child is born.  

5. Conclusions 

This essay estimated the effects of fertility on the parental labor force participation and labor 

supply in Vietnam. It used the gender of the first child and the same gender of the first two 

children in households as two instrumental variables in IV-probit and IV models. The 

empirical results shed light on how fertility affects the parental labor force participation and 

labor supply.  

The results from the IV-Probit and IV models showed that Vietnamese couples 

responded differently when there was a new birth. Although the Probit and OLS techniques 

underestimated effects of fertility on the parental labor force participation and labor supply, 

fertility had negative effects on the female labor force participation and labor supply and 

positive effects on the paternal labor force participation and labor supply. A new child 

decreased the probability of mothers participating in the labor force by 26.4% and reduced 

maternal work hours per day by 0.35 hours. The estimated results also showed that the effects 

were more pronounced for rural and less well educated women. An equally important finding 

is that fertility had positive effects on the paternal labor force participation and labor supply. 

The positive effects can be found in the whole sample and the two sub-samples: urban and 

rural areas. Our results showed that the probability that Vietnamese men participate in the 

labor force increased by 21.6% and by 0.32 hours per day in response to an increase in family 

size. These effects appeared to be more pronounced for less well educated and urban parents.  
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The specialization effect of having a new child existed among Vietnamese couples. This 

result implies that Vietnamese men are more likely to concentrate on labor market activities 

rather than household production because their productivity in household production is 

relatively low compared to their productivity in local labor markets. Meanwhile, women are 

more likely to focus on home production, in which they have higher productivity than what 

they may obtain from the labor market. This finding also provides some evidence supporting 

the negative effects of fertility on female labor force participation and the labor supply and the 

positive effects of fertility on paternal labor force participation and the labor supply in the 

developing countries like Vietnam. 
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Appendix 

Appendix 1: Fertility and maternal labor force participation 

 Pool Urban Rural 
 Probit IV Probit Probit IV Probit Probit IV Probit 
Fertility -0.118*** -0.803*** 0.119 0.206 -0.151*** -0.885*** 
 (-3.917) (-22.441) (1.360) (0.788) (-4.373) (-40.860) 
Mothers’ characteristics 
   Age -0.059 0.073 -0.117 -0.130 -0.059 0.090* 
 (-0.850) (1.442) (-0.801) (-0.867) (-0.671) (1.823) 
   Age squares 0.001 -0.001* 0.001 0.001 0.001 -0.001* 
 (0.596) (-1.691) (0.510) (0.589) (0.578) (-1.845) 
   Household head 0.171 -0.087 -0.053 -0.037 0.277 -0.111 
 (1.373) (-0.946) (-0.311) (-0.210) (1.357) (-0.929) 
   Primary school 1.353*** 0.615*** 0.557* 0.569* 1.588*** 0.437*** 
 (10.711) (4.832) (1.697) (1.728) (11.070) (3.504) 
   Middle school 1.465*** 0.805*** 1.080*** 1.101*** 2.245*** 0.585*** 
 (13.207) (5.557) (3.222) (3.249) (12.942) (4.040) 
   High school 1.531*** 0.808*** 1.273*** 1.292*** 1.648*** 0.589*** 
 (11.583) (6.082) (3.805) (3.832) (10.802) (4.544) 
   College and higher 1.565*** 0.912*** 2.862*** 2.864*** 1.425*** 0.603*** 
 (10.205) (6.535) (5.152) (5.174) (8.650) (4.541) 
   On farm 0.306*** 0.398*** 0.402*** 0.378** 0.423*** 0.399*** 
 (3.659) (6.285) (2.768) (2.320) (3.856) (5.716) 
Fathers’ characteristics 
   Age -0.243*** -0.027 0.159 0.143 -0.386*** -0.022 
 (-3.201) (-0.480) (1.056) (0.916) (-3.962) (-0.393) 
   Age squares -0.005 -0.004 -0.012* -0.012* 0.008 0.003 
 (-0.834) (-0.983) (-1.781) (-1.814) (0.584) (0.365) 
   Hourly wages 0.003*** 0.000 -0.002 -0.001 0.005*** 0.000 
 (3.216) (0.676) (-0.865) (-0.752) (3.818) (0.470) 
   Primary school 0.277* 0.097 1.035*** 1.047*** 0.095 -0.035 
 (1.802) (0.780) (2.951) (2.981) (0.529) (-0.282) 
   Middle school 0.610*** 0.251* 1.093*** 1.113*** 0.471** 0.066 
 (3.742) (1.895) (3.130) (3.163) (2.409) (0.505) 
   High school 0.385** 0.134 0.897** 0.918*** 0.222 -0.010 
 (2.392) (1.038) (2.545) (2.581) (1.158) (-0.078) 
   College and higher 0.009 -0.023 0.532 0.554 -0.211 -0.077 
 (0.053) (-0.172) (1.423) (1.467) (-1.066) (-0.561) 
   On farm -0.289*** -0.096 -0.120 -0.120 -0.263** -0.004 
 (-3.483) (-1.521) (-0.756) (-0.760) (-2.347) (-0.069) 
Households’ characteristics 
   Non-labor H income -0.066*** -0.020 -0.042** -0.045** -0.142*** -0.049*** 
 (-4.538) (-1.609) (-2.101) (-2.027) (-5.281) (-2.737) 
   Grandparents 9.939** 5.279* 1.918 1.949 10.996** 3.647* 
 (2.254) (1.884) (0.519) (0.529) (2.331) (1.775) 
   Grandparents’ age -0.444*** -0.198** -0.256** -0.262** -0.485*** -0.118* 
 (-3.579) (-2.422) (-2.307) (-2.350) (-3.610) (-1.921) 
    Grandparent Age squares 0.003*** 0.001** 0.002*** 0.002*** 0.004*** 0.001* 
 (4.026) (2.520) (2.671) (2.717) (3.990) (1.813) 
   Urban -0.077 -0.301***     
 (-0.869) (-4.571)     
Local labor market situation 
  Annual new jobs -0.001 -0.001** -0.003** -0.003** 0.003 -0.001 
 (-1.272) (-2.041) (-2.396) (-2.398) (1.137) (-0.964) 
       
Observations 3935 3935 832 832 3103 3103 
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Appendix 2: Fertility and paternal labor force participation 

 Pool Urban Rural 
 Probit IV Probit Probit IV Probit Probit IV Probit 
Fertility 0.271*** 0.908*** 0.188 1.091*** 0.281*** 0.847*** 
 (4.128) (24.732) (1.557) (20.253) (3.377) (12.743) 
Mothers’ characteristics 
   Age 0.383*** 0.059 0.546*** 0.051 0.356*** 0.107 
 (5.984) (1.195) (3.173) (0.481) (5.048) (1.576) 
   Age squares -0.005*** -0.001 -0.007*** 0.000 -0.004*** -0.001 
 (-5.511) (-0.827) (-3.003) (-0.258) (-4.516) (-1.238) 
   Hourly wage 0.032* 0.019** 0.040 0.010 0.020 0.022 
 (1.848) (2.012) (1.479) (0.860) (0.886) (1.425) 
   Household head -0.886*** -0.242** -1.130*** -0.234* -0.739*** -0.260 
 (-7.062) (-2.416) (-6.121) (-1.808) (-3.741) (-1.559) 
   Primary school 0.027 0.203 0.827 0.840** -0.364 -0.132 
 (0.088) (1.137) (1.528) (2.559) (-0.910) (-0.481) 
   Middle school -0.476 0.056 -0.043 0.582* -0.670* -0.216 
 (-1.568) (0.307) (-0.082) (1.815) (-1.669) (-0.762) 
   High school 0.051 0.139 0.919* 1.032*** -0.466 -0.300 
 (0.165) (0.778) (1.706) (3.173) (-1.164) (-1.096) 
   College and higher 0.284 0.122 0.948* 0.870** -0.091 -0.166 
 (0.873) (0.645) (1.649) (2.532) (-0.216) (-0.587) 
   On farm 0.910*** 0.220** 1.192*** 0.253* 0.781*** 0.293** 
 (7.549) (2.337) (5.530) (1.836) (5.112) (2.068) 
Fathers’ characteristics 
   Age 0.460*** 0.113** 0.773*** 0.171 0.375*** 0.121* 
 (7.681) (2.285) (4.516) (1.562) (5.721) (1.799) 
   Age squares -0.006*** -0.002*** -0.009*** -0.002* -0.005*** -0.002** 
 (-8.086) (-2.601) (-4.521) (-1.730) (-6.266) (-2.115) 
   Primary school 0.677*** 0.526*** -0.427 0.183 0.908*** 0.742*** 
 (3.126) (3.715) (-0.721) (0.551) (3.673) (3.925) 
   Middle school 0.591** 0.553*** -0.353 0.321 0.603** 0.583*** 
 (2.317) (3.507) (-0.593) (0.971) (2.527) (3.320) 
   High school 0.749*** 0.593*** -0.110 0.432 0.881*** 0.728*** 
 (3.399) (4.118) (-0.180) (1.291) (3.524) (3.852) 
   College and higher 1.461*** 0.873*** 0.945 0.948*** 1.308*** 0.868*** 
 (5.559) (4.885) (1.422) (2.645) (4.239) (3.524) 
   On farm 0.382*** 0.111 0.477** 0.183 0.349*** 0.150 
 (3.501) (1.605) (2.354) (1.597) (2.585) (1.492) 
Households’ characteristics 
   Non-labor H income 0.153*** 0.063** 0.124* 0.004 0.217** 0.133** 
 (2.942) (2.088) (1.746) (0.118) (2.453) (2.182) 
   Grandparents -0.547 0.237 0.675 0.886 -0.502 0.147 
 (-0.404) (0.336) (0.222) (0.777) (-0.350) (0.165) 
   Grandparents’ age 0.075* -0.041* -0.013 -0.087* 0.072 -0.026 
 (1.710) (-1.723) (-0.109) (-1.854) (1.546) (-0.815) 
    Grandparent age squares -0.001** 0.000 0.000 0.001* -0.001** 0.000 
 (-2.207) (1.523) (0.199) (1.660) (-2.029) (0.540) 
   Urban -0.927*** -0.252***     
 (-8.177) (-2.780)     
Local labor market situation 
  Annual new jobs -0.004*** -0.001 -0.004** -0.001 -0.005** -0.001 
 (-3.628) (-1.205) (-2.462) (-1.095) (-2.571) (-0.563) 
       
Observations 3800 3800 771 771 3029 3029 

Numbers in parenthesis are t-values. Significant levels of 0.1 are denoted by *; 0.05 by **; and 0.01 by ***. 
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Appendix 3: Permission from Sage Publication Inc. to use the Table 1 in Baltagi and Li (2001) 

 

 
 

Appendix 4: Permission from Elsevier Jai. to use the Table 1 in Baltagi and Li (2004a) 
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Appendix 5: A part of permission from Elsevier Jai. to use the paper of Le and Li (2008) 
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