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## Chapter 1

## Introduction

In this dissertation, we look at two applications where precise location information is needed. In the first one, we study the problem of improving satellite location estimates obtained by the navigation systems by using images captured by the satellites. In the second application we propose an algorithm that derives position information from video and feeds that knowledge into the auto-pilot system of an unmanned aerial vehicle (UAV). This work in no way pretends to be a guide to all methods used in the field. Rather, it focuses on these two specific problems and offers strategies to enhance their solutions.

The creation and public availability of a Global Positioning System (GPS) irreversibly changed the way we think about traveling. This localization technology has transformed the way transportation industry operates and the introduction of affordable personal GPS receivers has opened a door for service providers to deliver location dependent content to the user. GPS derived location information makes the work of airplane pilots, ship captains or car drivers easier. Additionally, many autonomous systems require it to operate properly. However, sometimes the GPS location service may not provide the accuracy needed while at other times, it may be unavailable, e.g., indoors or in a battle field where GPS signal is jammed. Moreover, GPS provides only position estimates, while in some applications, like autonomous UAV navigation, it is also required to provide orientation information. Since knowing a precise location is desirable in many applications, researchers have developed various methods for obtaining this information based on non-GPS sensors.


Figure 1.1: Example of a Digital Terrain Model (DEM) reconstructed from a stereo pair of images by using Ames Stereo Pipeline, originally appeared in [1]

In the next section, we provide a background to localization and give an overview of some of applications that benefit from location information. Next, we present a literature review of solutions related to the two problems of interest. We then describe the key contributions of this work, and conclude with the dissertation overview.

### 1.1 Background

This work is concerned with localization and mapping based on a visual input (camera images). By localization, we mean estimation of an object pose (position and orientation) with respect to the environment, while by mapping, we mean a process of collecting information about the environment. More formally, localization is an estimation of an object pose given a set of landmarks with known positions that are observable by the object. Mapping is a process of building a set of landmarks - a map - and estimating their position given the pose of the object that observes these landmarks. Those two processes are coupled together. To solve for the object pose, an a-priori knowledge of the map is required. To solve for the map, an a-priori knowledge of the object pose is needed. The solution to this, which


Figure 1.2: Comparison of a normal map (left) to a shaded terrain relief (right).
seems to be a "chicken and an egg" problem, can be obtained when the problems are solved together. The combined problem is called simultaneous localization and mapping (SLAM) in the literature.

The name SLAM appeared for the first time in the 1990s in the robotics community. Ability to place a robot in an unknown environment and use it to incrementally build the map of the environment while localizing itself within this map was considered the "holy grail" [3, 4]. Solving the SLAM problem provided one of the enabling technologies needed for a fully autonomous system. Military applications of such systems are a primary target. Additionally, many robotic systems have been proposed to help with search and rescue missions or emergency response [5-8]. Solution of the vision based SLAM has also been applied outside of the robotics domain. Augmented reality solutions use SLAM to track camera position and place virtual objects into the map. Proposed applications include personal touring systems for museums and exhibitions or interactive tutorials on using equipment $[9,10]$.

Some applications require the location solution to be available in real time (e.g., for robot or UAV navigation) while others may need to obtain the solution as a post processing
step of the data collection (e.g., in structure from motion). The first part of this dissertation looks at the properties of an off-line processing of satellite imagery to improve the ephemeris data (measurements provided by a navigation system of the satellite). The second part uses the SLAM algorithm to process video input in real time and provide navigation data for a UAV.

Satellite and aerial imagery has been used to provide a variety of products, including digital elevation models (DEMs) (cf. Fig. 1.1), orthorectified images, or shaded reliefs (cf. Fig. 1.2). In order to create the last two products, a DEM needs to be available. DEM can be reconstructed by using a stereo-pair of images. First mapping between pixels in both images needs to be established and then a terrain model can be reconstructed based on this mapping and set of camera poses by using triangulation. Camera pose measurements are provided by an onboard navigation system and usually contain a significant error. At the same time geometric information contained within the captured images is of much higher quality and can be used to improve camera pose estimates. A process of improving these pose estimates by using features identified in both images is called bundle adjustment (BA) [11-13]. BA is a minimization problem that, given a set of points identified in multiple images, tries to simultaneously estimate those points' 3D locations and camera poses used to obtain the images. Application of BA to imagery coming from an extraterrestrial mission like Mars Reconnaissance Orbiter [14, 15] or Lunar Reconnaissance Orbiter [16, 17] is of primary interest in the first part of this work.

In the minimization formulated by BA, camera poses and 3D locations of tie points are independent variables. In most cases, if the process is given enough number of matched pixels, the minimization in BA has a single global minimum, that the process converges to. However, as shown later in this work, under some conditions, the minimization can have infinite number of global minimums that correspond to significantly different estimates of the independent variables. In other words, there may exist degree(s) of freedom (DOF) that prevents the BA from improving estimates of some of the independent variables, e.g., the
camera poses.

### 1.2 Related Work and Motivation

### 1.2.1 Bundle Adjustment

The concept of BA was first introduced within the photogrammetry field $[18,19]$ and it has been documented by many textbooks [11, 20-22]. More recently, close-range photogrammetry gained popularity within the computer vision community [12, 13]. Lourakis and Argyros released an open-source implementation of a sparse BA to the community[23]. In [24], they compare different minimization techniques suited for BA.

Li et al. describe a mathematical model for a pushbroom camera and performed accuracy analysis using simulated images [25]. The works of Poli [26, 27], study pushbroom camera image acquisition models with an emphasis on different representations of the path. In [28], Shan et al. analyze the photogrammetric mapping properties and capabilities of the Mars Global Surveyor. Stereo images from the Mars Orbiter Camera are used to generate DEMs which are registered to Mars Orbiter Laser Altimeter data. Spiegel et al. also use MOLA to register DEMs constructed with images from the High Resolution Stereo Camera [29]. The authors in [30] present an approach for processing HiRISE images where BA was used as a step before DEM extraction. Hwangbo et al. extend this approach by incorporating the Mars Orbiter Laser Altimeter into BA [31].

### 1.2.2 Simultaneous Localization and Mapping

Detailed introduction to SLAM history, formulation and existing algorithms is provided by Durrant-Whyte and Bailey [3, 4]. Their papers describe standard probabilistic approach to SLAM and mentions two dominant frameworks for solving it: the Extended Kalman Filter and the Rao-Blackwellized filter. Bryson and Sukkarieh presents a path planning algorithm for a UAV that employs a SLAM algorithm for localization [32]. Their path planner considers the requirements of SLAM algorithms, namely visibility of features in the
images being tracked and the trade-off between exploration of the scene and accuracy of the localization. In [33], Sazdovski and Silson describe a system where IMU measurements are combined with video-based feature measurement in the SLAM algorithm. However, only simulation experiments are presented by the authors, in [33].

The work of Kim and Sukkarieh [34], demonstrates a system where a UAV is used to capture video and IMU data that are processed off-line using a Kalman based SLAM algorithm. Artieda et al. use a UAV to capture video data that is processed off line with a Kalman based SLAM algorithm [35]. SLAM position solutions are compared to GPS measurements. Another paper by Caballero et al. describes use of the Extended Kalman filter-based SLAM to compute the localization and mapping of a UAV [36]. Data are recorded and processed off-line. The sFly group uses a SLAM algorithm to perform a realtime UAV navigation [37-39]. Their approach utilizes an off-board processing and wired connection. However, it proves the validity of an idea of controlling a quad based on video navigation. In [40], Bachrach et al. present solution for autonomous UAV flights in indoor environments. However, their solution is based on a LIDAR scanner and not on a visionbased algorithm. Mellinger et al. present a control system where aggressive maneuvers of UAVs are possible [41]. The control system relies on a VICON motion capture system which uses multiple external cameras to determine the position of the UAV.

Work presented by Klein and Murray gives a novel approach to SLAM wherein bundle adjustment is used instead of filters [42]. The algorithm accuracy and robustness of their design are superior relative to any known real-time SLAM algorithm based on filtering. A key paper by Strasdat et al. compares performance of SLAM algorithms based on filtering and the SLAM algorithm based on bundle adjustment. Conclusions of the paper clearly state that the number of features that the algorithm is able to use has far more influence on accuracy than the number of measurements provided for a single feature, therefore, favoring bundle adjustment [43]. Recently some authors showed that by using PTAM results and performing optical flow computation on graphical processing units (GPUs), it is possible
to perform dense scene reconstruction in a real time [44-46]. SLAM algorithms are also applied to non robotic problems. In [47], Mountney et al. use SLAM algorithm to develop a system aiding surgeons during minimally invasive surgery.

### 1.2.3 Motivation

HiRISE and LROC cameras have been providing images of Mars and the Moon with unprecedented quality. Some of those images are stereo-pairs which can be used in DEM generation. This provides an opportunity for scientists to study the surface, geological processes, and climate changes on Mars and the Moon. However, current stereo processing capabilities are very limited, mostly due to the manual labor that is required to process a stereo-pair. Extending these capabilities, especially towards an automated system, is a motivation for the research presented within this dissertation.

The second part of the effort stems from the rapid evolution of the SLAM algorithms. Improved accuracy, robustness, and real-time processing enables the use of this technology to provide a navigation solution for UAVs. Autonomous UAVs can be used in emergency response or in search and rescue missions. In these type of missions, there are often health risks associated with a human presence on-site which can be minimized by using robots. Additionally, these missions usually have to operate in a GPS-denied environments, motivating the need for a different positioning and navigation strategy. Vision based navigation solution provides an affordable option to address this need. Furthermore, our engagement in OpenPilot, an open-source and open-hardware project developing an autopilot system for UAVs, makes us believe that our SLAM solution can be applied by many users worldwide and have a significant impact.

### 1.3 Contributions

The major contributions of this work are presented below. With regards of the first problem of interest, namely in improving satellite location estimates obtained via the inertial
navigation systems by using images captured by the satellites:

- We propose a mathematical method for finding DOF in BA minimization.
- The proposed method is applied to analyze common satellite geometries used to capture the imagery. We demonstrate that for two geometries DOF exist and the BA does not have a unique solution. This implies that BA pose estimates may be extremely inaccurate without BA providing any indication about the magnitude of the error.
- We expose deleterious effects of DOF on scene reconstruction using real data from the Mars Reconnaissance Orbiter [14, 15]. This result postulates cautiousness when inferring conclusions based on terrain reconstructions obtained with pushbroom imagery.
- We show that, for aerial imagery, a significant improvement can be achieved by carefully considering scene geometries.

Detailed analysis are presented in Chapter 3 and are also presented in our papers [48-50].
Contributions with regards to the second problem of interest i.e., on providing an algorithm for vision only based UAV navigation:

- A state of the art SLAM algorithm is developed, tested and validated by modifying BA based SLAM algorithm.
- We demonstrate using experiments with a hardware prototype, that airframe navigation is possible by means of a vision-only based algorithm.
- Up to our knowledge, it is the first demonstration of a monocular SLAM algorithm successfully controlling a UAV while simultaneously building the map.
- Our results and SLAM solution is a significant addition to "OpenPilot" [51], an opensource project that is available to research and development community.

Our approach is described in Chapter 4 and also in [52]

### 1.4 Organization of the dissertation

This dissertation is structured into 5 chapters. Chapter 2 presents fundamental methods and algorithms in the minimization, feature detection and matching needed as a background for further chapters. BA formulation is also given in Chapter 2. Chapter 3 presents the derivation of the method for detecting DOF, followed by detailed analysis. Chapter 4 describes development and extensions of the video-based tracking algorithm for UAV navigation and also presents results of UAV under control of the developed algorithm. Finally, Chapter 5 summarizes this dissertation and possible future extensions of this work.

## Chapter 2

## Localization and Mapping Fundamentals

This chapter provides a background for the work presented in the chapters following it. Algorithms described here play an important role in the solutions presented later. First feature detectors and descriptors are presented. Next a set of basic methods for non-linear minimization is described. Following is a description of a minimization process called bundle adjustment (BA). BA is commonly used to improve camera pose estimates when dealing with scene reconstruction from images.

### 2.1 Feature Detection and Matching

This work uses methods for automated detection of distinguishable features in an image. If such features are found on two or more images they can be matched to create an image correspondence. Such correspondence can be used to e.g. stitch images together, detect similar objects or seed an algorithm to find dense image correspondence, i.e., a correspondence where each pixel in one image has an assigned location in the other image. Additionally if camera poses are known matched features can be triangulated to create a three dimensional map of the scene visible in the images. Such features are commonly used in real-time tracking of the camera motions.

The detection and matching process is better described when it is split into three parts:

- Feature detection
- Feature description
- Matching

Feature detection and feature description operate on single images. Matching operates on feature descriptors for two or more images generated in the previous step.

Feature detection locates pixels in the image that are distinguishable, usually corresponding to corners or transitions between objects in the underlying scene. Usually such interesting pixels have very different intensity than most of the pixels around it. Therefore methods for feature detection employ some kind of high pass filtering of the image. It is also very common to use non-maximal suppression on the found pixels to return only the strongest features and prevent detecting the same feature multiple times.

Feature description generates a universal description for detected features. Description should be as independent as possible from rotation or lighting conditions under which a feature was seen in the image to allow feature identification across different views. Using image gradients or wavelet responses computed for small a grid in the neighborhood of the feature is a popular choice here. Responses for each element of the grid are oriented with respect to the dominant response (for rotation invariance) and stored as a descriptor of a feature.

Feature matching finds pairs of descriptors generated from two images that are very close to each other, i.e., they describe the same feature. Correlation is used to compare descriptors and use of KD-Trees enables efficient search for the nearest neighbor.

Early work on feature detectors can be attributed back to Moravec's work on stereo matching using corner detectors [53]. Moravec's method uses differences of image intensities computed along four directions to detect variance in image intensity and mark corners. Moravec's algorithm was improved my Harris and Stephens by using gradients computed in all directions to allow detection of arbitrarily rotated corners [54]. This modified algorithm,
so called Harris corner detector, allowed for rotation invariant detection and gained a wide popularity within the image processing community. A similar approach was proposed by Shi and Thomasi [55]. However, these algorithms are not scale invariant and, therefore, do not allow matching of features seen at different scales.

The groundbreaking research for the creation of scale invariant descriptors was conducted by Lindeberg by describing scale-space theory [56-58]. He proposed a solution to the problem of identifying an appropriate and consistent scale for feature detection based on using a response of a Laplacian of Gaussian (LoG) of the image to detect features. Where the LoG changes sign is a strong indication of an edge. The edges must be searched further to find corners.

The development of the first highly accurate and repeatable feature detector accompanied by the scale and rotation invariant feature descriptor called SIFT is due to Lowe [59]. It uses a Difference of Guassians (DoG) to approximate the LoG. Shortly after, an algorithm called SURF by Bay et al. used integral images to speed the calculation of the Hessian (second derivative) at each pixel to detect corners directly rather than searching for edges [60].

This group of algorithms can be characterized as corner response based detectors. All of the mentioned algorithms compute the image response for variously defined corner-detecting functions. When the function value for a pixel is above a threshold and it is a local maximum the pixel is identified as a feature. A different approach is used by the next two algorithms.

The SUSAN detector was proposed by Smith and Brady [61]. SUSAN identifies corners and edges by analyzing the number of pixels in the area around interest point which have a similar intensity to the interest point. FAST algorithm proposed by Rosten and Drummond goes a step further [62]. It only investigates the pixel on the edge of a circle surrounding the interest point.

### 2.2 Non-linear minimization

In this section we present basic methods used to find a minimum of a non-linear function. Derivations of Newton, Gauss-Newton and gradient descent are presented first. Next Levenberg-Marquardt method is described. The development follows the ones presented in [13, 63]

The problem is stated as follows. We are given a function $C(\mathbf{K})$ that we want to minimize where $\mathbf{K}$ is a parameter vector that we can vary. Since $C(\mathbf{K})$ may not be linear we use iterative strategy to obtain a solution. We want to start with an estimate of a solution, $\mathbf{K}_{0}$, and at each step look for $\mathbf{K}_{i}=\mathbf{K}_{i-1}+\delta_{\mathbf{K}}$ for which $C\left(\mathbf{K}_{i}\right)<C\left(\mathbf{K}_{i-1}\right)$. Four approaches that compute step $\delta_{\mathbf{K}}$ are presented below.

## Newton method

We can use a truncated Taylor series to expand $C(\mathbf{K})$

$$
\begin{equation*}
C\left(\mathbf{K}+\delta_{\mathbf{K}}\right) \approx C(\mathbf{K})+\mathbf{g} \delta_{\mathbf{K}}+\frac{1}{2} \delta_{\mathbf{K}}^{T} \mathbf{G} \delta_{\mathbf{K}} \tag{2.1}
\end{equation*}
$$

where $\mathbf{g}$ is the gradient, $\mathbf{G}$ is a Hessian and functions are evaluated at $\mathbf{K}$. Higher than second order terms were omitted in the above equation. Now to minimize $C(\mathbf{K})$ we take derivative of the right hand side of Eq. 2.1. Using the product rule it can be shown [63] that

$$
\begin{equation*}
\nabla\left(\mathbf{u}^{T} \mathbf{v}\right)=\left(\nabla \mathbf{u}^{T}\right) \mathbf{v}+\left(\nabla \mathbf{v}^{T}\right) \mathbf{u} \tag{2.2}
\end{equation*}
$$

Therefore we have

$$
\frac{1}{2}\left(\mathbf{G}+\mathbf{G}^{T}\right) \delta_{\mathbf{K}}+\mathbf{g}=\mathbf{G} \delta_{\mathbf{K}}+\mathbf{g}
$$

where the last equality follows from the symmetry of Hessian. Finally setting it to zero

$$
\begin{equation*}
\mathbf{G} \delta_{\mathbf{K}}=-\mathrm{g} \tag{2.3}
\end{equation*}
$$

The last equation can be solved for $\delta_{\mathbf{K}}$ using e.g. LDL decomposition. However, the main drawback of the method is the requirement of computing a Hessian which is time consuming. The following methods improve on that by constraining the form of $C(\mathbf{K})$ and using approximation schemes.

## Gauss-Newton method

From now on, lets assume that the $C(\mathbf{K})$ is in the form of sum of squared terms

$$
\begin{equation*}
C(\mathbf{K})=\mathbf{c}^{T} \mathbf{c} \tag{2.4}
\end{equation*}
$$

where $\mathbf{c}=\mathbf{c}(\mathbf{K})$. This is so-called non-linear least squares problem, for which an efficient approximation of the Newton step Eq. 2.3 can be computed. Under this form, using Eq. 2.2, the gradient $\mathbf{g}$ becomes

$$
\begin{equation*}
\mathbf{g}=2\left(\frac{\partial \mathbf{c}}{\partial \mathbf{K}}\right)^{T} \mathbf{c}=2 \mathbf{J}^{T} \mathbf{c} \tag{2.5}
\end{equation*}
$$

and Hessian $\mathbf{G}$ becomes

$$
\begin{align*}
\mathbf{G} & =2\left(\frac{\partial \mathbf{c}}{\partial \mathbf{K}}\right)^{T} \frac{\partial \mathbf{c}}{\partial \mathbf{K}}+2\left(\frac{\partial^{2} \mathbf{c}}{\partial \mathbf{K} \partial \mathbf{K}}\right)^{T} \mathbf{c} \\
& =2 \mathbf{J}^{T} \mathbf{J}+2 \sum_{i=1}^{m} \mathbf{c} \nabla^{2} \mathbf{c}  \tag{2.6}\\
& \approx 2 \mathbf{J}^{T} \mathbf{J} \tag{2.7}
\end{align*}
$$

The last approximation follows from the assumption that elements of $\mathbf{c}$ are small and the whole term can be neglected. Plugging those expressions back to Eq. 2.3 we obtain

$$
\begin{equation*}
\mathbf{J}^{T} \mathbf{J} \delta_{\mathbf{K}}=-\mathbf{J}^{T} \mathbf{c} \tag{2.8}
\end{equation*}
$$

This again can be solved for $\delta_{\mathbf{K}}$. However, this time there is no need to compute the Hessian which is approximated by the Jacobian.

## Gradient descent

For the sum of squares function the gradient is given by Eq. 2.5. Another method for finding $\delta_{\mathbf{K}}$ is to simply choose it to move in the negative direction of the gradient, i.e., in the direction of the steepest descent. The step is given as

$$
\begin{equation*}
\lambda \delta_{\mathbf{K}}=-\mathbf{J}^{T} \mathbf{c} \tag{2.9}
\end{equation*}
$$

where $\lambda$ is a scaling factor that determines the length of the step and can be determined for each iteration independently using line search or trust region.

## Levenberg - Marquardt method

This method combines Gauss-Newton with the gradient descent. The iteration step is given as

$$
\begin{equation*}
\left(\mathbf{J}^{T} \mathbf{J}+\lambda \mathbf{I}\right) \delta_{\mathbf{K}}=-\mathbf{J}^{T} \mathbf{c} \tag{2.10}
\end{equation*}
$$

The value of $\lambda$ varies for each iteration. If for an $i-t h$ iteration $C\left(\mathbf{K}_{i}\right)<C\left(\mathbf{K}_{i-1}\right)$ holds, then $\lambda$ is decreased by a factor (usually 10), otherwise the lambda is increased by a factor. After looking at Eq. 2.10 one can notice that when $\lambda$ is big, $\mathbf{J}^{T} \mathbf{J}+\lambda \mathbf{I}$ is dominated by the $\lambda \mathbf{I}$ part and the equation degrades to gradient descent (c.f. Eq. 2.9). On the other hand when $\lambda$ is small then $\mathbf{J}^{T} \mathbf{J}+\lambda \mathbf{I}$ is dominated by $\mathbf{J}^{T} \mathbf{J}$ and the equation becomes the Gauss-Newton step (c.f. Eq. 2.8). Therefore the method switches to gradient descent search when it has troubles finding a good step $\delta_{\mathbf{K}}$ using Gauss-Newton. On the other hand when updates $\delta_{\mathbf{K}}$ decrease the cost it uses Gauss-Newton to speed up the convergence.

If covariance matrix $\boldsymbol{\Sigma}$ is known for the measurement it can be incorporated into step equation as a weighting matrix

$$
\begin{equation*}
\left(\mathbf{J}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{J}+\lambda \mathbf{I}\right) \delta_{\mathbf{K}}=-\mathbf{J}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{c} \tag{2.11}
\end{equation*}
$$

### 2.3 Bundle Adjustment

This section provides a formulation of a bundle adjustment (BA) process. BA is commonly used with stereo imagery in terrestrial and exploration applications to refine the estimates of camera pose. The process is often used to improve products such as georeferenced imagery and digital elevation models (DEMs) produced through triangulation of corresponding pixels in stereo pairs. It is also employed in some of the new simultaneous localization and mapping (SLAM) algorithms (e.g. [42]) to maintain accuracy of the environment map. BA is a well known process formulated in the late 1950s by Brown and Schmid $[18,19]$ that has been extensively used in the photogrammetric community since then [11, 20]. More recently it has also been documented in several texts and extended papers due to its increasing popularity
within the computer vision community [12, 13].
The typical formulation of BA adjusts all scene parameters including the camera positions, $\mathbf{p}_{c}$, camera attitudes, $\boldsymbol{\phi}_{c}=[\omega \phi \kappa]^{T}$, and feature (tie points) locations in 3D, $\mathbf{p}_{f}$, to minimize a scalar cost function. The cost function is typically a sum of squared errors, however different formulations were also proposed. Individual error terms for tie points are measured in the camera's focal plane as the difference between measured location of the feature in the image, $\mathbf{p}_{m}$, and that predicted by the current state of the estimated parameters, $\mathbf{p}_{b}$. Prediction of a feature's image location is accomplished through back-projection of $\mathbf{p}_{f}$, into the camera's focal plane. Without lens distortion, the pinhole camera model describes how 3D points are imaged. With this model, the projection of $\mathbf{p}_{f}$ into the camera focal plane is given by

$$
\mathbf{p}_{b}=\left[\begin{array}{l}
u_{b}  \tag{2.12}\\
v_{b}
\end{array}\right]=-\frac{f}{d_{z}}\left[\begin{array}{l}
d_{x} \\
d_{y}
\end{array}\right]
$$

where $f$ is the camera focal length and

$$
\begin{equation*}
\mathbf{d}=\left[d_{x} d_{y} d_{z}\right]^{T}=\mathbf{R}_{c r}\left(\mathbf{p}_{f}-\mathbf{p}_{c}\right) \tag{2.13}
\end{equation*}
$$

and

$$
\mathbf{R}_{c r}=\left[\begin{array}{ccc}
c_{\phi} c_{\kappa} & c_{\omega} s_{\kappa}+s_{\omega} s_{\phi} c_{\kappa} & s_{\omega} s_{\kappa}-c_{\omega} s_{\phi} c_{\kappa}  \tag{2.14}\\
-c_{\phi} s_{\kappa} & c_{\omega} c_{\kappa}-s_{\omega} s_{\phi} s_{\kappa} & s_{\omega} c_{\kappa}+c_{\omega} s_{\phi} s_{\kappa} \\
s_{\phi} & -s_{\omega} c_{\phi} & c_{\omega} c_{\phi}
\end{array}\right] .
$$

Here $c_{*}=\cos (*)$ and $s_{*}=\sin (*)$. The back-projection error between an observed feature, $\mathbf{p}_{m}$, and its prediction, $\mathbf{p}_{b}$, is given by

$$
\mathbf{e}=\mathbf{p}_{m}-\mathbf{p}_{b}=\left[\begin{array}{l}
u_{m}  \tag{2.15}\\
v_{m}
\end{array}\right]-\left[\begin{array}{l}
u_{b} \\
v_{b}
\end{array}\right]=\left[\begin{array}{l}
\delta u \\
\delta v
\end{array}\right] .
$$

The scalar cost function measuring the scene consistency is the sum of squared back projection errors,

$$
\begin{equation*}
C=\mathbf{c}^{T} \mathbf{c} \tag{2.16}
\end{equation*}
$$

where, for $m$ images with $n$ tie points, the cost vector is

$$
\mathbf{c}=\left[\begin{array}{lll}
\mathbf{e}_{1}^{T} & \ldots & \mathbf{e}_{m}^{T} \tag{2.17}
\end{array}\right]^{T}
$$

where

$$
\mathbf{e}_{i}=\left[\begin{array}{lll}
\left.\mathbf{e}_{1, i}^{T} \ldots \mathbf{e}_{n, i}^{T}\right]^{T} \quad \text { for } \quad i=1 \ldots m . . . . . . . \tag{2.18}
\end{array}\right.
$$

Here, for simplicity, it is assumed that all $n$ tie points are observed in all $m$ cameras. For $n$ tie points and $m$ cameras, if we define the vector of parameters to be estimated as

$$
\begin{equation*}
\mathbf{k}=\left[\mathbf{p}_{f_{1}}^{T} \ldots \mathbf{p}_{f_{n}}^{T} \mathbf{p}_{c_{1}}^{T} \boldsymbol{\phi}_{c_{1}}^{T} \ldots \mathbf{p}_{c_{m}}^{T} \boldsymbol{\phi}_{c_{m}}^{T}\right]^{T} \tag{2.19}
\end{equation*}
$$

then plugging Eq. 2.12 into Eq. 2.15 and the result into Eq. 2.17 provides a scalar cost as a function of the scene parameters, $C=C(\mathbf{k})$.

Adding additional constraints such as GCPs to BA is achieved by adding elements to the cost vector that are the difference between a measured value and the value predicted using the parameter vector, similar to Eq. 2.15 as follows

$$
\begin{equation*}
\mathbf{c}=\left[\mathbf{e}_{1}^{T}, \ldots, \mathbf{e}_{m}^{T}, \mathbf{e}_{G C P}^{T}, \mathbf{e}_{E D}^{T}\right]^{T} \tag{2.20}
\end{equation*}
$$

where $\mathbf{e}_{G C P}$ are error vectors associated with GCPs.
Ground control points have different variance than back-projection errors, therefore a weighting matrix is defined using the inverse covariance to adjust for their relative significance. The weighting matrix, $\mathbf{W}$, is diagonal assuming no correlation between the errors in individual measurements. The scalar cost then becomes,

$$
\begin{equation*}
C=\mathbf{c}^{T} \mathbf{W} \mathbf{c} \tag{2.21}
\end{equation*}
$$

The cost function, presented in Eq. 2.21, is non-linear w.r.t. the vector of parameters $\mathbf{k}$. Therefore an iterative algorithm is used to find a $\mathbf{k}$ that minimizes the cost function. The standard approach for BA utilizes the Levenberg-Marquardt (LM) algorithm which is a hybrid between gradient descent and Newton methods. At each update step the incremental adjustment to $\mathbf{k}$ in the LM algorithm is computed using

$$
\delta_{\mathbf{k}}=-\left(\mathbf{J}^{T} \mathbf{W} \mathbf{J}+\lambda \mathbf{I}\right)^{-1} \mathbf{J}^{T} \mathbf{W} \mathbf{c}
$$

where

$$
\begin{equation*}
\mathbf{J}=\frac{\partial \mathbf{c}}{\partial \mathbf{K}} \tag{2.22}
\end{equation*}
$$

is the Jacobian matrix and $\lambda$ is the LM damping factor, which varies during minimization and tends to zero as a minimum is approached.

In summary, BA is an iterative algorithm that seeks to minimize the cost function $C(\mathbf{k})$ by varying elements of the parameter vector $\mathbf{k}$. Because the camera pose and 3D feature coordinates are elements of $\mathbf{k}, \mathrm{BA}$ can be conceptualized as simultaneous adjustment of camera positions and feature coordinates to minimize the difference between the measured feature coordinates in the images and those predicted by projecting the 3D coordinates into the focal planes of the cameras.

### 2.3.1 Different cost functions

In the presented formulation the used cost function is a least-squares estimator. Therefore no optimality can be claimed by this estimator. It is interesting to investigate different formulations of the cost function and possibly design a better one with respect to some measures. Poor [64] points to Maximum Likelihood (ML) estimator as first candidate because of its desired asymptotic properties and relatively easy derivation.

For the following derivations it is easier to look at the image features locations from a different perspective that the one given by Eq. 2.15. To simplify notation we drop the distinction for vertical and horizontal components of a vector $\mathbf{p}_{m}$ and we treat both components the same way. This is justified as we expect the noise to be equal in both directions. If we assume that no noise is present and there are no distortions an $i-t h$ point would be seen in the image at $\mathbf{p}_{b_{i}}=\left[u_{b_{j-1}}, u_{b_{j}}\right]^{T}$ where $j=2 i$. At the presence of the noise the $i-t h$ point would be observed at $\mathbf{p}_{m_{i}}=\left[u_{m_{j-1}}, u_{m_{j}}\right]^{T}$ In the following discussion we assume no lens distortion. The reason for that is that usually we know camera calibration data and using them we can correct optical distortions. Moreover distortions can be assumed constant (at least throughout image acquisition time) and would merely account for a shift
in $\mathbf{p}_{m}$. Therefore the main source of inaccuracy is noise.

## Maximum Likelihood estimator under the Gaussian noise

Given the model above, first lets assume that the noise is Gaussian distributed. Then a single point projection is Gaussian distributed as well with the mean $\mathbf{p}_{m_{i}}$ and the variance $\sigma^{2}$. Moreover all projections are jointly Gaussian distributed with the mean $\mathbf{p}_{0}=$ $\left[\mathbf{p}_{b_{1}}{ }^{T}, \ldots, \mathbf{p}_{b_{n}}{ }^{T}\right]^{T}$ and the covariance $\boldsymbol{\Sigma}$. Therefore we can write

$$
\omega(\mathbf{p})=\frac{1}{(2 \pi)^{\frac{n}{2}}|\boldsymbol{\Sigma}|} \exp \left\{-\left(\mathbf{p}-\mathbf{p}_{0}\right)^{T} \boldsymbol{\Sigma}^{-1}\left(\mathbf{p}-\mathbf{p}_{0}\right)\right\}
$$

where $\mathbf{p}=\left[\mathbf{p}_{m_{1}}{ }^{T}, \ldots, \mathbf{p}_{m_{n}}{ }^{T}\right]^{T}$. Finding ML estimator is equivalent to finding maximum of the above expression

$$
\arg \max _{\mathbf{K}} \omega(\mathbf{p})=\arg \min _{\mathbf{K}}\left(\mathbf{p}-\mathbf{p}_{0}\right)^{T} \boldsymbol{\Sigma}^{-1}\left(\mathbf{p}-\mathbf{p}_{0}\right)
$$

Since $\mathbf{p}$ is non-linear function of $\mathbf{K}$ we can not find $\mathbf{K}$ directly and have to use some iterative algorithm. Therefore the cost function is given as

$$
\begin{equation*}
C=\left(\mathbf{p}-\mathbf{p}_{0}\right)^{T} \boldsymbol{\Sigma}^{-1}\left(\mathbf{p}-\mathbf{p}_{0}\right) \tag{2.23}
\end{equation*}
$$

Equation (2.23) is the standard BA cost function. Therefore for BA problem the leastsquares and the ML estimator under assumption of a Gaussian noise are the same [65].

## Maximum Likelihood under Cauchy noise

We can also derive ML estimator for heavy tailed Cauchy noise. For a single component $j$ of $\mathbf{p}$ the posterior distribution is given as:

$$
\omega_{j}\left(u_{m_{j}}\right)=\frac{b}{\pi}\left[\left(u_{m_{j}}-u_{b_{j}}\right)^{2}+b^{2}\right]^{-1}
$$

Moreover if we assume that the noise is independent and identically distributed (IID), the joint distribution is given as

$$
\omega(\mathbf{p})=\frac{b^{n}}{\pi^{n}} \prod_{j=1}^{2 n}\left[\left(u_{m_{j}}-u_{b_{j}}\right)^{2}+b^{2}\right]^{-1}
$$

Again to find ML estimator we need to maximize above expression

$$
\begin{equation*}
\arg \max _{\mathbf{K}} \omega(\mathbf{p})=\arg \min _{\mathbf{K}} \sum_{j=1}^{2 n} \log \left[\left(u_{m_{j}}-u_{b_{j}}\right)^{2}+b^{2}\right] \tag{2.24}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
C=\sum_{j=1}^{2 n} \log \left[\left(u_{m_{j}}-u_{b_{j}}\right)^{2}+b^{2}\right] \tag{2.25}
\end{equation*}
$$

## Blake-Zisserman

Another cost function was presented in [66]. The distribution function was chosen to represent Gaussian distribution for inliers and uniform distribution for outliers.

$$
\omega_{j}\left(u_{m_{j}}\right)=\exp \left\{-\left(u_{m_{j}}-u_{b_{j}}\right)^{2}\right\}+\epsilon
$$

Note that above function is not a true $p d f$ since it integrates to infinity. Nevertheless if we use it and like in previous cases solve for the ML estimator we will get

$$
\begin{equation*}
C=-\sum_{j=1}^{2 n} \log \left[\exp \left\{-\left(u_{m_{j}}-u_{b_{j}}\right)^{2}\right\}+\epsilon\right] \tag{2.26}
\end{equation*}
$$

## Huber

This heuristic cost $\sigma$ function, presented in [13], is based on L1 and least-squares cost functions. For inliers it uses least-squares cost while for outliers it uses L1 cost.

$$
C=\left\{\begin{array}{cl}
\left(u_{m_{j}}-u_{b_{j}}\right)^{2} & \left|u_{m_{j}}-u_{b_{j}}\right|<b \\
2 b\left|u_{m_{j}}-u_{b_{j}}\right| & \text { otherwise }
\end{array}\right.
$$

Function above has only first order continuous derivative. Most iterative methods for finding minimum use first and higher order derivatives therefore its more convenient for implementation reasons to use following approximation (termed Pseudo-Huber)

$$
\begin{equation*}
C=2 b^{2} \sum_{j=1}^{2 n} \sqrt{1+\frac{\left(u_{m_{j}}-u_{b_{j}}\right)^{2}}{b^{2}}}-1 \tag{2.27}
\end{equation*}
$$

This approximation has all continuous derivatives.

### 2.3.2 Bundle adjustment with pushbroom cameras

Presented BA formulation assumes use of frame camera. A camera where the whole image is acquired at the same time from a single pose. Most cameras in popular use are frame cameras, e.g. analog/digital cameras, webcams or video cameras. However, most of the current satellite systems use pushbroom cameras for image acquisition. A pushbroom camera, also called a line scan camera, is an example of a multi-perspective camera. It acquires an image as it travels through space. A pushbroom camera can be thought of as a $1 \times N$ CCD stripe that collects a single scan line at each point along its path (c.f. Fig. 2.1). This results in images without perspective in the along-track direction. Its images have different perspective for each line making processing more challenging [67]. Pushbroom cameras are used on satellites instead of frame cameras because they offer very high signal to noise ratios, (SNR). High SNR allows collection of data even in poor atmospheric conditions.

In order to account for that BA formulation is changed. Unlike frame cameras which capture an entire image from a single pose, pushbroom cameras sweep out images by traveling through space. Each image line is acquired with a slightly different camera pose. Therefore, pose parameters associated with each image are a function of image line number or time, $t$. In this work we express each camera pose parameter as a nominal function of time plus a time dependent offset. The offset is modeled as a second order polynomial in $t$ whose coefficients are adjusted by BA. The camera pose is given by,

$$
\left[\begin{array}{c}
\mathbf{p}_{c}(t)  \tag{2.28}\\
\boldsymbol{\phi}_{c}(t)
\end{array}\right]=\left[\begin{array}{c}
x_{0}(t)+\alpha_{x} t^{2}+\beta_{x} t+\gamma_{x} \\
y_{0}(t)+\alpha_{y} t^{2}+\beta_{y} t+\gamma_{y} \\
z_{0}(t)+\alpha_{z} t^{2}+\beta_{z} t+\gamma_{z} \\
\omega_{0}(t)+\alpha_{\omega} t^{2}+\beta_{\omega} t+\gamma_{\omega} \\
\phi_{0}(t)+\alpha_{\phi} t^{2}+\beta_{\phi} t+\gamma_{\phi} \\
\kappa_{0}(t)+\alpha_{\kappa} t^{2}+\beta_{\kappa} t+\gamma_{\kappa}
\end{array}\right]
$$

where the nominal trajectories $x_{0}(t), y_{0}(t), z_{0}(t), \omega_{0}(t), \phi_{0}(t)$ and $\kappa_{0}(t)$ are assumed to be known measurements provided by a navigation system. The parameter vector Eq. 2.19 is then expanded to include the polynomial coefficients,

$$
\mathbf{k}=\left[\mathbf{p}_{f_{1}}^{T} \ldots \mathbf{p}_{f_{n}}^{T}\left[\alpha_{x_{1}} \ldots \gamma_{\kappa_{1}}\right] \ldots\left[\begin{array}{l}
\alpha_{x_{m}} \tag{2.29}
\end{array} \ldots \gamma_{\kappa_{m}}\right]\right]^{T}
$$



Figure 2.1: Concept of image acquisition by a pushbroom camera (adapted from [2])

The necessary addition of these path parameters significantly decreases the constraints on the scene geometry as compared to BA for frame cameras. Additional control measurements, ephemeris data (ED), are commonly included into BA cost vector to add more constraints back. The Eq. 2.20 becomes

$$
\begin{equation*}
\mathbf{c}=\left[\mathbf{e}_{1}^{T}, \ldots, \mathbf{e}_{m}^{T}, \mathbf{e}_{G C P}^{T}, \mathbf{e}_{E D}^{T}\right]^{T} \tag{2.30}
\end{equation*}
$$

where $\mathbf{e}_{E D}$ are error vectors associated with ED.
While additional control measurements can be utilized in BA to help constrain the minimization, the inherent lack of constraints in pushbroom imagery necessitates careful consideration of the geometry used in image acquisition. In the following chapter we will show that this permits the BA optimization process to converge to incorrect solutions by erroneously using the DOF inherent to the viewing geometry.


Figure 2.2: Triangulation using the closest point of approach of two lines

### 2.3.3 Different formulation of BA

It is possible to significantly change the definition of the BA in order to e.g. eliminate 3D features from the parameter vector $\mathbf{K}$ or speed up the processing. Different approaches were described by Moore et al. [68] however none of the new methods was deemed an improvement over a standard formulation. However, some of the methods still proved useful when BA constraints were considered and therefore are presented here.

## Elimination of Features from the Parameter Vector - Two Cameras Case

The 3D positions of terrain features can be eliminated from the parameter vector for BA using triangulation. In triangulation the feature positions are found using the camera positions and orientations and the measured image coordinates of the features. If triangulation is formulated as a differentiable function of the other parameters then the feature positions
can be made an implicit result of BA , and removed from the parameter vector.
Several methods exist for triangulation, including BA with the camera positions and orientations held constant, which is an iterative process. However we seek a closed form solution to triangulation. Specifically, the method used here is to take the feature location as the midpoint of the line between the closest points of approach for two lines. The two lines are defined using the camera positions and orientations and the feature image coordinates as shown in Fig. 2.2. The closest points of approach are found by finding the mutual perpendicular for the two lines.

The development of the triangulation equations given here is based on an intuitive geometric description. First two vectors from the focal points of the images to the measured feature locations in the image plane are found using the following equation,

$$
\mathbf{u}_{i}=\mathbf{R}_{r c_{i}}\left[\begin{array}{c}
\mathbf{p}_{m_{i}}  \tag{2.31}\\
f_{i}
\end{array}\right]=\mathbf{R}_{r c_{i}}\left[\begin{array}{c}
u_{m_{i}} \\
v_{m_{i}} \\
f
\end{array}\right], \quad i=1,2
$$

where $\mathbf{R}_{r c_{i}}$ is the transpose of $\mathbf{R}_{c_{i} r}$ in Eq. 2.14. A mutual perpendicular to $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$ is given by the cross product,

$$
\begin{equation*}
\mathbf{u}_{3}=\mathbf{u}_{1} \times \mathbf{u}_{2} \tag{2.32}
\end{equation*}
$$

A vector loop can be written that uses the two camera positions, the three pointing vectors, and three to-be-determined scalars $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ as follows:

$$
\begin{equation*}
\mathbf{p}_{c_{1}}-\mathbf{p}_{c_{2}}=\mu_{1} \mathbf{u}_{1}+\mu_{3} \mathbf{u}_{3}-\mu_{2} \mathbf{u}_{2} \tag{2.33}
\end{equation*}
$$

The solution of the vector loop Eq. 2.33 for the scalars is found by

$$
\left[\begin{array}{l}
\mu_{1}  \tag{2.34}\\
\mu_{2} \\
\mu_{3}
\end{array}\right]=\left[\begin{array}{lll}
\mathbf{u}_{1} & -\mathbf{u}_{2} & \mathbf{u}_{3}
\end{array}\right]^{-1}\left(\mathbf{p}_{c_{1}}-\mathbf{p}_{c_{2}}\right)
$$

The matrix inversion in Eq. 2.34 will be possible for any reasonable triangulation problem, where $\mathbf{u}_{1}$ and $\mathbf{u}_{2}$ are not parallel. In this case the cross product in Eq. 2.32 ensures that the matrix is of full rank. Finally, the triangulated position of the feature is given by taking the
midpoint of the mutual perpendicular

$$
\begin{equation*}
\mathbf{p}_{f}=\mathbf{p}_{c_{1}}+\mu_{1} \mathbf{u}_{1}+\mu_{3} \mathbf{u}_{3} / 2 \tag{2.35}
\end{equation*}
$$

Plugging Eq. 2.35 into Eq. 2.13 removes the dependency of the cost function on the feature locations, making it only a function of the camera poses and constants. Thus the elements of the parameter vector are reduced to the parameters associated with the camera poses.

## Elimination of Features from the Parameter Vector - Three and more cameras

In the case where more than two cameras are used for image acquisition the triangulation method derived in the previous section can not be used. Here a more general triangulation method is described which was similarly presented in [69]. It can be used with an arbitrary number of cameras.

First Eq. 2.13 is rewritten as

$$
\begin{align*}
\mathbf{R}_{c r}^{T} \mathbf{d} & =\mathbf{p}_{f}-\mathbf{p}_{c} \\
{\left[\begin{array}{lll}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right]^{T}\left[\begin{array}{l}
d_{x} \\
d_{y} \\
d_{z}
\end{array}\right] } & =\left[\begin{array}{l}
x_{f} \\
y_{f} \\
z_{f}
\end{array}\right]-\left[\begin{array}{l}
x_{c} \\
y_{c} \\
z_{c}
\end{array}\right], \tag{2.36}
\end{align*}
$$

with $r_{i, j}, x_{f}, y_{f}, z_{f}, x_{c}, y_{c}$ and $z_{c}$ being defined as components of the respective vectors and matrices in the equation above. Solving Eq. 2.12 for $d_{x}$ and $d_{y}$ gives

$$
\left[\begin{array}{c}
d_{x}  \tag{2.37}\\
d_{y}
\end{array}\right]=\frac{d_{z}}{f}\left[\begin{array}{l}
u_{m} \\
v_{m}
\end{array}\right] .
$$

Substituting Eq. 2.37 into Eq. 2.36 gives

$$
\left[\begin{array}{lll}
r_{11} & r_{12} & r_{13}  \tag{2.38}\\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{array}\right]^{T}\left[\begin{array}{c}
d_{z} \frac{u_{m}}{f} \\
d_{2} \frac{v_{m}}{f} \\
d_{z}
\end{array}\right]=\left[\begin{array}{c}
x_{f}-x_{c} \\
y_{f}-y_{c} \\
z_{f}-z_{c}
\end{array}\right] .
$$

To eliminate $d_{z}$ the first and second equations in the vector-matrix equation above are
divided by the third to obtain

$$
\begin{align*}
& A \equiv \frac{r_{11} \frac{u_{m}}{f}+r_{21} \frac{v_{m}}{f}+r_{31}}{r_{13} \frac{u_{m}}{f}+r_{23} \frac{v_{m}}{f}+r_{33}}=\frac{x_{f}-x_{c}}{z_{f}-z_{c}}  \tag{2.39}\\
& B \equiv \frac{r_{12} \frac{u_{m}}{f}+r_{22} \frac{v_{m}}{f}+r_{32}}{r_{13} \frac{u_{m}}{f}+r_{23} \frac{v_{m}}{f}+r_{33}}=\frac{y_{f}-y_{c}}{z_{f}-z_{c}} \tag{2.40}
\end{align*}
$$

To simplify the notation the left hand sides of the Eq. 2.39 and Eq. 2.40, which contain only known parameters, are replaced by $A$ and $B$ respectively, and these two equations are rewritten in vector matrix form.

$$
\left[\begin{array}{lll}
1 & 0 & -A  \tag{2.41}\\
0 & 1 & -B
\end{array}\right]\left[\begin{array}{l}
x_{f} \\
y_{f} \\
z_{f}
\end{array}\right]=\left[\begin{array}{l}
x_{c}-z_{c} A \\
y_{c}-z_{c} B
\end{array}\right]
$$

Both Eq. 2.39 and Eq. 2.40 can be obtained for any feature seen in any view. Therefore for a single feature seen by three cameras we can extend Eq. 2.41 to

$$
\left[\begin{array}{ccc}
1 & 0 & -A_{1}  \tag{2.42}\\
0 & 1 & -B_{1} \\
1 & 0 & -A_{2} \\
0 & 1 & -B_{2} \\
1 & 0 & -A_{3} \\
0 & 1 & -B_{3}
\end{array}\right]\left[\begin{array}{l}
x_{f} \\
y_{f} \\
z_{f}
\end{array}\right]=\left[\begin{array}{l}
x_{c}-z_{c} A_{1} \\
y_{c}-z_{c} B_{1} \\
x_{c}-z_{c} A_{2} \\
y_{c}-z_{c} B_{2} \\
x_{c}-z_{c} A_{3} \\
y_{c}-z_{c} B_{3}
\end{array}\right]
$$

This is an over constrained equation of the form $\mathbf{D} \mathbf{p}_{f}=\mathbf{b}$. To obtain a closed form solution for $\mathbf{p}_{f}$ the least squares solution is applied,

$$
\begin{equation*}
\mathbf{p}_{f}=\left(\mathbf{D}^{T} \mathbf{D}\right)^{-1} \mathbf{D}^{T} \mathbf{b} \tag{2.43}
\end{equation*}
$$

Plugging Eq. 2.43 into Eq. 2.13 removes the dependency of the cost function on the feature locations, making it only a function of the camera EO and constants. Thus the elements of the parameter vector are reduced to the parameters associated with the camera EO.

## BA with 3D space based cost element

Another possibility for eliminating features from the parameter vector $\mathbf{K}$ is to eliminate the reason for their presence. Cost elements, similar to Eq. 2.15, can be formulated as a minimum distance between the rays of two cameras pointing to the same feature. Eq. 2.34
provides a solution for $\mu_{3}$ which is a distance between rays and is used as a cost vector element. Since cost does not require 3D feature positions to be computed features can be dropped from K. However this formulation has many shortcomming, the most serious one for being biased towards smaller scenes. Making the whole scene smaller reduces the distance between the camera rays pointing to the same feature thus reducing the cost.

### 2.3.4 Efficient BA implementation

General LM implementation can be found in [70]. However, when dealing with minimization problems that use parameter vector with thousands of variables, like in case of BA with multiple cameras and thousands of points, general LM implementation soon becomes intractable. Luckily, BA problem has a very sparse structure and it is beneficial to exploit it in LM formulation. Following discussion is similar to ones presented in [13, 23].

The most time consuming part of the LM is computing the step by solving the Eq. 2.11. We aim to use sparse structure of the problem to represent Eq. 2.11 in a form that does not require solving the whole system of equations simultaneously. It is much more efficient to solve multiple small systems than a single one of much bigger size. The following problem decomposition allows that.

Lets assume that the cost vector $\mathbf{c}$ can be split into $n$ parts

$$
\begin{equation*}
\mathbf{c}=\left[\mathbf{c}_{1}^{T}, \mathbf{c}_{2}^{T}, \ldots, \mathbf{c}_{n}^{T}\right]^{T} \tag{2.44}
\end{equation*}
$$

where each $\mathbf{c}_{i}$ corresponds to all $i-t h$ tie point residuals in the images. Moreover lets assume that the parameter vector $\mathbf{K}$ can be divided in similar manner and can be written as

$$
\begin{equation*}
\mathbf{K}=\left[\mathbf{a}^{T}, \mathbf{b}_{1}^{T}, \mathbf{b}_{2}^{T}, \ldots, \mathbf{b}_{n}^{T}\right]^{T} \tag{2.45}
\end{equation*}
$$

Here a contains all parameters describing the cameras, while $\mathbf{b}_{i}$ contains parameters describing an $i-t h$ tie point (usually $(x, y, z)$ coordinates). We can observe that each $\mathbf{c}_{i}$ is dependent only on a single $\mathbf{b}_{i}$ as each measurement in the image corresponds to a single
tiepoint. Therefore

$$
\begin{equation*}
\forall_{i \neq j} \frac{\partial \mathbf{c}_{i}}{\partial \mathbf{b}_{j}}=0 \tag{2.46}
\end{equation*}
$$

By defining

$$
\mathbf{A}=\frac{\partial \mathbf{c}}{\partial \mathbf{a}}, \quad \mathbf{B}=\frac{\partial \mathbf{c}}{\partial \mathbf{b}}
$$

and

$$
\mathbf{A}_{i}=\frac{\partial \mathbf{c}_{i}}{\partial \mathbf{a}}, \quad \mathbf{B}_{i}=\frac{\partial \mathbf{c}_{i}}{\partial \mathbf{b}_{i}}
$$

we can write the Jacobian $\mathbf{J}=\frac{\partial \mathbf{c}}{\partial \mathbf{K}}$ as

$$
\begin{align*}
\mathbf{J} & =[\mathbf{A} \mid \mathbf{B}] \\
& =\left[\begin{array}{c|ccc}
\mathbf{A}_{1} & \mathbf{B}_{1} & & \\
\mathbf{A}_{2} & & \mathbf{B}_{2} & \\
\\
\vdots & & & \ddots \\
\mathbf{A}_{n} & & & \\
\mathbf{B}_{n}
\end{array}\right] \tag{2.47}
\end{align*}
$$

Assuming that the covariance matrix $\boldsymbol{\Sigma}$ is block diagonal, i.e., all measurements $\mathbf{c}_{i}$ are independent with covariance matrices $\boldsymbol{\Sigma}_{\mathbf{i}}$, we can write

$$
\mathbf{J}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{J}=\left[\begin{array}{c|ccc}
\mathbf{U} & \mathbf{W}_{1} & \cdots & \mathbf{W}_{n}  \tag{2.48}\\
\hline \mathbf{W}_{1}^{T} & \mathbf{V}_{1} & & \\
\vdots & & \ddots & \\
\mathbf{W}_{n}^{T} & & & \mathbf{V}_{n}
\end{array}\right] \quad \mathbf{J}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{c}=\left[\begin{array}{c}
\epsilon_{\mathbf{a}} \\
\hline \epsilon_{\mathbf{b}_{1}} \\
\vdots \\
\epsilon_{\mathbf{b}_{n}}
\end{array}\right]
$$

where

$$
\begin{aligned}
\mathbf{U}=\sum_{i=1}^{n} \mathbf{A}_{i}^{T} \Sigma_{i}^{-1} \mathbf{A}_{i}, & \mathbf{W}_{i}=\mathbf{A}_{i}^{T} \Sigma_{i}^{-1} \mathbf{B}_{i}, & \mathbf{V}_{i} & =\mathbf{B}_{1}^{T} \Sigma_{1}^{-1} \mathbf{B}_{1} \\
\epsilon_{\mathbf{a}} & =\sum_{i=1}^{n} \mathbf{A}_{i}^{T} \Sigma_{i}^{-1} \mathbf{c}_{i}, & \epsilon_{\mathbf{b}_{i}} & =\mathbf{B}_{i}^{T} \Sigma_{i}^{-1} \mathbf{c}_{i}
\end{aligned}
$$

Denoting top right and bottom right parts of the first matrix in Eq. 2.48 as $\mathbf{W}$ and $\mathbf{V}$ we express Eq. 2.11 as

$$
\left[\begin{array}{cc}
\mathbf{U}^{*} & \mathbf{W}  \tag{2.49}\\
\mathbf{W}^{T} & \mathbf{V}^{*}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\delta}_{\mathbf{a}} \\
\boldsymbol{\delta}_{\mathbf{b}}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{\epsilon}_{\mathbf{a}} \\
\boldsymbol{\epsilon}_{\mathbf{b}}
\end{array}\right]
$$

with

$$
\mathbf{U}^{*}=\mathbf{U}+\lambda \mathbf{I} \quad \mathbf{V}^{*}=\mathbf{V}+\lambda \mathbf{I} \quad \boldsymbol{\delta}_{\mathbf{K}}=\left[\boldsymbol{\delta}_{\mathbf{a}}, \boldsymbol{\delta}_{\mathbf{b}}\right]^{T}
$$

First we solve for $\boldsymbol{\delta}_{\mathbf{a}}$. Eq. 2.49 is left multiplied with $\left[\begin{array}{cc}\mathbf{I} & -\mathbf{W} \mathbf{V}^{*-1} \\ \mathbf{0} & \mathbf{I}\end{array}\right]$ to obtain

$$
\left[\begin{array}{cc}
\mathbf{U}^{*}-\mathbf{W V}^{*-1} \mathbf{W}^{T} & \mathbf{0}  \tag{2.50}\\
\mathbf{W}^{T} & \mathbf{V}^{*}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\delta}_{\mathbf{a}} \\
\boldsymbol{\delta}_{\mathbf{b}}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{\epsilon}_{\mathbf{a}}-\mathbf{W} \mathbf{V}^{*-1} \boldsymbol{\epsilon}_{\mathbf{b}} \\
\boldsymbol{\epsilon}_{\mathbf{b}}
\end{array}\right]
$$

This can be solved for $\boldsymbol{\delta}_{\mathbf{a}}$ by

$$
\left(\mathbf{U}^{*}-\mathbf{W} \mathbf{V}^{*-1} \mathbf{W}^{T}\right) \boldsymbol{\delta}_{\mathbf{a}}=\boldsymbol{\epsilon}_{\mathbf{a}}-\mathbf{W} \mathbf{V}^{*-1} \boldsymbol{\epsilon}_{\mathbf{b}}
$$

After solving for $\boldsymbol{\delta}_{\mathbf{a}}$ we can solve for $\boldsymbol{\delta}_{\mathbf{b}}$ by using back substitution

$$
\mathbf{V}^{*} \boldsymbol{\delta}_{\mathrm{b}}=\boldsymbol{\epsilon}_{\mathrm{b}}-\mathbf{W}^{T} \boldsymbol{\delta}_{\mathrm{a}}
$$

Note that $\mathbf{V}^{*}$ is block diagonal and its inverse can be simply computed as

$$
\mathbf{V}^{*-1}=\left[\begin{array}{lll}
\mathbf{V}_{1}^{*-1} & & \\
& \ddots & \\
& & \mathbf{V}_{n}^{*-1}
\end{array}\right]
$$

Therefore instead of solving one big system for all the tiepoints, here we solve multiple small systems for each tie point separately. This corresponds to reduction in time complexity from $\Theta\left(n^{3}\right)$ needed for solving general system with $n$ equations to roughly $\Theta(n)$ (assuming number of tiepoints parameters is much larger than the number of camera parameters).

### 2.4 Summary

This chapter presented selected topics that are fundamental to our work presented in the following chapters. Section 2.1 describes feature detection and matching. A process used as a preprocessing step for BA to find tiepoints as well as an initial step of any video based SLAM algorithm. Section 2.2 presents four minimization routines. Newton procedure can be seen as a basic approach, however it needs a second order derivatives (Hessian) to approximate function curvature. This procedure, under special circumstances (function being sum of
squares), can be accurately approximated by a Gauss-Newton method which uses only first order derivatives. Another approach described was gradient descent. The last procedure, a Levenberg-Marquard method, is a hybrid of Gauss-Newton and gradient descent methods. Section 2.3 defines BA problem. Formulation for a frame camera as well as for pushbroom camera is given. Different cost functions are presented. BA efficient implementation is derived that exploit sparse structure of the problem.

## Chapter 3

## Identifying Degrees of Freedom in Pushbroom Bundle Adjustment

This chapter is concerned with BA for pushbroom cameras whereby pose parameters are refined using two images of the same terrain captured from different vantage points. Pioneering work was performed in this area by Hofmann et al. [67] and Ebner and Strunz [71]. Recently this topic was covered by Triggs et al. [12] and Hartley and Zisserman [13].

Using camera pose (position and attitude) DEMs, orthorectified images, and other similar products can be produced through projections of the image rays. Like all measurements, camera pose measurements are corrupted by noise. Therefore, to improve the quality of these products, the camera pose estimates are often adjusted to enhance scene consistency using BA. BA uses only small set of corresponding features from overlapping images called tie points to improve the scene consistency.

BA for pushbroom imagery is more complicated than that for frame cameras, but is increasingly being used to refine pose parameters within the exploration community that are then fed into in semi-automated terrain reconstruction algorithms [ 15,30 ], which may result in poor accuracy without indication. However, the adjustments made by BA for pushbroom imagery may have degrees of freedom (DOF) in the solution space beyond those commonly known from frame camera pose refinement. These DOF allow convergence to solutions that are inconsistent with the true camera pose. They depend on the geometric relationship
between the cameras pose used to obtain the imagery. Furthermore, the residuals minimized in BA do not provide any indication that an incorrect solution has been found. While several studies, for example [67], have investigated the practical constraints of BA with numerical techniques, there is no analytical discussion of this problem in the open literature. This work provides an analytical technique for studying this problem and uses it to analyze several geometries.

For orbital imagery of Earth, ground control points (GCPs) are commonly used to help constrain the BA process. An example is the use of GCP in the production of the recently released global DEM produced from ASTER data [72, 73] for Earth. However, the use of GCPs incurs significant expense. First precise position measurements need to be collected, either from GPS or existing maps. Then a human operator must manually identify the GCPs in the images. These requirements not only increase cost but also prevent full automation of terrain modeling. In addition, for certain terrains, GCPs are difficult to obtain e.g. arctic ice sheets [74] or extraterrestrial terrains [15].

To reduce manual processing time, ephemeris data (ED) generated from navigation system measurements on the spacecraft are increasingly being relied upon more heavily than GCPs. An example is SPOT5 satellite [75]. For many systems, navigational accuracy has been greatly increased by the Global Positioning System (GPS). However, in exploration, such as for Mars [30] or the Moon [76-78] this is not true, and GCPs are difficult to obtain and not accurate. Recent publications on DEM accuracy [74, 79] for SPOT5, which only makes use of GCPs periodically over calibration sites, report good accuracy. SPOT5 cameras were designed to be forward and aft looking to produce stereo imagery for terrain reconstruction, and similar camera configurations are being used for exploration orbiters [77, 78]. However, it is dangerous to assume that the multi line camera configuration of SPOT5 is responsible for its accuracy in DEM generation, and that this translates to the exploration orbiters. We will show that BA for the three line imaging geometry without either GCPs or ED has a degree of freedom not explicitly identified in other literature. Therefore, the
inaccurate GCPs and ED of in exploration missions may result in poor adjustment of the pose parameters.

A few authors make mention of DOF in BA, for example Triggs et al. briefly discuss the need to reduce the number of "gauge freedoms" [12] and several others refer to the commonly known scale and absolute position and orientation DOF without control points. A few other authors have performed simulation studies to determine the accuracy of terrain reconstruction for specific instruments under different conditions [80]. However, the literature is largely absent of any analytical discussion of the other DOF in pushbroom BA.

This chapter builds on BA formulation presented in Chapter 2 section 2.3. First we describe the problem that can occur when BA is used with images taken by pushbroom cameras. In many cases due to the missing along track perspective the Levenberg-Marquard minimization is not constrained and converges to erroneous solutions. Then we present an analytical approach that helps identifying scene geometries with deficiencies that lead to the described problems. Following are analysis that use developed method to evaluate constraints implicit to scene geometries commonly used to obtain satellite imagery. Another section illustrates the existence of the problem again, but this time by showing erroneous BA solution for the data obtained by Mars Reconnaissance Orbiter. Finally, analysis of simulation results for aerial imagery are presented. Chapter ends with short summary.

### 3.1 Problem statement

While a simple consideration of BA with pushbroom imagery might indicate that it can be constrained with a large number of tie points, there are many cases where this is not true. In the preceding development it is evident that BA for pushbroom imagery has more parameters than the same process for frame cameras, and therefore requires more tie-points to ensure more equations than unknowns. However, due to the lack of along track perspective, pushbroom imagery has a more insidious geometric problem. This section shows how selection of poor, and even commonly used, imaging geometry results in entire fami-
lies of equally consistent (minimal cost) terrain solutions with no way to distinguish which is correct. To illustrate this, we simulate the imaging of an artificial scene and perform sparse terrain reconstruction using tie points present in the BA. We compute the terrain using various initial pose estimates perturbed from that used to create the imagery. In each case, zero cost is achieved by BA, yet the camera pose estimates and reconstructed tie points differ significantly from the original. The terrain is not only shifted, but warped. It insidiously retains much of its original appearance, but any associated product such as a DEM or georeferenced image should not be used to accurately measure features. While it is well known that without control points stereo photogrammetry cannot recover scale, or position and orientation relative to an absolute reference even for frame cameras, the problem demonstrated here is different from this. The simulations illuminate the fact that products from pushbroom imagery may not even recover the terrain shape.

The simulated scene is depicted in Fig. 3.1. Images of the artificial terrain are created using a pushbroom camera model with both cameras traversing parallel trajectories in the $X$ direction. The left image is nadir while the right image is the result of the camera looking to the side using only a rotation about the $X$-axis. Both images are constructed with the pushbroom array oriented perpendicular to the flight trajectory. Using the original pose parameters, the sparse terrain model (i.e., the tie points used in BA) can be reconstructed with very high precision, and the cost function is zero. The fundamental problem is that for this viewing geometry there exist a family of pose parameters that also have zero cost, but which have different terrain shapes. By holding one camera pose constant the perturbations and results constrain the well known freedoms to translate, rotate and scale the scenes. This illuminates other geometric DOF for this scene geometry.

To demonstrate such a DOF, the original images are used, but the right camera's attitude estimate is perturbed by adding small values to $\alpha_{\omega}$ and $\beta_{\omega}$, making $\omega$ a quadratic function of $t$ rather than a constant as in the true attitude. All other pose parameters are unchanged. One might expect that for small perturbations BA could be used to recover the original pose.


Figure 3.1: Scene geometry illustration, the true terrain can be reconstructed. Note that the units are arbitrary, but scale between axes is one.

However, BA's cost function is zero regardless of any perturbations in $\omega$. The resulting perturbed terrain, again constructed from the tie points used in BA, is presented in Fig. 3.2. It is a warped version of the original. Small details are still visible and in general the distorted terrain resembles the original. However, the relative distances between points are not preserved. Since both configurations have zero cost, we are left with no estimate of the extent of the distortion.

This behavior is tied to the scene geometry. The cost function depends on the distance between corresponding rays emanating from the two cameras. When corresponding rays intersect, their contribution to the cost function $C$ is zero. With the geometry depicted in Fig. 3.3, the plane formed by the pushbroom array and the focal point of the camera is


Figure 3.2: Example of possible distortion of reconstructed terrain when pose parameters are disturbed, the cost $C$ is numerically zero (in the order of $10^{-20}$ ) but terrain is warped
the same for both cameras at the times with corresponding features. Therefore the cameras are free to make any motion in this plane and the corresponding rays will still intersect. Specifically in this case the cameras are free to slide along $Y$ and/or $Z$, and/or rotate around the $X$ axis and all the corresponding rays for all features continue to intersect. Due to the lack of along track perspective, if the stereo imagery is achieved with only a rotation about flight trajectories that are parallel these planar DOF are still present, even if the flight trajectory is curved. The cost function, $C$ for BA remains zero under any of these perturbations.

This particular geometric arrangement for camera trajectories, which is common, results in BA having six additional geometric DOF (three associated with each camera). This is


Figure 3.3: Infinite number of possible points of intersection of two planes
in addition to the seven DOF associated with translation, rotation and scaling of the entire scene found in frame camera BA. There exist a six-dimensional family of minimum cost solutions, each equally likely according to the cost function without control points. This is highly undesirable, as the BA process tends to converge to a solution close to a point in this family that is close to the initial estimate of pose without any indication of the resulting terrain's inaccuracy. Even if control points (ephemeris data and/or GCP) are used this is still undesirable because the control point measurements contain noise and because the DOF still exist between control points. It is desirable to use the tie points and control points together to offset the errors in all the measurements.

While the DOF in the example geometry used in this section may now seem somewhat intuitive, for the authors they were not so obvious until they were detailed with the following mathematical analysis. More importantly, other geometries contain DOF that are not so easily explained with a simple geometric analysis, and still other imaging geometries are more constrained and provide better terrain reconstruction. A mathematical method that helps identify the DOF for a specific geometry is developed in the next section.

### 3.2 Identifying the degrees of freedom

In this section, an approach is developed for identifying linear DOF in the BA process that do not change the minimal cost of a solution. First the problem is stated and analyzed mathematically. Then a process is described to perform the analysis needed to identify DOF for particular scene geometries.

We are interested in finding the set of directions, $\mathbf{s}_{\mathbf{i}}$, in the parameter space along which we can move from the minimum without changing the cost. In other words we wish to find the directions that satisfy

$$
\begin{equation*}
C\left(\mathbf{k}_{\min }\right)=C\left(\mathbf{k}_{\min }+\epsilon \mathbf{s}_{i}\right) . \tag{3.1}
\end{equation*}
$$

for reasonably large $\epsilon$. An ad hoc search for such a space is not feasible. We therefore need to narrow the possibilities for DOF using some analysis of the problem.

We will denote the gradient and Hessian of $C(\mathbf{k})$ at $\mathbf{k}_{\text {min }}$ respectively as $\mathbf{g}$ and $\mathbf{G}$. The curvature of $C\left(\mathbf{k}_{\text {min }}\right)$ along the line $\mathbf{k}_{\text {min }}+\epsilon \mathbf{S}$ is then $\mathbf{s}^{T} \mathbf{G}$. It is well known [63] that a zero gradient and a non-negative curvature are necessary conditions for the existence of a minimum. Mathematically, these necessary conditions are

$$
\begin{equation*}
\mathrm{g}=\mathbf{0} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{s}^{T} \mathbf{G s} \geq 0, \quad \forall \mathbf{s} \tag{3.3}
\end{equation*}
$$

Also it is well known [63] that a sufficient condition for the existence of a strict and isolated local minimum is

$$
\begin{equation*}
\mathbf{s}^{T} \mathbf{G} \mathbf{s}>0, \quad \forall \mathbf{s} \tag{3.4}
\end{equation*}
$$

If we are at a minimum (i.e., Eq. 3.2 and Eq. 3.3 are satisfied) then the vectors satisfying Eq. 3.1 necessarily lie in the space not satisfying Eq. 3.4. The only difference between the set of vectors satisfying Eq. 3.3 and those satisfying Eq. 3.4 are those for which $\mathbf{s}^{T} \mathbf{G s}=0$. This is the null space of $\mathbf{G}$, for which an orthonormal basis is defined by the normalized
eigenvectors of $\mathbf{G}$ that correspond to zero eigenvalues. It does not matter if we speak of the left or right null space because $\mathbf{G}$ is symmetric assuming the 2nd partial derivatives are continuous.

If $\mathbf{G}$ is an $n \times n$ matrix having $p$ eigenvalues that are zero, then it will have $n-p$ positive eigenvalues. An ordered set of eigenvalues for $\mathbf{G}$ is defined by $\zeta_{n} \geq \zeta_{n-1} \geq \ldots \zeta_{n-p} \geq \zeta_{p}=$ $0 \ldots \zeta_{1}=0$. An orthonormal basis for the row/column space and null space of $\mathbf{G}$ are defined using the normalized eigenvectors, respectively, by

$$
\begin{equation*}
\mathbf{S}_{r}=\left[\boldsymbol{\xi}_{n} \ldots \boldsymbol{\xi}_{n-p}\right] \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{S}_{n}=\left[\boldsymbol{\xi}_{p} \ldots \boldsymbol{\xi}_{1}\right] \tag{3.6}
\end{equation*}
$$

Here $\boldsymbol{\xi}_{i}$ are the ordered eigenvectors corresponding to the ordered eigenvalues $\zeta_{i}$. By using a diagonalization of $\mathbf{G}$ formed by $\left[\mathbf{S}_{r} \mathbf{S}_{n}\right]^{T} \mathbf{G}\left[\mathbf{S}_{r} \mathbf{S}_{n}\right]$ it easily shown than any vectors not satisfying Eq. 3.4 must lie in the null space defined by $\mathbf{S}_{n}$.

It should be noted that being in the null space of $\mathbf{G}$ is only a necessary condition for a vector to satisfy Eq. 3.1 when at a minimum. This is true because Eq. 3.4 is only a sufficient condition not a necessary and sufficient condition for an isolated minimum. Therefore the null space must be explored further to identify DOF. While it would be good to develop sufficient conditions for the cost to not change in a given direction, this is difficult. Consider the Taylor series expansion around $\mathbf{k}_{\text {min }}$ using an incremental displacement of $\epsilon \mathbf{s}$. This expansion is given by

$$
C\left(\mathbf{k}_{\text {min }}+\epsilon \mathbf{s}\right)-C\left(\mathbf{k}_{\text {min }}\right)=\epsilon \mathbf{s}^{T} \mathbf{g}+\frac{1}{2} \epsilon^{2} \mathbf{s}^{T} \mathbf{G} \mathbf{s}+H . O . T
$$

where H.O.T represent all Higher Order Terms. From this expansion we can see that in order for the cost to remain constant the sum of the second and higher order terms must be zero, implying the need to compute an infinite number of derivatives to find a sufficient condition.

For the sum of squares cost function, the problem of finding the Hessian $\mathbf{G}$ is significantly easier if the cost is zero. In general computing the Hessian involves finding the second partial derivatives of the cost function w.r.t. the parameters. However, if the cost is zero we only need to compute the first order derivatives associated with the Jacobian. It can be shown that for the sum of squares cost function the Hessian can be expressed as

$$
\begin{equation*}
\mathbf{G}=2 \mathbf{J}^{T} \mathbf{J}+2 \sum_{i=1}^{m} c(\mathbf{k}) \nabla^{2} c(\mathbf{k}) \tag{3.7}
\end{equation*}
$$

The second term of this equation is zero if the cost is zero.
The procedure we follow to search for DOF in a particular geometry is described by the following steps:

1. Form a simulated scene with true zero cost using the geometry.
2. Compute the Jacobian, and Hessian (using $\mathbf{G}=2 \mathbf{J}^{T} \mathbf{J}$ ).
3. Compute the zero eigenvalues of $\mathbf{G}$ and their corresponding normalized eigenvectors (e.g. using singular value decomposition (SVD)).
4. Test each of the directions given by these eigenvectors by moving along them from the zero cost solution while computing the cost. If the cost remains zero over a large range then consider it a degree of freedom and eliminate it from the space left to consider.
5. If the number of DOF identified is less than size of the null space minus one then it is still possible that a degree of freedom(s) lies in the set of vectors not eliminated from the search. Therefore, if possible, formulate a method to search this space in more detail.

### 3.3 Analysis of viewing geometries

In this section results are presented from analyzing various scene geometries using the method described in the previous section. It is important to note that this analysis finds


Figure 3.4: Different scene geometries used in the analysis. Dashed lines with arrows represent cameras paths, gray rectangle represents terrain under observation.

DOF in these geometries, it does not give relative measure of the conditioning of the scene. While it is true that properties such as base to height ratio and FOV are very important they are not the focus of this analysis. In fact, they have no impact on the DOF identified except in limiting conditions. What this paper emphasizes is that even for a scene that has very favorable base to height ratio and FOV, the existence of a DOF in the geometry can lead to erroneous pose solution. In this section, a reduction of the parameter space for BA is described, the geometries analyzed and computations are discussed, and the results of the analysis are given.

In this analysis it is desirable to formulate BA in such a way that the parameters are reduced to only those associated with the camera pose. This is desirable because the method described in the previous section involves the SVD of the square Hessian matrix for which the dimensions are defined by the size of the parameter vector $\mathbf{k}$. Furthermore, the DOF in BA associated with the camera pose are of particular interest because trajectories and attitudes can potentially be selected to constrain scene geometry and because they ultimately define the products produced with image projections. The feature locations are considered an implicit result of the camera pose. Using two ray intersection for the triangulation it is possible to eliminate the features from the parameter vector.

The parameter space is further reduced in this analysis by only allowing one of the two camera pose to vary. Fixing one of the camera paths fixes scale and fixes absolute position and orientation w.r.t. the reference coordinate system. It is well known, and intuitive, that BA without some type of external control such as GCP and/or ephemeris data can only solve for the relative position and orientation of the camera, and can only solve for the relative position with an unknown scale factor. Therefore allowing both cameras to move without external control results in at least the minimal seven DOF associated with identical motions of the two cameras and a scaling of all of the camera positions by the same value.

The parameter space is reduced still further by only allowing constant perturbations to the nominal camera path rather than the quadratic perturbations given in Eq. 2.28.

Allowing only constant path perturbations simplifies the analysis without loss of generality because adding higher order coefficients is redundant without external controls. This is true because any degree of freedom associated with a constant perturbation of a pose variable is also associated with the linear and quadratic perturbations of that variable. The parameter vector for the analysis performed in this section is therefore simply given by

$$
\begin{equation*}
\mathbf{k}=\left[\gamma_{x} \gamma_{y} \gamma_{z} \gamma_{\omega} \gamma_{\phi} \gamma_{\kappa}\right]^{T} \tag{3.8}
\end{equation*}
$$

Five scene geometries are analyzed. They are presented in Fig. 3.4. Geometry 1 is that used for Fig. 3.1, Fig. 3.2, and Fig. 3.3. This is a common geometry for imagery from satellites with a single pushbroom sensor where two passes of a satellite are required to obtain a stereo-pair. One image is obtained from a nadir looking camera to obtain the best view of the area, while the other is taken from the side on a nearly parallel path by rolling the camera about the flight path for stereo triangulation. Geometry 2 presents a situation in which the trajectories from Geometry 1 were slightly rotated along vertical $Z$ axis. This may be hard to realize in satellite imagery due to orbit constraints except near the poles in polar orbits. Geometry 3 and 4 illustrate cases when one of the cameras is offset in $X$ and is fore looking and one or the other is offset in $Y$ and looks to the side. Geometry 4 has an advantage of obtaining a nadir image. In Geometry 5 the cameras are fore and aft looking, which in terms of DOF is identical to a nadir view and either a fore or aft view. This geometry depicts another common way of obtaining stereo images from what have come to be known as "multi line cameras" (e.g. SPOT5 [75]). This geometry has the advantage of obtaining the image pair with very small temporal displacements on the same orbital pass. In all of these geometries the pushbroom sensor was oriented perpendicular to the camera path.

MATLAB ${ }^{\text {TM }}$ software is used in all computations. In order to increase precision variable precision arithmetic (VPA) is used with 1000 decimal digits during Jacobian computation and the singular value decomposition of the Hessian matrix. This aids in distinguishing between eigenvalues that are truly zero and those that are small. To ensure accuracy

Table 3.1: Degrees of freedom from eigenvector tests

|  | Geometry |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| Nr of zero eigenvalues | 3 | 2 | 2 | 2 | 2 |
| Nr of freedom degrees | 3 | $\leq 1^{*}$ | $\leq 1^{*}$ | $\leq 1^{*}$ | 1 |

${ }^{*}$ concluded $=0$ with subsequent analysis
the Jacobian is calculated using symbolically developed equations rather than a numerical method. These equations are very lengthy and cannot be presented here.

For each geometry a fictitious scene is generated. The set of 32 well dispersed tie points, chosen from the underlying terrain model, is projected into each of the two cameras CCDs using the true pose parameters, giving two artificial images of the terrain. Note that the cost function $C$ for these true pose parameters is zero. The Jacobian for the reduced parameter vector in Eq. 3.8, the Hessian $\left(\mathbf{G}=\mathbf{J}^{T} \mathbf{J}\right)$, and the SVD of the Hessian are calculated. Any eigenvector associated with an eigenvalue of zero is taken as a candidate for a DOF of the geometry. To evaluate the candidate DOF, $\boldsymbol{\xi}_{i}$, the camera pose is perturbed from the true camera pose, $\left[\mathbf{p}_{0}(t)^{T} \boldsymbol{\phi}_{0}(t)^{T}\right]^{T}$, in the direction of the candidate. In this case the camera EO is given by

$$
\left[\begin{array}{c}
\mathbf{p}_{c}(t)  \tag{3.9}\\
\boldsymbol{\phi}_{c}(t)
\end{array}\right]=\left[\begin{array}{l}
\mathbf{p}_{0}(t) \\
\boldsymbol{\phi}_{0}(t)
\end{array}\right]+\epsilon \boldsymbol{\xi}_{i}
$$

where $\epsilon$ is a scale factor. This makes the cost a function of the scale factor, $C(\mathbf{k})=C\left(\epsilon \boldsymbol{\xi}_{i}\right)=$ $C(\epsilon)$. If the cost remains zero over a wide range of $\epsilon$, then the candidate is taken as a DOF for the geometry. If all of these candidates are DOF then the number of DOF is clear, and so is their orthogonal set of directions. However, if there is more than one candidate that did not pass the degree of freedom test then it is still possible for DOF to lie in the space defined by these vectors.

Results for the five geometries are presented in Table. 3.1. For Geometry 1 three DOF were identified, namely along $Y, Z$, and $\omega$, i.e., the non-fixed camera can be slid in $Y$ (acrosstrack), slid along $Z$ (vertical) or rotated about the $X$ axis without increasing the value of
the cost function. Sliding (rotation) can have any magnitude and sign, i.e., we can decrease the distance between cameras (rotation of a the camera) or increase it. This convenient and commonly used geometry is poorly constrained. For Geometry 5 a single degree of freedom, along $X$ (along-track), was identified, therefore we can slide the non-fixed camera towards or away from the fixed camera without changing the cost function $C$. This along path direction is coincidently the most poorly known for ephemeris data from the navigation systems of many satellites. For each of the geometries 2,3 and 4 two candidate directions, defining a two dimensional subspace, were identified that were combinations of the pose variables. In all three, after evaluation of $C(\epsilon)$ for a wide range of $\epsilon$, neither candidate was found to define a DOF, leaving the possibility of isolated directions within the 2D subspace for which the costs may not change. However, further analysis below demonstrates that it can be concluded that these geometries do not have DOF beyond the well known scale and absolute reference DOF discussed at the beginning of this section.

For geometries 2,3 , and 4 it is feasible to study the 2 D sub-space in more detail. To search for DOF in this space we evaluate the cost function in the plane defined by these vectors in circles around the known correct solution. In this case the camera pose is given by

$$
\left[\begin{array}{c}
\mathbf{p}_{c}(t)  \tag{3.10}\\
\boldsymbol{\phi}_{c}(t)
\end{array}\right]=\left[\begin{array}{l}
\mathbf{p}_{0}(t) \\
\boldsymbol{\phi}_{0}(t)
\end{array}\right]+\epsilon\left(\sin (\eta) \boldsymbol{\xi}_{1}+\left(\cos (\eta) \boldsymbol{\xi}_{2}\right)\right.
$$

where $\eta$ is the angle in this plane. This makes the cost a function of the angle and scale factor, $C(\mathbf{k})=C(\eta, \epsilon)$. If the cost does not return to zero on the circle for reasonable values of $\epsilon$, then it can be concluded that this space does not contain a degree of freedom for the geometry. A plot for geometries 2-5 of one such circular evaluation is shown in Fig. 3.5 using a value of $\epsilon=10^{-4}$. Geometry 5 is included for comparison with a geometry with a degree of freedom known from the eigenvector tests. The degree of freedom for Geometry 5 is clearly identified in the plot. For all the other geometries the minimum cost is 6 orders of magnitude higher. We conclude that geometries 2-4 do not have DOF from the evaluation of several plots of this type where the minimum cost for Geometry 5 remains on the order


Figure 3.5: Cost evaluated around the minimum on the circle lying in the plane defined by two eigenvectors $\xi_{1}, \xi_{2} \cdot \epsilon=10^{-4}$.
of that in Fig. 3.5 while the minimum cost for geometries 2-3 increase with increasing $\epsilon$.
Similar analysis were performed in slightly different setup. This time positions of both cameras are fixed while their orientations are adjusted by BA. This scenario also eliminates six degrees of freedom, three for each of the cameras positions, but will isolate any degree of freedom associated with only rotation. Scale of the scene is set by the length of the paths and the distance between the paths. After rerunning the simulations, additional degrees of freedom were found again in both geometry 1 and geometry 5. For geometry 1 the degree of freedom was again found to be along $\omega$. For geometry 5 the degree of freedom exist for simultaneous rotation along $\omega$ in the same direction of both cameras. In summary, three degrees of freedom were found for geometry 1 and two degrees of freedom were found for geometry 5. The other geometries are mathematically constrained (i.e., a single isolated minimum exists).

(a) Geometry 6

Figure 3.6: Three line sensor geometry. Dashed lines with arrows represent cameras paths, gray rectangle represents terrain under observation.

### 3.3.1 Three line camera case

In the analysis presented above two cameras were used in each geometry. However, Geometry 5 can be considered to be generated by the two separate CCD lines of a multi line camera. It is interesting to extend the analysis to the three line sensors commonly used for terrain extraction (e.g. MOMS-02 [81] or ADS40 [82, 83]). The usual configuration for a three line sensor can be modeled as one nadir looking camera, a fore looking camera, and an aft looking camera. This geometry, identical to Geometry 5 except for the presence of the nadir looking camera, is presented in Fig. 3.6 and is referred to as Geometry 6 from here on.

To use previous analysis techniques to determine existence or lack of DOF for Geometry 6 the testing procedure is modified slightly. First in order to eliminate the features, $\mathbf{p}_{f}$, once again from the parameter vector, $\mathbf{k}$, the triangulation method is extended to three ray case using multi-ray intersection. Using only two cameras for this triangulation would make tie points independent of the third camera's pose. Second, because fixing a single camera will eliminate the well known DOF associated with the scaling, rotation, and translation of the entire scene, the parameter vector must be augmented with the pose parameters of a second camera. We arbitrarily chose the nadir looking camera to be fixed. In this case Eq. 3.8 becomes


Figure 3.7: Three line sensor geometry sliding resulting in no change in cost.

$$
\left.\begin{array}{rl}
\mathbf{k}= & {\left[\begin{array}{lllll}
\gamma_{x, 1} & \gamma_{y, 1} & \gamma_{z, 1} & \gamma_{\omega, 1} & \gamma_{\phi, 1}
\end{array} \gamma_{\kappa, 1}\right.} \\
& \gamma_{x, 3} \tag{3.11}
\end{array} \gamma_{y, 3} \gamma_{z, 3} \gamma_{\omega, 3} \gamma_{\phi, 3} \gamma_{\kappa, 3}\right]^{T} .
$$

Again, an artificial scene is constructed, and 32 randomly dispersed tie points selected from the underlying terrain are projected into each of three images. The Jacobian is computed using developed analytical expressions. The Hessian is constructed, $\left(\mathbf{G}=\mathbf{J}^{T} \mathbf{J}\right)$, and decomposed with the SVD.

The eigenvalues obtained by the analysis suggest a possible single DOF exists. The corresponding eigenvector coincides with sliding the fore and aft cameras along $X$ (along-track direction) in a manner where one camera is proportionately slid in the opposite direction of the other camera. When the cost function is evaluated along this direction the existence of the DOF is confirmed. The ratio of the distances moved by the two cameras is determined by the angles of incidence $(\phi)$, as illustrated in Fig. 3.7. Assuming that the third camera slides a distance $\delta x_{3}$, the distance needed for the first camera to move to obtain zero cost is expressed as

$$
\delta x_{1}=\left(x_{3}+\delta x_{3}\right) \frac{\tan \left(\phi_{3}\right)}{\tan \left(\phi_{1}\right)}-x_{1}
$$

### 3.4 Example with Orbiter Data

To demonstrate the practical impact of the existence of DOF in BA, we illustrate their effect on the terrain reconstruction problem using images from NASA's HiRISE camera on MRO [84]. HiRISE data has been processed by several researchers using poor accuracy ephemeris data and/or GCPs (e.g. see Li et. al [30] and Kirk et. al [15]) to obtain DEMs. The accuracy of these DEMs should not be measured by the residuals of BA. We demonstrate here that although the BA process converges to a low cost solution, that other significantly different solutions exist that have similar cost.

A stereo pair of images capturing East Mareotis Tholus are used, PSP_001364-2160 and PSP_001760_2160. Feature matching to find tie points and check points was performed with the SURF algorithm [60]. Over 20,000 features were successfully matched with subpixel accuracy. The RANSAC algorithm [85], using homography as an underlying model, was applied to eliminate rare mismatches. The SPICE kernel [86] provided the necessary information to translate pixel coordinates into focal plane coordinates and also corrected for optical distortion. An uniformly distributed subset of ephemeris data was chosen to be included in BA to provide control and avoid drift. For each image, BA was given a set of 400 observations of ephemeris data. Initial pose parameters were estimated by a polynomial fit the all ephemeris data available (approx. 20,000 points per image). With this data, pushbroom BA was performed with 400 tie points, withholding the rest to be used as check points for measuring the consistency of the results.

To check that the scene geometry was similar to Geometry 1, a simple test was performed. For each pair of image lines with a matched feature (tie point) normal vectors for the planes formed by each camera's CCD array and focal point were computed. The angle between these normal vectors is a measure of the coincidence of two planes. Computed statistics are given in Table. 3.2. They show that for this stereo pair the scene geometry resembles that described by Geometry 1 which has three freedom degrees.

A sparse terrain model model is given by the tie points after BA. To see if this terrain

Table 3.2: Plane coincidence, angle (in expressed in degrees) between vectors normal to planes. Statistic for overlapping lines in both images.

| Mean | Min | Max | Std. dev. |
| :---: | :---: | :---: | :---: |
| 1.3274 | 1.3242 | 1.3307 | 0.0017 |

Table 3.3: Mean reprojection error (in pixels)

|  |  | Non-disturbed | Disturbed |
| :---: | :---: | :---: | :---: |
| Before BA | u | 17.92 | 208.11 |
|  | v | 0.21 | 2.51 |
| After BA | u | 0.62 | 0.62 |
|  | v | 0.01 | 0.01 |

model is unique, we perturbed the original path of one camera. Perturbation values were constant offsets from their measured values: $300 \mathrm{~m}, 100 \mathrm{~m}, 100 \mathrm{~m}$ for $x_{0}(t), y_{0}(t)$ and $z_{0}(t)$ respectively, $0.1 \mathrm{mrad}, 0.2 \mathrm{mrad}, 0.2 \mathrm{mrad}$ for $\omega_{0}(t), \phi_{0}(t)$ and $\kappa_{0}(t)$ respectively. These perturbations are smaller in magnitude than the adjustments determined through BA by Kirk [15] for similar HiRISE data.

BA was performed again. The results from both consistency measurements are presented in Table. 3.3. In both cases the back-projection error was significantly decreased and the residual error for the check points have the same value. In both cases BA adjusted the path, and the tie points to be equally consistent with the HiRISE imagery. We will now show that the tie points represent a different shape.

As expected the sparse terrain models represented by these tie points are shifted and rotated from one another. Absolute position error of many hundreds of meters was found as the RMS of differences of the $x_{f}, y_{f}, z_{f}$ of the same features in both point clouds, Table. 3.4. To measure the difference in shape we first found a transformation (translation and rotation)

Table 3.4: RMS difference of two obtained terrain models (in meters)

|  | Absolute | Shape |
| :---: | :---: | :---: |
| x | 265.92 | 4.56 |
| y | 668.28 | 4.26 |
| z | 345.47 | 5.76 |

Table 3.5: $\quad R M S$ of terrain error for 100 simulation runs for satellite imagery with assumed image noise of 0.5 pixel and path noise of $\left[5 \mathrm{~m}, 5 \mathrm{~m}, 5 \mathrm{~m}, 15 \mathrm{e}^{-6} \mathrm{rad}, 15 \mathrm{e}^{-6} \mathrm{rad}, 15 e^{-6} \mathrm{rad}\right]$

|  | Geometry |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  |
|  | Init | BA | Init | BA | Init | BA | Init | BA | Init | BA |
| x | 3.76 | 3.09 | 3.02 | 2.04 | 4.44 | 4.19 | 3.89 | 3.14 | 3.79 | 3.11 |
| y | 4.24 | 2.92 | 4.19 | 4.20 | 3.93 | 2.88 | 3.78 | 3.01 | 2.81 | 2.59 |
| z | 18.47 | 15.82 | 15.74 | 16.43 | 14.53 | 12.95 | 15.65 | 13.75 | 13.50 | 11.95 |
| avg | 8.82 | 7.28 | 7.65 | 7.56 | 7.63 | 6.67 | 7.77 | 6.64 | 6.70 | 5.89 |

that minimizes the sum of squared distances between respective points in both clouds. The residual of this sum after this transformation is then our measure of the difference in shape between the two terrains. This too is presented in Table. 3.4. The error in shape is less significant numerically than the shift, but may be more significant scientifically. One should be very careful when inferring some physical properties from DEMs generated in such a manner.

### 3.5 Simulations of Satellite Imagery

In this section computer simulation results performed for different scene configurations are presented. Computer simulations were performed to assess the influence of degrees of freedom on the accuracy of BA. A new simulation setup was constructed for this analysis. First a terrain model consisting of 512 points was created. Then, using one of the imaging geometries and a simple camera model resembling the QuickBird camera [87, 88], artificial images were generated. At this point, error-free terrain reconstruction was possible through triangulation. Next white Gaussian noise with a standard deviation of 0.5 pixels was added to the images to simulate quantization and feature detection errors in real images. Finally colored noise was used to disturb path measurements. The standard deviation of the noise added to path measurements was 5 m for position and $15 e-6 \mathrm{rad}$ for orientation. At this point, due to added noise, terrain reconstructed by the triangulations is significantly differ-
ent from the original terrain. Ten evenly distributed path measurements were selected and used as PCPs. These artificial noisy images and PCPs provide input to the BA algorithm. Then BA algorithm adjusted both camera poses and was allowed to run until convergence. RMS of the difference between BA reconstructed terrain and the original terrain defines the performance measure of the accuracy of BA. The above procedure was repeated 100 times and the average results are presented Table. 3.5.

In all cases the terrain reconstructed by BA is closer to the original terrain than the terrain obtained by initial triangulation and the accuracy gained through applying BA is similar for all geometries. However, there is no clearly visible advantage in using a mathematically constrained geometry over one that is constrained. This result appears to refute the previous analysis. To understand the discrepancy between the existence of degrees of freedom and BA's performance additional tests were performed.

Typical satellite imagery is from high altitude with a very narrow field of view (FOV). These high aspect ratios are an additional source of ill conditioning for BA which swamp out the geometric effects we address. On the other hand pushbroom imagery from air vehicles has significantly lower aspect rations due to both lower altitudes and wider FOV cameras. Examples of pushbroom cameras used in aerial missions include ADS40, ADS80 from Leica Geosystems [89, 90] or High Resolution Stereo Camera (HRSC) [91].

A second simulation was performed using a model of an aerial camera similar to HRSC with a FOV increased from 12 to 20 degrees. The focal length was 165 mm and the pixels size was 6.5 um and the flight altitude was set to 2000 m . Path noise was set to 10 m for the position and $5 \mathrm{e}-3 \mathrm{rad}$ for the orientation. The standard deviation of image noise was set to 0.1 pixels. These values for the path distortion are large compared to the state of the art navigation systems [90]. However, such systems are prohibitively expensive for some users and lower cost system offer similar to worse accuracy compared to the one assumed.

The results for 100 runs comparing geometry 1 and 2 are presented in Table. 3.6. In this case, the degrees of freedom in the scene geometry do affect the accuracy of BA. The

Table 3.6: $R M S$ of terrain error for 100 simulation runs for aerial imagery with assumed image noise of 0.1 pixel and path noise of $\left[10 \mathrm{~m}, 10 \mathrm{~m}, 10 \mathrm{~m}, 5 e^{-3} \mathrm{rad}, 5 e^{-3} \mathrm{rad}, 5 e^{-3} \mathrm{rad}\right]$

|  | RMS Error |  |  |  | Shape Error |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Geo 1 |  | Geo 2 |  | Geo 1 |  | Geo 2 |  |
|  | Init | BA | Init | BA | Init | BA | Init | BA |
| x | 6.08 | 5.85 | 6.08 | 5.64 | 0.24 | 0.21 | 0.28 | 0.01 |
| y | 6.95 | 5.53 | 6.99 | 3.99 | 2.01 | 1.56 | 2.04 | 0.05 |
| z | 19.35 | 15.19 | 19.54 | 4.51 | 0.11 | 0.09 | 0.27 | 0.03 |
| avg | $\mathbf{1 0 . 7 9}$ | $\mathbf{8 . 8 6}$ | $\mathbf{1 0 . 8 7}$ | $\mathbf{4 . 7 1}$ | $\mathbf{0 . 7 9}$ | $\mathbf{0 . 6 2}$ | $\mathbf{0 . 8 6}$ | $\mathbf{0 . 0 3}$ |

RMS Error is shown in the first two columns. The right two columns contain the shape error. Shape error is computed as the RMS difference between the original terrain and the recovered terrain once it has been shifted and rotated to best match with the original terrain. This measure is not influenced by simple translation or rotation but only by warping as it measures shape deformation.

Reconstructed terrain from the constrained geometry 2 is twice as accurate as the geometry 1 in terms of simple RMS error. In terms of shape error, geometry 2 provides twenty times better reconstruction than geometry 1. These simulations show that geometry can affect terrain reconstruction accuracy for aerial imagery. Moreover the developed method provides a tool for analyzing any geometry and provides insight into the nature of the degrees of freedom.

Even though, we were not able to demonstrate a practical advantage of one geometry over another with aspect ratio's typical for satellites, we were able to demonstrate the effects of geometry on the accuracy of terrain reconstruction under certain limited conditions. Another simulation, more similar to the analysis, with different perturbations on the parameters was performed. In this case, no image noise was added and only one camera pose was disturbed. The other camera's path parameters were left undisturbed and held fixed for BA. In this setup BA was always able to reconstruct the original terrain when geometries without degrees of freedom were used. However, the reconstructed terrain was always deformed with the unconstrained geometries, even though BA cost was reduced to 0 . Reasonable values of

Table 3.7: Terrain error as a function of a minimum BA cost.

|  | BA stop condition - avg. cost per feature |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 pixel | 0.1 pixel | 0.01 pixel | $1 e^{-3}$ pixel | $1 e^{-4}$ pixel | $1 e^{-5}$ pixel | 0 pixel |
| Avg. terrain | Geo 1 | 0.239 | 0.239 | 0.235 | 0.235 | 0.236 | 0.219 | 0.223 |
| error - | Geo 2 | 0.300 | 0.137 | 0.131 | 0.129 | 0.045 | 0.007 | 0.000 |
| mean(x,y,z) | Geo 4 | 0.216 | 0.217 | 0.217 | 0.217 | 0.127 | 0.015 | 0.000 |

accuracy for localizing tie points impart so much noise at aspect rations typical to satellites that these errors swamp out the improvements gained using constrained geometry.

To explore the relationship between tie point localization noise and terrain accuracy the termination condition for BA was modified to approximate image noise. Under normal conditions BA runs until it converges (i.e., no better solution can be found). In this investigation, a weaker termination condition dependent upon the cost $C$ was added. BA was stopped after it reached some predefined cost. Since the BA's cost is an aggregate image error, a weak termination condition is similar to feature localization noise. In this case, no image noise is added, but the pose parameters were perturbed. Table. 3.7 presents results of this simulation for geometry 1,2 and 4 . When the termination condition allows the cost to be relatively large BA exhibits no dependence on the scene constraints. As the termination condition is reduced, the performance for the constrained geometries improves. Unfortunately, to take advantage of the constraints of the scene, BA has to be able to converge to extremely small cost which on average is a fraction of the size of a pixel. Obtaining such a small cost is impossible with a real imagery, where features are identified with the accuracy up to one tenth of the pixel at best. This fact limits the practical significance of the identified degrees of freedom for the imagery obtained by the satellites.

### 3.6 Summary

In this chapter we described challenges that face BA when it is applied to imagery obtained with a pushbroom camera. A method for identifying degrees of freedom in viewing
geometries was developed. The method based on the decomposition of the Hessian matrix computed at the solution is able to identify linear directions along which the cost remains zero. The method was applied to six scene geometries that are commonly used to obtain imagery with pushbroom sensor. First five of those geometries assumed a single sensor on board of the satellite and image acquisition during two passes over a region. In two of these cases, certain degrees of freedom were found that should deleteriously affect terrain reconstruction accuracy. The last geometry under analysis assumed multiline sensor configuration that is also very common. A degree of freedom was found in this case as well. An experiment involving the real data captured by the satellite was performed to illustrate how harmful DOF are for BA. This experiment is aimed at cautioning the society about possible flaws of DEMs generated without proper control (e.g. in extraterrestrial applications). Numerical simulations under conditions resembling real camera systems were performed in order to verify expected gains in accuracy when using constrained geometries. It was found that for satellite imagery BA improves the terrain reconstruction similarly for all geometries, regardless of the presence of DOF in the geometry. Further analysis was able to attribute this discrepancy between theory and practice. For the satellite imagery the minimization problem is simply ill conditioned to start with and using constrained geometries does not eradicate this basic problem. However, for simulations of much better conditioned lower altitude aerial imagery, the scene geometry did affect terrain reconstruction accuracy particularly with FOV imagery.

## Chapter 4

## Parallel Tracking and Mapping for controlling VTOL airframe

### 4.1 Introduction

Improved accuracy, robustness, and capability of real-time processing in video-based simultaneous localization and mapping (SLAM) have recently made it a viable tool in a navigation solution for unmanned aerial vehicles (UAVs). However, obtaining an accurate and robust SLAM solution using only video has only recently been solved and not in a manner suitable for use on UAVs. These recent solutions require significant modification to be used robustly in the navigation of such a demanding application. But, the reward for a successful use of video based SLAM in these applications is high because vision based navigation can provide a very affordable technology, and because vision sensors have advantages over other sensors currently used in successful SLAM solutions for these applications.

Work presented by Klein and Murray gives a novel approach to vision based SLAM, parallel tracking and mapping (PTAM), wherein bundle adjustment (BA) is used instead of the typical filtering approach [42, 92]. The algorithm's accuracy and the robustness of their design are superb compared to any known real-time SLAM algorithm based on filtering. A key paper by Strasdat et al. compares performance of SLAM algorithms based on filtering and the SLAM algorithms based on bundle adjustment [43]. This work presents a modified version Castle's implementation of PTAM [93], parallel tracking and mulitple
mapping (PTAMM), for use in navigation on a vertical takeoff and landing (VTOL) UAV. PTAMM is available as an open source library. The PTAMM library works well for certain situations without modification, but is very limited in its application for UAV navigation without significant modification.

Very recent successes in using SLAM in real-time for navigation on small VTOL airframes have demonstrated its potential. However, nearly all of these successes have used SLAM solutions based on sensors other than pure vision. For example, several researchers have used LIDAR in their solutions including Bachrach et al.[40] Also, even more recently researchers have been successful in using depth cameras which return a dense array of pixels corresponding to the distance to the object seen by the pixel. However, both the depth cameras and the LIDAR which are small enough to be carried on a small UAV are very limited on range (on the order of 10 m at best). Furthermore, current versions of the depth cameras cannot be used out doors, and both are significantly more expensive than simple cameras.

There are several examples of researchers working on video based SLAM for control of UAV. The authors are only aware of one other successful use of video-based SLAM in guidance of a UAV, other than that presented here. It is work performed by Bloesch et al. [37]. It shows that a PTAMM solution can be used to guide a UAV. However, in that work the UAV moves a very limited distance, with almost no rotation, in a scene where the map is generated prior to flight. It does not address the issues of building the map during flight. Also, Nuetzi et al. [39] present an approach to estimate a scale in PTAM by using data from an inertial measurement unit (IMU). But, this work presents only simulations and does not document any atcual flights. Other similar examples include researchers that collect data during flight and post process it off-line [34-36].

In this work the PTAMM algorithm is successfully modified to provide the position measurements necessary for the navigation solution on a VTOL UAV while simultaneously building the map. Furthermore, it is used in flights where large maps are constructed in real-


Figure 4.1: $P T A M M$
time as the UAV flies under position control with the only position measurements coming from PTAMM for the navigation solution.

### 4.1.1 PTAMM

This section gives an overview of the PTAMM algorithm. It gives a general overview of the entire algorithm, but only gives details in the parts that were modified to improve the algorithm's robustness in use for navigation with VTOL aircraft. For a more detailed description of the entire algorithm please refer to [9, 42, 92].

PTAMM builds a map of the environment by triangulating objects that are observed as matched features in images taken from significantly different vantage points. These images are called keyframes. At the same time it uses this map of 3D features and the current image to estimate the current camera pose by calculating it with the 3D features that are observed in this image. This is the normal operation when it is in the tracking state. However, PTAMM has three states:

1. Uninitialized
2. Tracking
3. Recovery

In the unitialized state, before the algorithm starts tracking, an initial map of 3D features is created using two frames. The user marks these two video frames which should be separated by a known distance and should observe the same part of the scene. This distance sets the scale of the entire map. These frames as stored in the algorithm as the first two keyframes and used throughout the tracking state. After marking a frame as the first keyframe FAST [62] is used to detect features in it. Those features are searched for in all the incoming frames. Searching uses correlation between patches of images centered around a feature. These patches are used to match it throughout the incoming frames. If the correlation is above a threshold the feature is declared found in the new frame. Otherwise it is excluded from further processing. After marking another frame as the second keyframe all the features that were successfully tracked from the first to the second keyframe are used to determine a homography between the two. The homography is decomposed to find the keyframes' poses by using the Faugeras and Lustman algorithm [94]. The distance between the camera positions is set to the user predefined value. BA is then used to refine the two camera poses and 3D feature locations. An epipolar search is then run to increase the size of map by finding more matches in the FAST features from the two keyframes. The algorithm moves to the tracking state.

Tracking is performed in parallel in two threads. The first thread, the Tracker, uses information stored in the map to find the camera pose for the current frame. The second thread, the MapMaker, maintains, extends and improves the accuracy of the information stored in the map. An overview of tasks performed by both threads is shown in Fig. 4.2.

The Tracker uses two stages, first the camera orientation is estimated by either a camera motion model or coarse image based minimization. Next, this orientation is used in the main tracking routine which estimates both the orientation and the position of the camera. In the default mode the motion model is not used, instead the Benhimane and Malis algorithm [95, 96] is used to roughly estimate camera orientation relative to the previous frame, and this is used for an initial guess in the main tracking algorithm. The main tracking algorithm


Figure 4.2: PTAMM tracking overview
is based on finding image patches associated with 3D features in the current video frame. For each feature, in the possibly visible set (PVS), a search is done locally around the location predicted by the projection of the 3D feature into the camera frame. This projection uses the initial guess of the current camera orientation computed at the first stage of the Tracker. To reduce the time for the feature search, only locations marked in the current frame as FAST features are considered. To help provide rotational invariance, feature patches are warped accordingly to the camera pose estimate. Once the image templates are matched a minimization process improves the estimate of the the camera pose associated with the current frame. This minimization tries to reduce the difference between actual feature locations and their predicted locations based on the current camera pose estimate.

The MapMaker only runs BA when new keyframes are added. Keyframes are added
using a normalized measure of distance to nearest keyframe. One key parameter calculated during tracking is the scene depth, which is the average of the distance to the features seen in the current frame. The normalized distance to the nearest keyframe is the distance to this keyframe divided by the scene depth. When the camera is moved to a new location that is further than a predetermined a normalized distance from any of the existing keyframes, the new frame is added as a keyframe.

The MapMaker maintains and extends the set of 3D features and the set of keyframes. When a new keyframe is added the Mapmaker uses an epipolar search between the new keyframe and one of the old keyframes to find new feature matches, which are triangulated to extend the map. BA is then performed with this new keyframe and and its four nearest neighbors to further refine poses and 3D feature locations. Then additional measurements of the new 3D features in other keyframes are added by searching for matches in their FAST features. Finally, BA is run with the entire set of keyframes and 3D features. Because this BA is much more computationally intensive than the Tracker algorithms, it is not capable of being at the typically required frame rates. Therefore the MapMaker is implemented in a separate thread that runs at much lower frequency than the Tracker.

PTAMM implements a recovery algorithm. Recovery is triggered when failure of the Tracker is detected. For each frame the Tracker computes the number of 3D features successfully identified in it. During normal operation most of the features in the PVS are found. However, significant changes between consecutive frames decrease number of features found because predicted feature locations are inaccurate due to the initial pose estimate being poor. Similarly, image blur decreases number of features found as a result of the features being smeared. Both of these can be caused by a fast camera motion and the significant inter-frame change can also be caused by limited frame rate. Without sufficient number of features or with enough false matches the Tracker minimization fails and the camera pose estimate drifts away from the true value. Since tracking of the current frame uses the pose estimate of the previous frame significant loss in tracking accuracy starts a chain effect that
usually leads to the failure of tracking. Once critical tracking conditions are detected, i.e., when the ratio of features found to the PVS in the frame drops below a threshold for a couple of consecutive frames, the algorithm stops relying on the pose information computed at the previous frames and PTAMM enters recovery. The current frame is compared to the stored keyframes, and the best matching keyframe is selected. Comparison uses zero-mean sum of squared differences and works on sub-scaled versions of the frames. 2D transformation of the selected keyframe into the current frame is computed using Benhimane and Malis algorithm [95, 96]. This computed transformation is used to estimate 3D camera rotation that would result in the computed image transformation. The Tracker is run with the initial position being equal to selected keyframe position and initial rotation being equal to computed 3D rotation. PTAMM recovers faster when the camera is pose is close to one of the stored keyframes poses.

### 4.2 Modifications to PTAMM for map building in navigation

In this section modifications to PTAMM are described that are made in an attempt to make it more robust in the application of navigation for VTOL airframes. First a modification to initialization part of the algorithm is described. Next changes to the keyframe addition and matching procedures are outlined.

### 4.2.1 SURF for initialization

During the initialization PTAMM uses a correlation based technique to track the features between frames as the camera moves from the first keyframe to the second. This approach is extremely error prone as any non smooth camera movement results in a rapid decrease in the number of features being tracked and forces a restart of the procedure. This prevents initialization in cases where the camera needs to travel significant distances in order to obtain reasonable stereo separation or when being transported by an aerial vehicle. Klein [97]


Figure 4.3: Example of matching newly added keyframe. From left to right: newly added keyframe, PTAMM match for a new keyframe, proposed FAST based match. For the new method, note the overlap of the left parts of the keyframes which allows for addition of new 3D features to the scene. Using original PTAMM match would not initialize new features.
identified this problem and proposed a two stage initialization. In the first stage tracking uses a single keyframe and operates using a homography. Features do not have 3D information attached and camera pose is not accurate. Once the camera is moved away from the first keyframe location and there is enough stereo separation between the views the algorithm switches into the normal mode.This approach allows initialization even when the camera movement is not smooth, however it assumes that initial scene is planar which is in general not true. Also, setting up the scene scale is less robust as the algorithm decides internally when to insert the second keyframe. If external devices like GPS or a barometric altimeter are used to set the scale their measurement may not be accurate or ready at this time.

We have chosen to implement an initialization procedure that uses the SURF [60] feature detector. After capturing the first keyframe SURF features are localized and the algorithm waits for the user to move the camera and mark another keyframe. No tracking is performed between the two keyframes, which allows the camera to be moved freely. When the user adds another keyframe SURF features are again found and matching is performed. The SURF implementation in the OpenCV library [98] is used to perform both feature extraction and efficient tree based matching. The rest of the initialization proceeds as in the original algorithm.

### 4.2.2 Fast map expansion

The algorithm for expanding the map in PTAMM works well for moving around an object while veiwing it from different locations or for moving in the direction the camera is looking. However it does not work well when new areas are viewed by rotating. In order to explore the environment (e.g. move in the corridor or go into a new room) user needs to carefully plan the pattern in which the the camera is moved. The map can not be expanded by simply pointing the camera into unknown part of the scene because a stereo view of any feature is needed to locate it. This poses challenges for exploration as two stereo separated frames picturing unmapped part of the scene are needed to expand the map with 3D features from this unknown part of the scene. PTAMM tries to expand the map only when a new keyframe is being added. Before adding a frame as a new keyframe the algorithm is required to determine:

- whether the current video frame contains new information useful for the algorithm? (part of the Tracker)
- and if yes, which old keyframe should be used for matching features with the new keyframe? (part of the MapMaker)

To answer the first question PTAMM uses normalized distance described in the previous section and to answer the second it uses the keyframe with the smallest linear distance from it. In neither case viewing angles are considered. This approach limits the algorithm's ability to explore the environment. Adding new features becomes difficult once an initial set of keyframes is captured because the camera location is likely to be close to at least one of the keyframes already in the set, although the current view may see a significantly different area due to rotation. This prevents fast and reliable exploration because areas without initialized 3D features stay unmapped. Finally, using closest keyframe for matching limits the possible stereo separation and the closest keyframe does not necessarily have the largest overlap of viewing area. We propose modifications changing keyframe handling that focus
the algorithm on expanding the map. As a result exploration is made easier.
A modified condition for adding a new keyframe is described here. The algorithm always adds a keyframe if the original, distance based criterion is fulfilled. If it is not, a new keyframe can be added based on the camera viewing direction. The viewing direction is compared with that of all keyframes within the threshold for normalized distance used to add keyframes. If the angle between current frame's viewing direction and a viewing direction of all keyframes in the described set is above a threshold we add the current frame as a new keyframe. The difference between viewing directions is just an angle between the two vectors representing them. This modification alone breaks the next part of keyframe addition - matching. The closest keyframe may not have significant stereo seperation and may not have significant overlap. Modification of the keyframe selection for matching is described next.

To ensure valid triangulation only keyframes having enough separation from the current frame should be considered for matching. To maximize the number of new 3D features added in the unmapped regions the keyframe selected by the algorithm should have a large overlap with the candidate frame in the region that is missing features.

Two approaches to accomplishing this were implemented and evaluated. In the first one the closest point of intersection of the camera viewing vectors is found to obtain a 3D point whose distance to the camera locations is compared to scene depths for the keyframes. The difference between expected point depth and the actual depth is used as a quality measure. A small difference suggests that the camera is looking at a similar area of the scene therefore a keyframe with the lowest difference is used for matching. In the second approach matching is run on scaled versions of the frames. This utilizes FAST features that were already found for tracking of the frame. A keyframe that has the highest number of matches with the candidate frame is selected for a full matching on the full resolution frames.

Practical evaluation of the two approaches reveals that while the first method gives instantaneous results, the second method finds the best keyframe to match with far more
often. The second method was chosen as the default implementation. Note that time requirements of the second method do not disturb tracking as keyframe addition is a part of MapMaker thread and it does not delay the Tracker. Fig. 4.3) shows a new keyframe and the keyframe chosen for matching using the original and new algorithms.

### 4.3 Modifications for handling low framerate video

Because our intended application of PTAMM might require use of significantly reduced computational power with an onboard processor the framerate becomes an important consideration. In this section we describe adaptations of the algorithm, aimed at allowing successful tracking even when changes in successive frames are significant. Although our initial implementation for navigation uses the results from offboard processing of the video with PTAMM, we intend to move this to an onboard processor. Reduced processing power results in the decrease of the number of frames that can be processed per second. This in turn leads to more significant differences between consecutive frames used by the Tracker. This phenomenon is further intensified when sudden accelerations are present (e.g. during wind gusts). Large image differences between consecutive frames is the usual cause for the Tracker to fail.

To estimate the camera orientation that is used to seed the Tracker PTAM uses what it refers to as small blurry images (SBI). The SBI algorithm uses the Benhimane and Malis algorithm [95, 96] which runs on 16 times sub-scaled and blurred versions of two frames. The Benhimane and Malis algorithm finds a 2D transformation (rotation and translation) converting the previous frame to the current frame. The returned 2D transformation is used in a minimization that finds a 3D rotation. The computed 3D rotation is applied to the pose of the previous frame to compute current frame pose.

PTAMM also includes a motion model for the initial pose estimate to replace the SBI algorithm. In our evaluation the SBI algorithm was found to behave much more reliably, especially when tracking at higher speeds or when direction of movement was changed
rapidly. Also, it is the default mode set by the PTAMM creators. However, when video frame rate is lowered and the camera motion is significant neither approach seeds the Tracker with a good orientation estimate and the Tracker fails. We describe two approaches that attempt to address this problem.

The first approach uses external measurements from sensors onboard the aircraft which measure angular rate. Most unmanned airframes are equipped with an inertial measurement unit (IMU) including accelerometers and gyroscopes that is used for flight stabilization. Gyroscopes provide angular rate measurements for rotation along the $X, Y$ and $Z$ axes of a body-fixed coordinate frame. The output of the gyroscopes are numerically integrated between camera frames using what is commonly known as the the "strapdown equation" in the navigation community. This provides an incremental update to orientation between frames, and is used to replace the SBI algorithm.

The second approach extends the SBI algorithm by seeding it with multiple starting points for the minimization. In the original implementation of the SBI algorithm the Benhimane and Malis algorithm is run once with an initial seed of zero rotation and zero translation. However, due to the low computational cost of this algorithm it is feasible to run the algorithm multiple times when processing a frame without incurring significant time delay. Therefore PTAMM was modified to detect failure of the Benhimane and Malis algorithm and turn on an "early recovery mode" where it is seeded with several initial values.

Failure is detected based on the final value of a cost function. The cost function is formulated as a difference between image intensities for the current frame and the previous frame transformed by the 2D transformation under estimation. Final cost is scaled by the inverse of the total number of pixels in the overlap area between the transformed and the candidate frame. If it exceeds a threshold a failure is assumed. The "early recovery mode" runs Benhimane and Malis algorithm starting with 27 different seeds of the 2D transformation. This transformation includes three variables: one rotation and two translations. The 27 different values are derived from all possible combinations of three values for each of the
variables. The rotation can take values of $\left(-45^{\circ}, 0^{\circ},+45^{\circ}\right)$, and the translations can take values of $-1 / 3$ frames, 0 frames,$+1 / 3$ frames. The solution with the lowest cost is chosen as base for a seed for the main minimization in the Tracker.

We also performed tests when the default single seed minimization is allowed 10 times more iterations than in the original PTAMM implementation. However test results (not shown in this paper) indicate that increasing number of iterations does not improve the results of the Tracker suggesting that the minimization must be converging to a non global minimum.

### 4.4 Cursory evaluation of tracking accuracy

In order to obtain a rough idea of the accuracy of the PTAMM solution a few experiments were performed in the scene shown in Fig. 4.6. In one experiment PTAMM was started and the map was initialized with the scale set to the precisely measured distance between initial keyframes. Then, the camera was moved along the lines of a rectangle drawn on the ground. The rectangle's sides measured 5 m and 6 m . PTAMM tracking results were logged and Matlab was used to plot position estimates. As shown in Fig. 4.4, PTAMM reconstructed path closely resembles the rectangle. Recovered distances are within $5 \%$ of the expected ones.

In an another experiment, the camera was left stationary while PTAMM was allowed to track for 30 seconds. This experiment allows to estimate the position variance. Results are presented in Fig. 4.5, which shows that the variance is within 1 cm in each axis. Both of the experiments were performed with the average distance to the features being around 20 m .

### 4.5 Evaluation of tracking performance

To evaluate changes to PTAMM two tracking experiments were performed. The first used a motion that had a single degree of freedom where a rotational motion stage was used to generate a known motion. However the parameters of the motion like the speed and


Figure 4.4: Position computed by PTAMM for a rectangular movement. Actual PTAMM measurements are shown in solid line, fitted rectangle is shown in dashed line. For the actual movement the rectangle dimensions are 5 m by 6 m . Rectangular fitted to PTAMM measurements is $6.34 m$ by 4.94 which is within $5.6 \%$ and $1.3 \%$ of error in the first and the second dimension respectively.
direction of movement were easily changed without changing other parameters. The second experiment used a freehand motion with 6 degrees of freedom. In both experiments all the data used by PTAMM were created prior to running the algorithm.


Figure 4.5: Scatter plot of the $x$ and $y$ position estimates given by PTAMM for the stationary camera. Position estimate standard deviation estimated from this data is less than 1 cm for each of $x, y$ and $z$.


Figure 4.6: Image created by stitching together some of the images used in the motion simulation. Stitched image covers 160 deg of rotation


Figure 4.7: a Setup used to capture data for motion simulation, Comparison of the tracking quality for different methods of estimating camera pose seeded to the Tracker and at different video framerates b 20fps, c 10fps, d 5fps

### 4.5.1 Stage Results

The camera was attached to a rotation stage. The stage offers a communication protocol that was used to query its orientation. Video data and stage position measurements were acquired and stored during a stage rotation encompassing 160 deg . In the resulting dataset each video frame has a corresponding measurement of the stage rotation assigned to it. This allows simulation of arbitrary motion in the single degree of freedom of the rotation stage. Rotations following a sine wave were used for the evaluation. The PTAMM video input was modified to use stored images. A frame rate limiting mechanism was also added. Additionally, PTAMM was run to create and save a map with features covering the entire area seen by the camera during the stage swath so that the same map was used for all experiments.

Evaluation of the method using gyroscope measurements $\boldsymbol{w}$ requires simulation of these measurements. Stage rotation measurements are used for that purpose. Due to camera mounting, stage rotation corresponds to rotation around $Y$ axis in the camera frame. To simulate the measurements from the IMU an angular rate was approximated for $Y$ axis using the difference in angular position measurements from the stage and the time from the simulation. Guassian white noise was added to this approximation, where the variance of the noise was obtained from data collected from the IMU on the airframe used in experiments discussed later.

A series of runs were performed using the described simulation setup to evaluate PTAMM behavior under different video frame rates. For each frame rate a sinusoidal rotation was simulated and appropriate video frames were fed into PTAMM. In all cases the amplitude of the motion was set to 80 deg however, the frequency of the sine wave was varied from 0.05 Hz to 1 Hz . This corresponds to an average angular velocity being varied from around $2.5 \mathrm{deg} /$ second to over $50 \mathrm{deg} /$ second. Right before the start of the test saved map was loaded into PTAMM and locked to prevent any modifications. The motion sequence was started and PTAMM was allowed tracking for 30 seconds. Tracking results for each frame


Figure 4.8: Comparison of the tracking quality for a logged real date played at different frame rates
were recorded and the ratio of the number of features found in the frame to the number of features in the PVS was used as a performance metric.

Four algorithms were compared. Two standard PTAMM approaches: motion model and the SBI algorithm, and two proposed algorithms: the extended SBI algorithm and use of gyroscope measurements. The results of experiments are presented in Fig. 4.7. In all cases the modified methods improve the ability of the Tracker to estimate camera pose at higher motion speeds. Improvement is more clear at lower frame rates. The method using gyroscopes gains advantage over extended SBI at low frame rates and at high motion frequencies due to decreased overlap between frames caused by the motion.

### 4.5.2 IMU results

Another experiment used data captured during the freehand camera motion. Video input and gyroscopes measurements provided by the IMU attached to the camera were timestamped and saved at the PC. A PTAMM map of the scene was created before running the tests and stored as before. The captured video sequence was input to PTAMM at various frame rates.

Results are presented in Fig. 4.8. Extended SBI performs better that the default version


Figure 4.9: Multi-rotor airframe modified for PTAMM
at the lower frame rates, however the difference is as significant as in the previous results. Gyroscope based tracking performs very poorly though and is not shown in the figure because it failed in all cases. This might be the result of a couple of factors. Different time delays encountered on communication links from camera and from IMU can create a time offset between the data from each. An inaccurate estimate of the constant rotation IMU and camera may have caused too large of errors.

### 4.6 PTAMM airframe integration

Integration of PTAMM with the airframe used for testing involved both hardware and software modifications to multi-rotor UAV. An annotated picture of the airframe is shown in Fig. 4.9. In the current implementation, the PTAMM solution runs on a laptop computer in the Linux operating system, rather than on board the aircraft. Therefore the images are transferred to the ground either directly through an Ethernet cable or through an 802.11n
wireless transceiver. The camera is AXIS M1054, an IP security camera, with the resolution set at $800 \times 500$ pixels. The wireless transceiver is capable of transmitting well over 30 frames per second with this resolution, which is not a limitation because the PTAMM algorithm on the laptop processes approximately 15 to 20 frames per second in normal operation.

The PTAMM algorithm communicates with the OpenPilot autopilot through a 2.4 GHz serial communications transceiver connected to the INS board of the autopilot. The OpenPilot system is an open source autopilot with hardware consisting mainly of an INS board, a main control board, a GPS receiver, and a 2.4 GHz serial communications link with the ground station. The INS board contains the IMU sensors and a microcontroller, which implements the navigation solution. The authors have contributed to several parts of the development of OpenPilot and most significantly to the development of the navigation solution.

The navigation solution in OpenPilot is an EKF implementation of an INS. It takes 3 -axis accelerometer measurements and 3-axis rate gyro measurements as the inputs to the dynamic system modeled in the EFK. In addition, it uses a 3-axis magnetometer, GPS position, and GPS velocity as the measurements of the outputs of the system. The dynamic model used is a 6 DOF kinematic model of a rigid body. When using PTAMM with the navigation solution the GPS is not used. Rather, the position measurements from PTAMM replace the GPS position measurements and no velocity measurements are used. Also, when using PTAMM the magnetometers are not used, so the yaw angle of the airframe is not observable without another measurement. Since the both PTAMM and the INS represent orientation with a quaternion the simplest solution to this is to add an additional output/measurement to the INS which corresponds to the forth element of the quaternion. This element of the quaternion is highly correlated with yaw.


Figure 4.10: Map building with the new keframe addition. Camera successive positions where new keyframe is added are numbered from 1 to 7. 1-PTAMM after stereo initialization, 2-camera rotated to point into part of the scene without initialized features, 3-camera moved forward to obtain stereo separation, keyframe added and new features initialized, 4camera rotated again to look at another uninitialized part of the scene, 5-camera moved back for stereo, new features added, etc.

### 4.7 Test Flights

The exploration and navigation capabilities of the modified PTAMM algorithm were verified in test flights. As shown in Fig. 4.9 the camera looks horizontally as it is mounted on the UAV. Therefore rotating the UAV around the $Z$ axis (yaw) point it towards new parts of the scene. To add to the map features in a new area PTAMM needs two images(frames) of that area separated in space to allow for a stereo view. It is possible to generate large maps during flights under stable control using the navigation solution being generated with position and yaw measurements from PTAMM. This is done fairly easily with the modifications, but would be very difficult with original algorithm. A possible routine for moving and rotating


Figure 4.11: Panoramic view of a field house. One end of the field house is approximately 25 meters from the camera, other is around 125 meters from the camera.
the camera to extend the map is presented in Fig. 4.10. The map is created by moving in and out in a "circle", with multiple keyframes being added at the center and two keyframes being added at the rim of the "circle".

Fig. 4.11 shows a panoramic view of a 360 degree scene in a field house. It was possible to generate a map of nearly the entire 360 degree field of view very simply during flight controlled very stably by the navigation solution. This was done by rotating and moving back and forth a distance of about four meters. The two extreme ends of the field house, which are broken out in this figure, were approximately 25 meters and 125 meters away from the flight location. Despite the small stereo separation the only portion of the map where the UAV developed poor stability was when it was facing the end of the field house the furthest away. In this area nearly all of the features identified were very far away in the upper reaches of the field house and the PTAMM solution showed significant noise in the position solution.

Holding the UAV in hand an entire 360 deg map was generated in the same way. In this case however the map was closed through the full rotation. The UAV was then subsequently flown in this map even in the area where it was closed by rotation. Again the only problem area was when the camera was facing the furthest end of the field house. It was possible for the navigation solution to hold the UAV in one position while simply rotating 180 deg with this prebuilt map.

### 4.8 Summary

This chapter presented a vision based system for UAV navigation. Modifications to a leading SLAM algorithm, PTAMM, were developed, described and verified. After modifications, the algorithm is suitable to work with the UAV navigation system and shows better exploration capabilities. PTAMM extensions for handling low frame rate video were also proposed. Integration of external sensors into PTAMM was investigated, but the comparison to the existing implementation was inconclusive. Simulations show a promise of improved robustness which is not confirmed by the tests using hardware. However, extension to the coarse Tracker routine showed consistently better performance than the original implementation. The last sections of this chapter described the hardware used, including the four rotor airframe, camera, and wireless communication system, and presented results of the test flights where the UAV was controlled with use of PTAMM tracking results.

## Chapter 5

## Conclusions

The main interest of this dissertation is localization of objects and mapping of the environment. First, the problem of improving estimates of the camera pose in aerial and satellite imagery using imagery was studied. In particular, imagery obtained with pushbroom cameras was of interest. Contributions of this work include: 1) formulation of a method for detecting DOF in the BA; and 2) identifying that two camera geometries commonly used to obtain stereo imagery have DOF. This implies that there is no isolated global minimum that BA can converge to without other external controls. It is hoped that this observation brings much needed caution to the scientific community involved in extraterrestrial research that is relying on DEMs produced using imagery acquired with pushbroom cameras. Finally, the work presents results demonstrating that avoidance of the DOF can give significant accuracy gains in aerial imagery.

The second part of this dissertation describes an approach for developing a monocular vision based navigation system for UAVs. This system is built by modifying a leading SLAM algorithm to address challenges created by its use in real time navigation for a VTOL airframe. The map building capabilities are significantly improved and the robustness under low frame rate video is improved. The SLAM solution is successfully modified to provide the position measurements necessary for the navigation solution on a VTOL UAV while simultaneously building the map. It was used in flights where large maps were constructed in real-time as the UAV flew under position control with the only position measurements for
the navigation solution coming from SLAM. The main contributions of this part include: 1) extension of the map building algorithm to enable it to be used realistically while controlling a VTOL UAV and simultaneously building the map; 2) improved performance for low frame rates; and 3) the first known demonstration of a monocular SLAM algorithm successfully controlling a UAV while simultaneously building the map. Practical application of this solution still needs significant effort in order to eliminate some of the discovered problems. However, this work demonstrates that a fully autonomous UAV that uses monocular vision for navigation is feasible.

Future work on the monocular SLAM algorithm for control of VTOL UAV is needed to make it robust and more useful in such applications. This work would likely include two major things: 1) moving it to an on board processor; 2) tighter integration with the control system to control the motion of the UAV while extending map to avoid loss of tracking.
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## Appendix A

## Rotations

## A. 1 Rotation representations and transformations between them

Rotation matrix is a matrix that is used in an Euclidean coordinate space to perform rotation. Rotation matrix can represent rotation between two coordinate frames and can be used to transform point coordinates expressed in one frame to this point coordinates expressed in the other frame. For three dimensional space rotation matrix $\boldsymbol{R}$ is 3 by 3 matrix

$$
\boldsymbol{R}=\left[\begin{array}{lll}
R_{1,1} & R_{1,2} & R_{1,3}  \tag{A.1}\\
R_{2,1} & R_{2,2} & R_{2,3} \\
R_{3,1} & R_{3,2} & R_{3,3}
\end{array}\right]
$$

$\boldsymbol{R}$ has interesting properties, including its determinant being 1, all the rows and columns being orthonormal, and the inverse being equal to identity, i.e., $R^{-1}=R^{T}$.

Rotation matrix is one way of representing this rotations, others include Euler angles and quaternions. This section provides formulas to transform between different representation of the same rotation.

## A.1.1 Euler angles

Each rotation can be expressed as a composition of rotations along $X, Y$, and $Z$ axes. Assuming that we rotate by $\alpha, \beta$, and $\gamma$ along $X, Y$, and $Z$ respectively we have

$$
\boldsymbol{R}_{X}=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & c_{\alpha} & s_{\alpha} \\
0 & -s_{\alpha} & c_{\alpha}
\end{array}\right] \quad \boldsymbol{R}_{Y}=\left[\begin{array}{rrr}
c_{\beta} & 0 & -s_{\beta} \\
0 & 1 & 0 \\
s_{\beta} & 0 & c_{\beta}
\end{array}\right] \quad \boldsymbol{R}_{Z}=\left[\begin{array}{rrr}
c_{\gamma} & s_{\gamma} & 0 \\
-s_{\gamma} & c_{\gamma} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

where $c_{*}=\cos (*)$ and $s_{*}=\sin (*)$.
Those three rotations can be combined in any order, but two arrangements are the most common. If we rotate along $Z$ axis first, then along new $Y$ axis, and finally along new $X$ axis the corresponding rotation matrix $\mathbf{R}$ is given as:

$$
\begin{aligned}
\mathbf{R} & =\boldsymbol{R}_{X} \boldsymbol{R}_{Y} \boldsymbol{R}_{Z} \\
& =\left[\begin{array}{ccc}
c_{\beta} c_{\gamma} & c_{\beta} s_{\gamma} & -s_{\beta} \\
-c_{\alpha} s_{\gamma}+s_{\alpha} s_{\beta} c_{\gamma} & c_{\alpha} c_{\gamma}+s_{\alpha} s_{\beta} s_{\gamma} & s_{\alpha} c_{\beta} \\
s_{\alpha} s_{\gamma}+c_{\alpha} s_{\beta} c_{\gamma} & -s_{\alpha} c_{\gamma}+c_{\alpha} s_{\beta} s_{\gamma} & c_{\alpha} c_{\beta}
\end{array}\right]
\end{aligned}
$$

This arrangement is commonly used in aviation and three angles, $\alpha, \beta$ and omega, are called roll, pitch and yaw respectively. Given rotation matrix $\mathbf{R}$ we can find associated roll, pitch and yaw

$$
\alpha=\arctan \left(R_{2,3}, R_{3,3}\right) \quad \beta=\arcsin \left(-R_{1,3}\right) \quad \gamma=\arctan \left(R_{1,2}, R_{1,1}\right)
$$

On the other hand if we rotate along $X$ axis first, then along new $Y$ axis and finally along new $Z$ axis we receive following rotation matrix

$$
\begin{aligned}
\mathbf{R} & =\boldsymbol{R}_{Z} \boldsymbol{R}_{Y} \boldsymbol{R}_{X} \\
& =\left[\begin{array}{ccc}
c_{\phi} c_{\kappa} & c_{\omega} s_{\kappa}+s_{\omega} s_{\phi} c_{\kappa} & s_{\omega} s_{\kappa}-c_{\omega} s_{\phi} c_{\kappa} \\
-c_{\phi} s_{\kappa} & c_{\omega} c_{\kappa}-s_{\omega} s_{\phi} s_{\kappa} & s_{\omega} c_{\kappa}+c_{\omega} s_{\phi} s_{\kappa} \\
s_{\phi} & -s_{\omega} c_{\phi} & c_{\omega} c_{\phi}
\end{array}\right]
\end{aligned}
$$

This convention is prominent in photogrammetry field where having the last rotation along the $Z$ axis (usually camera boresight) simplifies some computations. In this context angles are usually marked as $\omega, \phi$ and $\kappa$. Again, given rotation matrix $\mathbf{R}$ we can recover $\omega, \phi$ and $\kappa$

$$
\omega=\arctan \left(-R_{3,2}, R_{3,3}\right) \quad \phi=\arcsin \left(R_{3,1}\right) \quad \kappa=\arctan \left(-R_{2,1}, R_{1,1}\right)
$$

## A.1.2 Quaternions

Any complex rotation can be expressed as a single rotation around a vector. We define $\theta$ to be magnitude of this single rotation around an unit vector $\boldsymbol{r}=\left[r_{1}, r_{2}, r_{3}\right]^{T}$. Quaternion is then expressed as:

$$
\begin{aligned}
\mathbf{q} & =\left[q_{0}, q_{1}, q_{2}, q_{3}\right]^{T} \\
& =\left[\cos \left(\frac{\theta}{2}\right), r_{1} \sin \left(\frac{\theta}{2}\right), r_{2} \sin \left(\frac{\theta}{2}\right), r_{3} \sin \left(\frac{\theta}{2}\right)\right]^{T}
\end{aligned}
$$

Any rotation matrix $\boldsymbol{R}$ can be written as a function of a quaternion $\boldsymbol{q}$ as $\boldsymbol{R}(\boldsymbol{q})$ where $R_{i, j}$ elements of Eq. A. 1 are given as

$$
\begin{array}{lll}
R_{1,1}=q_{0}^{2}+q_{1}^{2}-q_{2}^{2}-q_{3}^{2} & R_{1,2}=2\left(q_{1} q_{2}+q_{0} q_{3}\right) & R_{1,3}=2\left(q_{1} q_{3}-q_{0} q_{2}\right) \\
R_{2,1}=2\left(q_{1} q_{2}-q_{0} q_{3}\right) & R_{2,2}=q_{0}^{2}-q_{1}^{2}+q_{2}^{2}-q_{3}^{2} & R_{2,3}=2\left(q_{2} q_{3}+q_{0} q_{1}\right) \\
R_{3,1}=2\left(q_{1} q_{3}+q_{0} q_{2}\right) & R_{3,2}=2\left(q_{2} q_{3}-q_{0} q_{1}\right) & R_{3,3}=q_{0}^{2}-q_{1}^{2}-q_{2}^{2}+q_{3}^{2}
\end{array}
$$

## A. 2 Finding rotation between two frames

The problem is formulated as follows: given set of $n$ corresponding rotations $R_{c, p}^{i}$ and $R_{e b, e f}^{i}$, where $i \in[1 \ldots n]$, find constant rotations $R_{e f, p}$ and $R_{c, e b}$. Note that it is enough to find either $R_{e f, p}$ or $R_{c, e b}$ and the other will follow trivially. Here, we first solve for $R_{c, e b}$. All the rotations are presented in Fig. A.1. We start by formulating a vector loop:

$$
R_{e f, p}=R_{e f, e b} R_{e b, c} R_{c, p}
$$

Now, since $R_{e f, p}$ is constant, i.e., $R_{e f, p}^{i}=R_{e f, p}^{j}$ for any $i, j \in[1 \ldots n]$ we can write

$$
R_{e f, e b}^{i} R_{e b, c} R_{c, p}^{i}=R_{e f, e b}^{i+1} R_{e b, c} R_{c, p}^{i+1}
$$

Above equation can be used to formulate elements of the cost function $\boldsymbol{c}(\boldsymbol{K})$ where $\boldsymbol{K}$ is a parameter vector. $\boldsymbol{K}$ can be chosen to be three Euler angles representing the rotation $R_{e b, c}$


Figure A.1: Coordinate frames
and then the cost function becomes

$$
\boldsymbol{c}=\left[\begin{array}{c}
R_{e f, e b}^{0} R_{e b, c} R_{c, p}^{0}-R_{e f, e b}^{1} R_{e b, c} R_{c, p}^{1} \\
R_{e f, e b}^{1} R_{e b, c} R_{c, p}^{1}-R_{e f, e b}^{e} R_{e b, c} R_{c, p}^{2} \\
\cdots \\
R_{e f, e b}^{n-1} R_{e b, c} R_{c, p}^{n-1}-R_{e f, e b}^{n} R_{e b, c} R_{c, p}^{n} \\
R_{e f, e b}^{n} R_{e b, c} R_{c, p}^{n}-R_{e f, e b}^{0} R_{e b, c} R_{c, p}^{0}
\end{array}\right]
$$

However, singularities in this representation may cause problem in the minimization. We choose to use $R_{e b, c}$ as $\boldsymbol{K}$ directly. To ensure minimization is converging to a matrix that is a rotation matrix additional elements enforcing matrix rows to be orthogonal unit vectors need to be added to the cost function. Using defined cost function the problem can be solved by using minimization algorithm e.g. Levenberg-Marquard.

