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# Chapter 1 - Market Effects of Cooperation between Caffeinated 

## Beverage Firms

### 1.1 Introduction

Caffeinated beverages such as coffee and soda are widely consumed by U.S. consumers, and as a result, consumers' preference and consumption behavior for these beverages have long been of interest. A study by Mitchell et al. (2014) documents that $85 \%$ of the U.S. population consumes at least one caffeinated beverage per day. Of those caffeinated beverage drinkers, more than half reported consuming soft drinks ( $63 \%$ ) and coffee ( $53 \%$ ). Furthermore, from a caffeine intake perspective, $71 \%$ of the caffeine intake is from coffee and $16 \%$ is from soda (Frary et al. (2005)).

Firms in the caffeinated beverage industry continually expand their product lines, and often forge partnerships with each other. For example, Keurig Green Mountain (Keurig), a coffee producer famous for its single-cup serving coffee brewing system, merged in the year 2018 with Dr. Pepper Snapple Group (Dr. Pepper), a popular soda company. This merger was called "the largest attempt to consolidate in the food and beverage industry," according to The New York Times, ${ }^{1}$ but a merger not challenged by antitrust authorities. The newly formed beverage giant owns 31 coffee brands and 20 soda brands in the market.

Another two leading caffeinated beverage firms, Pepsi and Starbucks, have been cooperating since 1994. They formed the North American Coffee Partnership and produced ready-to-drink coffee in the U.S. More recently, the soda giant firm, Coca Cola, decided to partner with

[^0]Dunkin' Donuts, a coffee producer. This partnership produces and distributes bottled coffee products since 2017. Later in 2019, Coca Cola announced the completed acquisition of a coffeehouse Chain, Costa Limited. The events described above provide evidence of intensive efforts of cooperation between dominant coffee and soda producers. Such merger and cooperation may substantially increase the market power of those firms and, as a result, incentivize them to exercise their market power.

The primary objective of this study is to empirically investigate the potential pricing and social welfare impacts of mergers and cooperation between coffee and soda firms. The research plan is as follows. First, we estimate a discrete choice model of consumer demand for coffee and soda, the two major categories of caffeinated beverages. The demand is captured by a random coefficients logit model for differentiated products, where a product is defined as the combination of a brand and a set of non-price characteristics, and a market is defined as a retail store at a given time. Based on the demand estimates, we calculate price elasticities to illustrate the relationship between coffee and soda products.

On the supply side, assuming firms set prices according to a Bertrand Nash equilibrium, we recover the price-cost margin and marginal cost for each product based on estimated demand parameters. Because our dataset does not cover the post-merger period of mergers we analyze, we use pre-merger data to conduct counterfactual experiments that generate predicted potential pricing and welfare effects of the mergers. We simulate the "post-merger" equilibrium prices, and compare them with the observed product prices. In such exercise, we assume unchanged consumers' product choice sets and unchanged consumer preferences for product characteristics. Lastly, with predicted post-merger equilibrium prices, we further investigate the potential impact of each merger on variable profits, consumer surplus, and total surplus. Furthermore, firms that attempt to
merge often claim pro-competitive market effects such as efficiency gains. Thus, we repeat the counterfactual experiments assuming different levels of cost efficiency gains, and recompute the welfare changes accordingly.

The counterfactual experiments reveal that mergers between leading coffee and soda firms increase firms' variable profit, but decrease consumer surplus in the case of no merger-induced efficiency gains. Furthermore, without a certain magnitude of merger-induced cost efficiency gain, which differs across the mergers considered, the decrease in consumer surplus outweighs the increase in firms' variable profit, yielding a decline in social welfare. Importantly, our analysis reveals levels of merger-induced cost efficiency gains that will render each merger welfareimproving.

The remainder of this paper is organized as follows: the next section summarizes the related literature and contributions of this study to the literature. Section 3 describes the data and variables used in the empirical analysis. In section 4, we describe the structural demand and supply model we adopted. Section 5 reports and discusses the empirical estimates. Results from the counterfactual experiments are reported and discussed in Section 6, and the conclusions are in Section 7.

### 1.2 Related Literature and Contributions of this Study

There exists a wide range of papers that estimate the demand for either soda or coffee products. For example, Mariuzzo et al. (2010) emphasizes products' store coverage and structurally estimate the demand for soda using an Irish market dataset from 1992 to 1997. Observing consumer level data, Dubé (2004) extends the traditional discrete choice model to exhibit the multiple discreteness of consumer behavior, and applies the model to a soda industry dataset from 1993 to 1995.

A number of papers estimate the potential impacts of soda tax using a discrete choice demand model framework. For example, Lopez and Fantuzzi (2012) estimated the demand for soda in the U.S., and simulates the impact of a soda tax on caloric soda consumption. Using a French soda market dataset, Bonnet and Réquillart (2013) proposed a methodology to evaluate soda tax incidence. Wang (2015) studied the impact of soda taxes on consumer welfare considering the storability of soda.

Other papers in the literature estimate the demand for coffee. For example, using a discrete choice demand model estimated with French coffee market data, Bonnet and Villas-Boas (2016) studied the impact of asymmetric demand responses to asymmetric cost pass-through. Other papers study the bargaining power between upstream and downstream firms in the coffee industry (Graganska et al. (2010), Noton and Elberg (2016), Ellickson et al. (2018)). These studies analyze the effect of firm-size, private label brand introduction, or service-level differentiation on the distribution of bargaining power between upstream and downstream firms.

Several studies on the introduction of new products focused on the coffee industry, and therefore required estimating the demand for coffee. For example, Friberg and Sanctuary (2018) examined the introduction of new organic coffee products, and Lin (2019) measures the market effect of introducing single-cup coffee brew technology.

While previous studies focus on either estimating the demand for soda or the demand for coffee, our study contributes to this literature by incorporating both types of caffeinated beverages into a single demand model framework. This unified demand model approach across both types of caffeinated beverages is necessary for studying the effects of mergers and partnerships between soda and coffee firms.

Our study contributes not only to the literature on demand estimation of coffee and soda, but also to the literature on merger effects analysis. An important task of many antitrust authorities is to investigate vertical and horizontal mergers that may potentially have anticompetitive effects. Economists often examine merger effects through counterfactual experiments. For example, using counterfactual experiments, Nevo (2000a) studied the merger of ready-to-eat cereal firms, and Ivaldi and Verboven (2005) studied auto firms' mergers in Europe. In the case of the soda industry, Dubé (2005) simulates proposed mergers between soda firms in the 1980s, while Millagaha Gedara (2019) examined the effects of vertical integration in the U.S. soda market. Regarding the coffee industry, Villas-Boas (2007) focuses on the effects of mergers between upstream coffee firms.

To the best of our knowledge, there is no paper in the literature studying the relationship between coffee and soda products using a structural model. This is important because it is critical to identify the potential merger effects between the caffeinated beverage firms across product categories. Therefore, this paper contributes to the literature by providing structural demand estimates of caffeinated beverages, and simulates the competitive effects of mergers and cooperation between soda and coffee firms.

### 1.3 Data

This empirical study is based on a monthly dataset including sales data of coffee and soda products, and market demographic information. The sales data come from the Information Resources Inc. (IRI) weekly scanner dataset, including the product price, quantity sold, and other non-price characteristics such as advertising, retailer store, firm and brand information. The IRI database covers product purchases in 50 IRI defined geographic markets across the United States
in 2012 (Bronnenberg et al. (2008)). The consumer demographic data of each market are obtained from the Public Use Microdata Sample (PUMS) in 2012.

In the raw scanner sales data, the package size of coffee products is measured in dry ounces, while soda products are packaged in fluid ounces. To have a comparable measure of quantity cross coffee and soda products, we convert coffee dry ounces into the total fluid ounces that can be brewed from the product. ${ }^{2}$ The conversion is done by reading the brewing instruction on the coffee products package and assuming consumers follow such brew suggestions.

One of the important non-price characteristics of caffeinated beverages is the caffeine level. Soda products indicate the caffeine level as part of the nutrition facts provided on the package label. Caffeine is considered as a natural ingredient coming directly from the raw coffee beans, thus not reported on the package label for coffee products. The USDA National Nutrient Database suggests a regular cup of coffee contains an average 11.84 mg of caffeine per fluid ounce, while a minimum of 0 for a decaffeinated coffee product. Other nutrition facts of soda products such as calories are obtained from reading the package label.

A market in our empirical analysis is defined as a combination of location and time. Specifically, considering consumers are less likely to travel far to purchase coffee and soda products, a market is delineated by a retail store during a given month. We match demographic information to the relevant market based on the population in the county where the retail store is located, which can be identified according to Federal Information Processing Standards (FIPS) code in the dataset. To reduce the computational burden without loss of generality, we randomly

[^1]draw 50 markets from the original dataset to complete the empirical estimation. Summary statistics of the data are presented in Table 1.1.

In Table 1.1, Panel A describes an average market. We are interested in two specific demographic variables. One is consumers' annual income. We believe that consumers are heterogeneous with respect to their price sensitivity based on their differing levels of income. In particular, we expect higher income consumers are less price sensitive when consuming caffeinated beverages. The other demographic variable we consider is Kids, which is a zero-one dummy variable that equals 1 only when there are kids living in the household. We expect a family with kids, on average, is more likely to have a stronger preference towards lower caffeinated beverages, i.e., a relatively higher likelihood of choosing soda over coffee products.

A product is defined as the unique combination of non-price characteristics such as brand, package size and caffeine level. An average market in our sample has 187.7 distinct caffeinated beverage products, with the smallest market having 32 products and the largest 265 products. On average, those products are labeled by 57 distinct brands and manufactured by 18 distinct firms.

Panel B in Table 1.1 presents the summary statistics of product characteristics. On average, a caffeinated product is priced at 5.122 cents per fluid ounce, among which coffee products are priced higher than soda products. Package size may be one of the product attributes that affects consumers' purchase decisions. Summary statistics in the table show that, on average, coffee products are packaged in larger sizes than soda products. Moreover, as two major caffeine sources in consumes' diet, the summary data show that coffee products contain significantly larger amounts of caffeine than soda products.

Table 1.1 Summary Statistics

| Panel A: Market descriptions |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: |
| Variables | Mean | Std. Dev. | Min | Max |
| Income (Total person's income, \$) | 32385.49 | 37926.81 | 4 | 916000 |
| Kids (Family with kids) | 0.24 | 0.43 | 0 | 1 |
| Number of distinct products | 187.70 | 56.56 | 32 | 265 |
| Number of distinct brands | 57.29 | 11.03 | 12 | 74 |
| Number of distinct firms | 18.58 | 4.60 | 5 | 26 |

Panel B: Product descriptions

| Variable | Category | Mean | Std. Dev. | Min | Max |
| :---: | :---: | ---: | ---: | ---: | ---: |
| Price (Cents/fl oz) | All | 5.12 | 4.19 | 0.01 | 31.80 |
|  | Soda | 3.56 | 2.15 | 0.01 | 28.45 |
|  | Coffee | 6.77 | 5.09 | 0.99 | 31.80 |
| Package size (fl oz) | All | 137.68 | 96.71 | 8 | 960 |
|  | Soda | 107.87 | 59.66 | 8 | 288 |
|  | Coffee | 169.27 | 116.44 | 16 | 960 |
| Caffeine | All | 7.36 | 4.25 | 0 | 11.840 |
|  | Soda | 3.48 | 0.80 | 1.833 | 6 |
|  | Coffee | 11.48 | 1.89 | 0 | 11.84 |
| Advertising counts (per | All | 0.29 | 0.76 | 0 | 5 |
|  | Soda | 0.42 | 0.91 | 0 | 5 |
|  | Coffee | 0.16 | 0.53 | 0 | 5 |
| Product quantity sold (fl oz | All | 5514.00 | 13021.02 | 8 | 233568.09 |
|  | Soda | 6885.67 | 16031.57 | 8 | 233568.09 |
|  | Coffee | 4060.14 | 8530.46 | 26.00 | 120471.91 |

We also consider the effect of advertising intensity on consumer demand. Advertising counts is constructed as the number of weeks per month the product is advertised by the retail store. The summary data show that soda products are advertised more frequently than coffee products in our sample.

Quantity sold is measured in total fluid ounces, which is used for computing the market share of each product used later in the estimation. Since the average quantity sold for soda products is larger than coffee products, and considering that soda products are packaged in smaller sizes, the summary data reveal that many more soda products are purchased compared to coffee products in our sample markets.

### 1.4 Model

In this section, we present the random coefficients logit model of demand and a Bertrand Nash model of supply, both used for illustrating key relationships between coffee and soda products.

### 1.4.1 Demand for caffeinated beverages

In the random coefficient logit model of demand, a potential caffeinated beverage consumer $i$ in market $m$ may choose to consume one of the $J$ products available, or otherwise choose the outside option, denoted as $j=0$. Thus, consumer $i$ in market $m$ faces $J+1$ choice alternatives. The conditional indirect utility of consumer $i$ from consuming product $j$ in market $m$ is:

$$
\begin{equation*}
U_{i j m}=x_{j m} \beta_{i}+\alpha_{i} p_{j m}+\gamma_{i} S o d a+D_{\text {brand }}+D_{\text {store }}+D_{\text {time }}+\xi_{j m}+\varepsilon_{i j m} \tag{1}
\end{equation*}
$$

where $x$ is a vector of non-price product characteristics, and $\beta_{i}$ is a vector of individual-specific taste parameters. Specifically, we include in vector $x$ : the package size; caffeine level; and advertising information. $p_{j m}$ is the price of product $j$ in market $m$, and $\alpha_{i}$ measures the individualspecific marginal utility of price. Soda is a zero-one dummy variable that equals one indicating the product is soda, or zero indicating the product is coffee, and $\gamma_{i}$ is the individual-specific parameter that measures their relative preference for soda versus coffee. $D_{\text {brand }}, D_{\text {store }}$ and $D_{\text {time }}$ represent brand, retail store and time fixed effects, respectively. $\xi_{j m}$ captures other product characteristics that are unobserved by researchers, but observed by consumers. $\varepsilon_{i j m}$ is a mean-zero stochastic term that is assumed to follow extreme value type I probability distribution.

The individual-specific parameters, $\beta_{i}, \alpha_{i}$ and $\gamma_{i}$, vary across consumers according to:

$$
\left(\begin{array}{l}
\alpha_{i}  \tag{2}\\
\beta_{i} \\
\gamma_{i}
\end{array}\right)=\left(\begin{array}{l}
\alpha \\
\beta \\
\gamma
\end{array}\right)+\Gamma D_{i}+\Sigma v_{i}
$$

where $D_{i}$ is a $d$-dimensional column vector including $d$ demographic variables; while $v_{i}$ is a $k$ dimensional column vector capturing unobserved consumer characteristics, and $k$ represents the number of random coefficients specified in the model. $\alpha, \beta$ and $\gamma$ are the mean parameters, $\Gamma$ is a $k \times d$ matrix of parameters that captures consumers heterogeneity due to consumers' demographic information, and $\Sigma$ is a $k \times k$ diagonal matrix, where the elements on the main diagonal measure consumers' taste heterogeneity due to unobserved consumer characteristics.

Based on equation (1) and equation (2), the indirect utility from consuming product $j$ can be rewritten as:

$$
\begin{equation*}
U_{i j m}=\delta_{j m}+\mu_{i j m}+\varepsilon_{i j m} \tag{3}
\end{equation*}
$$

where $\delta_{j m}=x_{j m} \beta+\alpha p_{j m}+\gamma$ Soda $+D_{\text {brand }}+D_{\text {store }}+D_{\text {time }}+\xi_{j m}$ represents the mean utility obtained from choosing product $\mathrm{j}, \mu_{i j m}=\left[-p_{j m}, x_{j m}\right]\left(\Gamma D_{i}+\Sigma v_{i}\right)$ caputures the effect of the random coefficients in the model that drives individual-specific deviations from the mean utility. The mean utility for the outside option, $\delta_{0 m}$, is normalized to equal zero.

Assuming consumers purchase one unit of the product that gives the highest utility, and $\varepsilon_{i j m}$ is independent and identically distributed (i.i.d.) with an extreme value type I density, the predicted market share of product $j$ is:

$$
\begin{equation*}
s_{j m}\left(x_{j m}, p_{j m}, \xi_{j m} ; \alpha, \beta, \gamma, \Gamma, \Sigma\right)=\int \frac{e^{\delta_{j m}+\mu_{i j m}}}{1+\sum_{k=1}^{J} e^{\delta_{k m}+\mu_{i k m}}} \widehat{d F}(D) d F(v) \tag{4}
\end{equation*}
$$

where $\hat{F}(D)$ is the empirical distribution of demographic variables in the market, and $F(v)$ is the multivariate standard normal distribution. As is well-known in the empirical industrial organization literature, there is no closed-form solution for the integral in equation (4), thus it must be approximated numerically using random draws from $\hat{F}(D)$ and $F(v)$ (Nevo (2000b)).

Let $n s$ represent the number of individuals sampled in each market, the predicted market share of product $j$ can be approximated by:

$$
\begin{equation*}
s_{j m}=\frac{1}{n s} \sum_{i=1}^{n s} \frac{e^{\delta_{j m}+\mu_{i j m}}}{1+\sum_{k=1}^{J} e^{\delta_{k m}+\mu_{i k m}}} \tag{5}
\end{equation*}
$$

Therefore, the demand for product $j$ is given by:

$$
\begin{equation*}
d_{j m}=M_{m} \times s_{j m}\left(x_{j m}, p_{j m}, \xi_{j m} ; \alpha, \beta, \gamma, \Gamma, \Sigma\right) \tag{6}
\end{equation*}
$$

where $M$ is a measure of the potential size of the relevant market, which is the largest total fluid ounces of coffee and soda that may be consumed by the population in the relevant market during a month. More specifically, based on survey evidence provided in Mitchell et al. (2014), 85\% of the U.S. population consumes caffeinated beverages. Therefore, it is reasonable to assume the following equation holds on average, $85 \% \times M=Q$, which further implies $M=Q / 85 \%$, where $Q$ is the total fluid ounces of coffee and soda actually sold in the relevant market.

### 1.4.2 Supply

Suppose there are $f=1,2, \ldots, F$ firms, where firm $f$ produces a subset, $\mathcal{F}_{f}$, of the $J$ products. Assume firms simultaneously choose prices for differentiated products in a BertrandNash competition setting. In each market, the variable profit function of a firm in the model is:

$$
\begin{equation*}
\pi_{f}=\sum_{j \in \mathcal{F} f}\left(p_{j}-m c_{j}\right) q_{j}(\boldsymbol{p}) \tag{7}
\end{equation*}
$$

where $q_{j}$, the quantity sold of product $j$, equals market demand for product $j$ in equilibrium. Therefore,

$$
\begin{equation*}
q_{j}(\boldsymbol{p})=d_{j}=M * s_{j}(\boldsymbol{p}) \tag{8}
\end{equation*}
$$

The price of product $j$ produced by firm $f$ must satisfy the first-order condition:

$$
\begin{equation*}
s_{j}(\boldsymbol{p})+\sum_{j \in \mathcal{F} f}\left(p_{j}-m c_{j}\right) \frac{\partial s_{r}(\boldsymbol{p})}{\partial p_{j}}=0, \text { for all } \mathrm{j} \tag{9}
\end{equation*}
$$

The system of equations in (9) can be expressed in matrix form as follows:

$$
\begin{equation*}
\boldsymbol{s}(\boldsymbol{p})+(\Omega * \Delta)(\boldsymbol{p}-\boldsymbol{m} \boldsymbol{c})=\mathbf{0} \tag{10}
\end{equation*}
$$

where $\mathbf{s}(\boldsymbol{p}), \boldsymbol{p}$, and $\boldsymbol{m} \boldsymbol{c}$ are $J \times 1$ vectors of market shares, prices and marginal costs respectively, whereas $\Omega * \Delta$ is an element-by-element multiplication of two matrices.
$\Omega$ is a $J \times J$ matrix that describes firms' ownership structure of the $J$ products. Let $\Omega_{j r}$ denote an element in $\Omega$, where

$$
\Omega_{j r}=\left\{\begin{array}{lr}
1 & \text { if there exists } f:\{j, r\} \subset \mathcal{F}_{f} \\
0 & \text { otherwise }
\end{array}\right.
$$

In other words, $\Omega_{j r}=1$ if products $j$ and $r$ are produced by the same firm, otherwise, $\Omega_{j r}=0 . \Delta$ is a $J \times J$ matrix of first-order partial derivatives of product market shares with respect to prices, where element $\Delta_{j r}=\frac{\partial s_{j}(\cdot)}{\partial p_{r}}$.

By rearranging equation (10), the markup vector under this industry structure can be expressed as:

$$
\begin{equation*}
\boldsymbol{m a r k u p}=\boldsymbol{p}-\boldsymbol{m} \boldsymbol{c}=-[\Omega * \Delta]^{-1} \boldsymbol{s}(\boldsymbol{p}) \tag{11}
\end{equation*}
$$

Furthermore, the vector of product-level marginal costs can be recovered by:

$$
\begin{equation*}
\boldsymbol{m} \boldsymbol{c}=\boldsymbol{p}-[\Omega * \Delta]^{-1} \boldsymbol{s}(\boldsymbol{p}) \tag{12}
\end{equation*}
$$

### 1.4.3 Estimation

We first estimate the demand parameters $(\alpha, \beta, \gamma, \Gamma, \Sigma)$ following the estimation strategy of Nevo (2000b) using generalized methods of moments (GMM). The estimation algorithm searches for the optimal value of demand parameters that solve the following system of equations in each market:

$$
\begin{equation*}
s_{j m}(\alpha, \beta, \gamma, \Gamma, \Sigma)=S_{j m} \tag{13}
\end{equation*}
$$

where $s_{j m}$ is the predicted market share of product $j$ obtained by equation (5), and $S_{j m}$ is observed product market share of product $j$ computed from the data.

## Endogeneity of price

The unit price $\left(p_{j m}\right)$ is well-known to be endogenous in the discrete choice demand model estimation. In the demand model, consumers face a set of products with a bundle of observed and unobserved (by researcher) characteristics, among which one is the price. Prices are likely to be correlated with unobserved product characteristics that would affect demand. To obtain a consistent estimate of the marginal utility of price, the estimation process requires a set of exogenous instrumental variables.

In the spirit of Villas-Boas (2007), the supply model suggests that a product's price is affected by changes in markup and marginal cost. Therefore, the direct component of a firm's input price is used as an instrument for product prices. Coffee and soda production heavily rely on utility costs, such as electricity cost. It is reasonable to assume that electricity cost is correlated with product prices, but uncorrelated with unobserved product characteristics, such as brand reputation. The electricity price information we use in the estimation is average electricity prices (cents/KWh) of the industrial sector for each US state in 2012 (U.S. Department of Energy). To further explain the variability in product price, we allow the electricity cost to affect product prices differently across brands, thus we interact the electricity price with brand dummy variables as the first set of instrument variables.

In the estimation, the product price variable is also interacted with consumer income level to capture consumers' heterogeneity with respect to their price sensitivity. Thus, to deal with the endogeneity of this interaction variable, we construct and use the following three-way interaction variables as instruments: the mean consumer income of a market interacted with electricity price and brand dummies.

We also adopt "BLP instruments" suggested in Berry et al. (1995). BLP instruments are constructed from the non-price characteristics of competing products, which are correlated with consumer's choice among products from alternatives, but not with the random demand shock. We construct and use as an instrument the deviation of a product's advertising intensity from the mean advertising intensity across competing products in the market.

Lastly, to help mitigate the problem of an endogenous price variable, we include brand, retailer store, and time fixed effects. These fixed effects control for constant differences in consumers' utility across brand, location and time.

### 1.5 Results

### 1.5.1 Demand parameters

Table 1.2 displays the estimated demand parameters. The first two columns report the estimates from a standard logit model, where consumers' taste heterogeneity is not taken into consideration. The difference between column (1) and column (2) is whether the endogeneity of price is considered by implementing instrument variables. In column (2), the Wu-Hausman test statistics is 181.464 with a P -value $<0.0001$, indicating price is indeed endogenous, and instrument variables are needed to obtain consistent estimates of parameters.

Columns (3) to (6) present the demand parameters estimated by a random coefficients logit model. The remainder of our discussion of the demand results focuses on estimates from the random coefficients logit demand model. Estimates of the mean coefficients $(\alpha, \beta)$ are presented in column (3). The estimates in column (4) capture the effect of unobserved heterogeneity due to unobserved consumer characteristics. The last two columns present how consumer preferences vary with income level and the presence of kids in the household.

Table 1.2 Demand Estimates

|  | Standard Logit Model |  | Random Coefficient Logit Model |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OLS(1) | IV <br> (2) | GMM |  |  |  |
|  |  |  | (3) | (4) | (5) | (6) |
| Variables | Mean Coefficients | Mean Coefficients | Mean Coefficients | Standard Deviations | Interactions with Income | Interactions with Kids |
| Constant | $\begin{gathered} 0.532 * * * \\ (0.532) \end{gathered}$ | $\begin{gathered} 1.101 * * * \\ (0.078) \end{gathered}$ | $\begin{gathered} 0.910^{* * *} \\ (0.114) \end{gathered}$ | $\begin{gathered} 7.195^{* * *} \\ (2.625) \end{gathered}$ |  |  |
| Price (Cents/fl oz) | $\begin{gathered} -0.111^{* * *} \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.441^{* * *} \\ (0.029) \end{gathered}$ | $\begin{gathered} -0.659 * * * \\ (0.052) \end{gathered}$ | $\begin{gathered} 0.258 * * * \\ (0.044) \end{gathered}$ | $\begin{gathered} 0.194 * * * \\ (0.041) \end{gathered}$ |  |
| Package size ( fl oz ) | $\begin{gathered} 0.259^{* * *} \\ (0.017) \end{gathered}$ | $\begin{gathered} -0.129 * * * \\ (0.039) \end{gathered}$ | $\begin{gathered} -0.193 * * * \\ (0.0382) \end{gathered}$ |  |  |  |
| Caffeine | $\begin{gathered} 0.082 * * * \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.085 * * * \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.224 \\ (0.467) \end{gathered}$ | $\begin{gathered} 0.022 \\ (0.104) \end{gathered}$ |  | $\begin{aligned} & -0.397 \\ & (0.622) \end{aligned}$ |
| Promotion counts | $\begin{gathered} 0.277^{* * *} \\ (0.016) \end{gathered}$ | $\begin{gathered} 0.151^{* * *} \\ (0.022) \end{gathered}$ | $\begin{gathered} 0.111^{* * *} \\ (0.022) \end{gathered}$ |  |  |  |
| Soda dummy | $\begin{aligned} & 0.244 * \\ & (0.147) \end{aligned}$ | $\begin{gathered} -0.889^{* * *} \\ (0.197) \end{gathered}$ | $\begin{gathered} 0.387 \\ (3.722) \end{gathered}$ | $\begin{gathered} -1.655^{*} * \\ (0.651) \end{gathered}$ |  | $\begin{gathered} 2.730 \\ (7.015) \end{gathered}$ |
| Other attributes Calorie | $\begin{gathered} 0.00717160^{* * *} \\ \quad(0.0026) \end{gathered}$ | $\begin{gathered} 0.00717164^{* * *} \\ (0.0031) \end{gathered}$ | 0.004 <br> (0.003) |  |  |  |
| Sodium | $\begin{gathered} -0.2063846 * * * \\ (0.011) \end{gathered}$ | $\begin{gathered} -0.2063848 * * * \\ (0.013) \end{gathered}$ | $\begin{gathered} -0.126^{* * *} \\ (0.015) \end{gathered}$ |  |  |  |
| Potassium | $\begin{gathered} -0.1332319^{* * *} \\ (0.014) \end{gathered}$ | $\begin{gathered} -0.1332321^{* * *} \\ (0.016) \\ \hline \end{gathered}$ | $\begin{gathered} -0.105^{* * *} \\ (0.015) \\ \hline \end{gathered}$ |  |  |  |
| Time Fixed Effects | Yes | Yes |  |  |  |  |
| Retail Store Fixed Effects | Yes | Yes |  |  |  |  |
| Brand Fixed Effects | Yes | Yes |  |  |  |  |
| $\mathrm{R}^{\wedge} 2$ | 0.943 |  |  |  |  |  |
| Wu-Hausman (Chi-sq) |  | $\begin{gathered} 181.464(\mathrm{P}-\mathrm{val} \\ <0.0001) \\ \hline \end{gathered}$ |  |  |  |  |
| GMM Objective |  |  |  | 25 | 968 |  |

*** $\mathrm{p}<0.01 ; * * \mathrm{p}<0.05$. Standard errors are in the parentheses.

The mean price coefficient estimate is negative and statistically significant at the $1 \%$ level. It suggests that, for an average consumer, a higher price of caffeinated beverage has a negative impact on mean utility, which is consistent with economic theory. According to the positive and statistically significant coefficient estimate on the price-income interaction, consumers whose
income levels are above average are less price-sensitive, which is consistent with our expectation. The estimate of the standard deviation of marginal utility of price is statistically significant, and therefore affirms consumers' heterogeneity in price sensitivities.

The parameter estimate on the soda dummy variable is positive, but not statistically significant at conventional levels of statistical significance. This suggests that, on average, consumers do not have a statistically discernable preference for soda over coffee, or vice versa. Furthermore, the positive but non-significant coefficient estimate on the interaction of soda dummy with Kid indicates families with or without kids are indifferent in choosing between the two product categories. However, there are unobserved factors that drive consumers' taste heterogeneity for soda versus coffee as suggested by the statistically significant standard deviation parameter estimate associated with the soda dummy.

The coefficient estimate on caffeine content is positive but not statistically significant, suggesting that consumers in this sample do not have a clear preference for caffeine level. Similarly, the standard deviation of caffeine effect on mean utility and the interaction of caffeine with kids are not statistically significant. As such, there is no statistically discernable evidence of consumer taste heterogeneity with respect to caffeine level.

The negative and statistically significant parameter estimate on package size provides evidence that a relatively smaller package size is associated with a higher mean utility from consuming caffeinated beverages.

As expected, holding everything else constant, consumer's mean utility is positively correlated with more advertising activities. This is shown by the positive and statistically significant coefficient estimate on the Advertising counts variable.

We retrieve estimates of the other taste parameters for soda products by using a minimum distance estimation procedure described in Nevo (2000b). The parameter estimate on Calorie is positive but statistically insignificant, suggesting that calorie level of soda has little or no influence on consumers' mean utility. Consumers seem to prefer soda products with less sodium and potassium, as evidenced by the negative and statistically significant parameter estimates on Sodium and Potassium variables, respectively.

### 1.5.2 Price elasticities

Table 1.3 presents the estimated average own-price elasticities across all caffeinated beverage products. The table also reports mean own-price elasticity estimates by product category and brands of interest. The mean own-price elasticity across all products is -3.21 , implying that for a one percent increase in market price, on average, consumers decrease their quantity demanded of caffeinated products by $3.21 \%$.

Table 1.3 Average Own-price Elasticities

|  | Own-price Elasticity | (SEM) |
| :--- | :---: | :---: |
| All products | $-3.21^{* * *}$ | $(0.03)$ |
| Soda |  |  |
| All soda products | $-2.22^{* * *}$ | $(0.03)$ |
| Dr. Pepper | $-2.10^{* * *}$ | $(0.05)$ |
| Pepsi | $-2.05^{* * *}$ | $(0.03)$ |
| Coffee |  |  |
| All coffee products |  | $-4.27^{* * *}$ |
| Keurig | $-9.13^{* * *}$ | $(0.06)$ |
| Starbucks | $-4.14^{* * *}$ | $(0.19)$ |
| $(0.13)$ |  |  |
| Notes: Standard error of the means are reported in the parentheses. ***indicates $\mathrm{p}<0.01$. |  |  |

Focusing on soda products, the average own-price elasticity of soda products from our demand estimation is -2.22 . Specifically, the average own-price elasticity of Dr. Pepper products
is -2.1 , while the average of Pepsi products is -2.05 . In the literature, Dubé (2004) argues that the own-price elasticity of popular soft drinks locates between - 2.11 to -3.61 in their sample from 1993 to 1995. Mariuzzo et al. (2010) find and argue that a reasonable range of own-price elasticity estimates for soda from a discrete choice model is -2.09 to -3.56 . Therefore, our estimates are aligned with those in the literature.

For coffee products, the mean own-price elasticity is -4.27 . Keurig products are more elastic than average, they have a mean own-price elasticity of -9.13 . Starbucks products' average own-price elasticity is -4.13 . These findings are consistent with the literature studying the coffee industry. Own-price elasticities for coffee products have been found to range in magnitude from 1.0 to -14.8 (Krishnamurthi and Raj (1991); Lin (2019)).

The estimated cross-price elasticities are presented in Table 1.4. Each entry represents the average percentage change in demand for product $i$ in response to a $1 \%$ increase in the price of product $j$.

Table 1.4 Average Cross-price Elasticities

| $j$ | Price of soda <br> $(\mathrm{SEM})$ | Price of coffee <br> $(\mathrm{SEM})$ |
| :---: | :---: | :---: |
| Demand for soda | $0.0166^{* * *}$ | $0.0091^{* * *}$ |
| (SEM) | $(0.0019)$ | $(0.0010)$ |
| Demand for coffee | $0.0100^{* * *}$ | $0.0268^{* * *}$ |
| (SEM) | $(0.0012)$ | $(0.0028)$ |

Note: Standard error of the means are reported in the parentheses. $* * *$ indicates $\mathrm{p}<0.01$.

On the diagonal of the matrix in Table 1.4, each mean cross-price elasticity estimate measures mean substitution between products within a product category. For example, the table shows that the demand for other soda products increases by $0.017 \%$ on average if the price of a given soda product increases by $1 \%$. In comparison, demand for other coffee products increases by $0.027 \%$, on average, if the price of a given coffee product increases by $1 \%$.

The off-diagonal entries in the matrix of cross-price elasticity estimates in Table 1.4 represent the mean cross-price elasticities of product pairs from different product categories. For example, one off-diagonal element in the table suggests that a 1 percent increase in the price of a soda product causes consumers to increase their demand for coffee products by $0.01 \%$. The other off-diagonal element suggests that a $1 \%$ increase in the price of coffee products causes consumers to increase their demand for soft drink products by $0.009 \%$. These cross-price elasticities across product categories suggest consumers perceive coffee and soda products as substitutes.

Notably, the within category cross-price elasticities are larger than the cross-category cross-price elasticities. For example, when soda product price increases, the demand for other soda products increases more than the demand for coffee products, and vice versa. This result suggests that consumers are less likely to switch to an alternative in a different product category than an alternative within the same product category.

### 1.5.3 Markup and Marginal costs

With the assumption that caffeinated beverage firms set prices according to a BertrandNash equilibrium, we compute price-cost markups and recover marginal costs for all products in our sample. Table 1.5 reports the means and standard error of the mean across all periods and markets. On average, the products in our sample have a markup estimate of 2.647 cents per fluid ounce. When reported by product category, an average soda product has a markup of 2.265 cents per fluid ounce, while an average coffee product has a higher markup of 3.025 cents per fluid ounce.

The marginal costs are recovered by subtracting estimated markups from the observed product prices. While the mean marginal cost across all caffeinated beverage products is 2.525
cents per fluid ounce, it is notable that soda products have a lower marginal cost than coffee products.

Table 1.5 Average Markup and Marginal Cost

|  | Mean | (SEM) |
| :--- | :---: | :---: |
| Markups |  |  |
| All products | $2.647^{* * *}$ | $(0.033)$ |
| Soda | $2.265^{* * *}$ | $(0.011)$ |
| Coffee | $3.025^{* * *}$ | $(0.045)$ |
| Marginal Costs |  |  |
| All products | $2.525^{* * *}$ | $(0.044)$ |
| Soda | $1.228^{* * *}$ | $(0.027)$ |
| Coffee | $3.807^{* * *}$ | $(0.049)$ |

Note: Standard error of the means are reported in the parentheses.
$* * *$ indicates $\mathrm{p}<0.01$.

### 1.6 Counterfactual Experiments

### 1.6.1. No cost efficiency gains

In this section, we use the estimates from the demand and supply model to conduct counterfactual experiments, and investigate the potential market impacts of cooperation and mergers between caffeinated beverage firms. Assuming no cost efficiency gains from the mergers, and consumers have the same taste parameters pre- and post-merger, we solve for the new equilibrium post-merger prices predicted by the model. The new equilibrium vector of prices predicted by the model, $\mathrm{p}^{*}$, solves the following equation:

$$
\begin{equation*}
\boldsymbol{p}^{*}=\boldsymbol{m} \boldsymbol{c}-\left(\Omega^{\text {post }} * \Delta\left(\boldsymbol{p}^{*}\right)\right)^{-1} \boldsymbol{s}\left(\boldsymbol{p}^{*}\right) \tag{14}
\end{equation*}
$$

where $\Omega^{\text {post }}$ is the post-merger firm ownership structure of products. Based on the new equilibrium price vector, we compute the post-merger predicted demand for each product:

$$
\begin{equation*}
d^{*}=M \times \boldsymbol{s}\left(\boldsymbol{p}^{*}\right) \tag{15}
\end{equation*}
$$

The first merger we are interested in is between Keurig, a coffee producer, and Dr. Pepper, a leading firm in the soda category. In fact, Keurig and Dr. Pepper eventually merged at the end
of 2018, and this merger was not challenged by antitrust authorities. Holding marginal costs constant, the predicted percentage change in price and demand are summarized in Table 1.6. Summary data in the table reveal that the Keurig-Dr. Pepper merger is predicted to cause the market price of caffeinated beverages in our sample to increase by a mean of $0.35 \%$. The price increase is higher for products owned by the merged firm, $1.37 \%$, compared to other firms in the industry, $0.03 \%$. The demand for products owned by the merged firm is predicted to decrease by a mean $2.86 \%$, while the demand for products owned by other firms is predicted to increase by a mean $0.31 \%$. The observation that the merger impacts coffee demand more than soda demand is consistent with our finding reported in Table 1.3 that coffee products are more elastic than soda products.

Table 1.6 Mean percentage change in price and quantity if Keurig and Dr. Pepper merge

| Firms | Product Category | Obs. | Price | Quantity |
| :---: | :---: | :---: | :---: | :---: |
|  |  | N | \% $\Delta$ | \% $\Delta$ |
| Merged firms | Overall | 937 | $\begin{gathered} 1.3793 * * * \\ (0.0657) \end{gathered}$ | $\begin{gathered} -2.8560 * * * \\ (0.1448) \end{gathered}$ |
|  | Dr. Pepper soda products | 553 | $\begin{gathered} 1.1454 * * * \\ (0.0473) \end{gathered}$ | $\begin{gathered} -1.9042 * * * \\ (0.0996) \end{gathered}$ |
|  | Keurig coffee products | 384 | $\begin{gathered} 1.7161 * * * \\ (0.1436) \end{gathered}$ | $\begin{gathered} -4.2268 * * * \\ (0.3101) \end{gathered}$ |
| Other firms |  | 3072 | $\begin{gathered} 0.0301 * * * \\ (0.0042) \end{gathered}$ | $\begin{gathered} 0.3058 * * * \\ (0.0081) \end{gathered}$ |
|  | Soda products | 1428 | $\begin{gathered} 0.0538 * * * \\ (0.0032) \end{gathered}$ | $\begin{gathered} 0.2501 * * * \\ (0.0054) \end{gathered}$ |
|  | Coffee products | 1644 | $\begin{gathered} 0.0095 \\ (0.0074) \end{gathered}$ | $\begin{gathered} 0.3542 * * * \\ (0.0142) \end{gathered}$ |
| All |  | 4009 | $\begin{gathered} \hline 0.3455 * * * \\ (0.0181) \end{gathered}$ | $\begin{gathered} -0.4332 * * * \\ (0.0404) \end{gathered}$ |

[^2]Table 1.7 summarizes the predicted welfare effects of the hypothetical merger between Keurig and Dr. Pepper. Predicted post-merger variable profit of a product can be obtained by:

$$
\begin{equation*}
V P_{j}=\left(p_{j}^{*}-m c_{j}\right) \times d_{j}^{*} \tag{16}
\end{equation*}
$$

We then aggregate product-level variable profits to market level by summing across firms in a given market. The model predicts that variable profit increases by a mean of $0.28 \%$ with a standard error of the mean, 0.058 , suggesting firms will enjoy a profit increase if the merger happens.

Table 1.7 Predicted welfare effects of a Keurig - Dr. Pepper merger

|  | Variable Profit change | Consumer Surplus change | Total Surplus change |
| :--- | :---: | :---: | :---: |
| Mean |  | $-0.031 \% * * *$ | $-0.008 \% * * *$ |
| SEM | $(0.0580)$ | $(0.00007)$ | $(0.00003)$ |
| Notes: Standard error of the means are reported in the parentheses. $* * *$ indicates $\mathrm{p}<0.01$ |  |  |  |

Notes: Standard error of the means are reported in the parentheses. $* * *$ indicates $\mathrm{p}<0.01$.

Following the literature, e.g. Nevo (2001), consumer surplus for individual $i$ is obtained by:

$$
\begin{equation*}
C S_{i}=\frac{\ln \left(\sum_{j=0}^{J} \exp \left(\delta_{j}+\mu_{i j}\right)\right)}{\alpha_{i}} \tag{17}
\end{equation*}
$$

where $\delta_{j}$ is the mean utility of product $j$, and $\alpha_{i}$ is the estimated individual-specific marginal disutility of price. The consumer surplus of a market can be obtained by multiplying the estimated mean consumer surplus by market size, $M$.

Indicated by a negative percentage change in consumer surplus, the model suggests the Keurig-Dr. Pepper merger can have an adverse impact on consumer surplus. Specifically, based on our assumptions that marginal costs and consumer preferences are unchanged after the merger, our model predicts that the Keurig-Dr. Pepper merger can cause consumer surplus to decrease by a mean $-0.031 \%$.

Measuring from a society perspective, we aggregate the total variable profit of all products in a given market with the total consumer surplus yielding total surplus of the market without the
occurrence of a merger, and then repeat computation of total surplus in the market assuming the counterfactual scenario of the merger. Such computations reveal that total surplus is predicted to decrease by 0.008 percent. Intuitively, even though firms gain extra profit from the Keurig and Dr. Pepper merger, the gain is not enough to compensate for the loss in consumers' welfare, yielding a decline in social welfare. Thus, the estimates from the model suggest that policymakers should be concerned with the merger between Keurig and Dr. Pepper.

The second hypothetical merger we conduct is between Starbucks and Pepsi. While remaining separately owned firms, these two leading caffeinated beverage firms have been cooperating since 1994. They formed the North American Coffee Partnership and produced ready-to-drink coffee in the U.S. Even though the two firms have not expressed an intention to merge, we are interested in the potential market effects of such a merger given their history of cooperation.

Table 1.8 Mean percentage change in price and quantity if Starbucks and Pepsi merge

| Products | Category | Obs. | Price | Quantity |
| :---: | :---: | :---: | :---: | :---: |
|  |  | N | \% $\Delta$ | \% $\Delta$ |
| Merged firms | Overall | 1034 | $\begin{gathered} 2.5290^{* * *} \\ (0.1048) \end{gathered}$ | $\begin{gathered} \hline-3.6629 * * * \\ (0.2279) \end{gathered}$ |
|  | Pepsi soda products | 912 | $\begin{gathered} 1.6272 * * * \\ (0.0423) \end{gathered}$ | $\begin{gathered} -1.3384 * * * \\ (0.0448) \end{gathered}$ |
|  | Starbucks coffee products | 122 | $\begin{gathered} 9.2707 * * * \\ (0.5181) \end{gathered}$ | $\begin{gathered} -21.0392^{*} * * \\ (0.9035) \end{gathered}$ |
| Other firms | Overall | 3049 | $\begin{gathered} 0.0919 * * * \\ (0.0095) \end{gathered}$ | $\begin{aligned} & \text { 1.4957* } \\ & (0.9035) \end{aligned}$ |
|  | Soda products | 1118 | $\begin{gathered} 0.1273 * * * \\ (0.0060) \end{gathered}$ | $\begin{gathered} 1.45555^{* *} * \\ (0.0428) \end{gathered}$ |
|  | Coffee products | 1931 | $\begin{gathered} 0.0715^{* * *} \\ (0.0146) \end{gathered}$ | $\begin{gathered} 1.5190^{* * *} \\ (0.0415) \\ \hline \end{gathered}$ |
| All |  | 4083 | $\begin{gathered} \hline 0.7091^{* * *} \\ (0.0321) \end{gathered}$ | $\begin{gathered} \hline 0.1893 * * * \\ (0.0713) \\ \hline \end{gathered}$ |

Notes: Standard error of the means are reported in the parentheses. $* * *$ indicates $\mathrm{p}<0.01$. $*$ indicates $\mathrm{p}<0.1$.

The predicted price change and demand change associated with the Starbucks-Pepsi hypothetical merger are presented in Table 1.8. The results share a similar pattern with the KeurigDr. Pepper merger. In particular, for the Starbucks-Pepsi merger, our model predicts product prices increase by a mean of $0.71 \%$. The demand for Starbucks and Pepsi products is predicted to decrease by a mean of $3.66 \%$, while the demand for products produced by other firms increases by a mean of $1.50 \%$. As a result, the demand for caffeinated beverages is predicted to increase by a mean of $0.189 \%$.

The predicted welfare effects of the merger between Starbucks and Pepsi are presented in Table 1.9. On average, variable profit is predicted to increase by a mean of $1.183 \%$ if the merger happened. However, consumer surplus is precited to decrease by a mean of $0.140 \%$, and a total surplus is predicted to decrease by a mean of $0.018 \%$. The estimates suggest that firms benefit from this merger, but consumers are worse off. Furthermore, the benefits that firms enjoy through higher variable profit are not sufficient to compensate for the losses in consumer surplus. As such, the predictions of our model suggest that antitrust authorities should exercise caution in evaluating a proposal of the merger between Starbucks and Pepsi, should one be proposed.

Table 1.9 Predicted welfare effects if Starbucks and Pepsi merge

|  |  |  |  |
| :--- | :---: | :---: | :---: |
| Mean | Variable Profit change | Consumer Surplus change | Total Surplus change |
| SEM | $1.183 \%^{* * *}$ | $-0.140 \% * * *$ | $-0.018 \%^{* * *}$ |
| Note: Standard error of the means are reported in the parentheses. ${ }^{* * *}$ indicates $\mathrm{p}<0.01$ |  | $(0.0001)$ |  |

Note: Standard error of the means are reported in the parentheses. $* * *$ indicates $\mathrm{p}<0.01$.

### 1.6.2 Considering cost efficiency gains

Firms who attempt to merge often claim that their merger will have pro-competitive effects such as efficiency gains. As such, we perform additional counterfactual experiments assuming products of the merging firms experience merger-induced reductions in marginal cost. Accounting
for these merger-induced reductions in marginal costs, we recompute the new predicted postmerger Nash equilibrium prices and quantities, and associated welfare changes due to both the Keurig - Dr. Pepper and Starbucks - Pepsi mergers.

Table 1.10 reports the predicted price and quantity demand changes associated with the Keurig - Dr. Pepper merger assuming the merged firm enjoys either a $0.5 \%, 1 \%, 2 \%, 5 \%$ or $10 \%$ reduction in product-level marginal costs post-merger. We assume throughout that non-merging firms in the industry do not experience any change in the marginal cost of providing their products to the market.

Table 1.10 Mean percentage change in price and quantity if Keurig and Dr. Pepper merge, assuming various magnitudes of merger-induced cost efficiency gains

|  |  |  | 0.5\% Cost efficiency gain |  | $1 \%$ Cost efficiency gain |  | $2 \%$ Cost efficiency gain |  | $\begin{gathered} 5 \% \text { Cost } \\ \text { efficiency gain } \end{gathered}$ |  | $10 \%$ Cost efficiency gain |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Products | Category | Obs. | Price | Quantity | Price | Quantity | Price | Quantity | Price | Quantity | Price | Quantity |
|  |  | N | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ |
| Merged firms | Overall | 937 | $\begin{gathered} 1.0648^{* * *} \\ (0.0640) \end{gathered}$ | $\begin{gathered} -2.1095 * * * \\ (0.1431) \end{gathered}$ | $\begin{gathered} 0.8273^{* * *} \\ (0.0597) \end{gathered}$ | $\begin{gathered} -1.5106 * * * \\ (0.1245) \end{gathered}$ | $\begin{gathered} 0.2862 * * * \\ (0.0586) \end{gathered}$ | $\begin{gathered} -0.1050^{* * *} \\ (0.1304) \end{gathered}$ | $\begin{gathered} -0.8211^{* * *} \\ (0.1215) \end{gathered}$ | $\begin{gathered} 3.6998^{* * *} \\ (0.3156) \end{gathered}$ | $\begin{gathered} -1.2120^{* * *} \\ (0.2896) \end{gathered}$ | $\begin{gathered} 8.5025 * * * \\ (0.6952) \end{gathered}$ |
|  | Dr. Pepper products | 553 | $\begin{gathered} 1.0010^{* * *} \\ (0.0500) \end{gathered}$ | $\begin{gathered} -1.6317^{* * *} \\ (0.0953) \end{gathered}$ | $\begin{gathered} 0.8448^{* * *} \\ (0.0535) \end{gathered}$ | $\begin{gathered} -1.2999 * * * \\ (0.0916) \end{gathered}$ | $\begin{gathered} 0.5227 * * * \\ (0.0616) \end{gathered}$ | $\begin{gathered} -0.6176^{* * *} \\ (0.0933) \end{gathered}$ | $\begin{gathered} -0.4450^{* * *} \\ (0.1035) \end{gathered}$ | $\begin{gathered} 1.6060^{* * *} \\ (0.1745) \end{gathered}$ | $\begin{gathered} -2.0394 * * * \\ (0.1910) \end{gathered}$ | $\begin{gathered} 5.8320^{* * *} \\ (0.4047) \end{gathered}$ |
|  | Keurig products | 384 | $\begin{gathered} 1.1566^{* * *} \\ (0.1387) \end{gathered}$ | $\begin{gathered} -2.7976^{* * *} \\ (0.3181) \end{gathered}$ | $\begin{gathered} 0.8021^{* * *} \\ (0.1238) \end{gathered}$ | $\begin{gathered} -1.8140^{* * *} \\ (0.2732) \end{gathered}$ | $\begin{aligned} & -0.0543 \\ & (0.1099) \end{aligned}$ | $\begin{gathered} 0.6332 * * \\ (0.2844) \end{gathered}$ | $\begin{gathered} -1.3629^{* * *} \\ (0.2540) \end{gathered}$ | $\begin{gathered} 6.7150^{* * *} \\ (0.7003) \end{gathered}$ | $\begin{aligned} & -0.0205 \\ & (0.6467) \end{aligned}$ | $\begin{gathered} 12.3482 * * * \\ (1.5740) \end{gathered}$ |
| Other firms | Overall | 3072 | 0.0098** | $0.2192 * * *$ | -0.0062 | 0.1586*** | -0.0414*** | $0.0245 * * *$ | $-0.1208 * * *$ | -0.3199*** | -0.1715*** | -0.7176*** |
|  |  |  | (0.0040) | (0.0074) | (0.0039) | (0.0072) | (0.0039) | (0.0082) | (0.0039) | (0.0098) | (0.0081) | (0.0212) |
|  | Soda products | 1428 | $\begin{gathered} 0.0317^{* * *} \\ (0.0030) \end{gathered}$ | $\begin{gathered} 0.1753^{* * *} \\ (0.0050) \end{gathered}$ | $\begin{gathered} 0.0113^{* * *} \\ (0.0030) \end{gathered}$ | $\begin{gathered} 0.1288^{* * *} \\ (0.0050) \end{gathered}$ | $\begin{gathered} -0.0325 * * * \\ (0.0030) \end{gathered}$ | $\begin{gathered} 0.0296 * * * \\ (0.0054) \end{gathered}$ | $\begin{aligned} & -0.1467 \\ & (0.0040) \end{aligned}$ | $\begin{gathered} -0.2374 * * * \\ (0.0090) \end{gathered}$ | $\begin{gathered} -0.2969 * * * \\ (0.0084) \end{gathered}$ | -0.5966v (0.0190) |
|  | Coffee products | 1644 | $\begin{aligned} & -0.0091 \\ & (0.0069) \end{aligned}$ | $\begin{gathered} 0.2574 * * * \\ (0.0130) \end{gathered}$ | $\begin{gathered} -0.0214 * * * \\ (0.0067) \end{gathered}$ | $\begin{gathered} 0.1845^{* *} * \\ (0.0127) \end{gathered}$ | $\begin{gathered} -0.0492 * * * \\ (0.0068) \end{gathered}$ | $\begin{gathered} 0.0200 \\ (0.0145) \end{gathered}$ | $\begin{gathered} -0.0983^{* * *} \\ (0.0065) \end{gathered}$ | $\begin{gathered} -0.3914 * * * \\ (0.0164) \end{gathered}$ | $\begin{gathered} -0.0627^{* * *} \\ (0.0127) \end{gathered}$ | $\begin{gathered} -0.8227 * * * \\ (0.0358) \end{gathered}$ |
| All |  | 4009 | 0.2564*** | $-0.3251 * * *$ | 0.1886*** | $-0.2315 * * *$ | 0.0352** | -0.0058 | $-0.2845 * * *$ | 0.6196*** | $-0.4147 * * *$ | 1.4374*** |
|  |  |  | (0.0168) | (0.0373) | (0.0153) | (0.0316) | (0.0142) | (0.0311) | (0.0289) | (0.0788) | (0.0683) | (0.1745) |

Notes: Standard error of the means are reported in the parentheses. $* * *$ indicates $\mathrm{p}<0.01$, **indicates $\mathrm{p}<0.05$. *indicates $\mathrm{p}<0.1$.

In the case of a merger-induced $0.5 \%$ cost efficiency gain, the predicted qualitative changes for prices and quantities are consistent with the case of no merger-induced efficiency gains reported in Table 1.6. In particular, with a merger-induced cost efficiency gain of only $0.5 \%$, the model predicts product price increases, and quantity decreases, on average. However, with greater merger-induced efficiency gains from the Keurig - Dr. Pepper merger, there is less pressure for prices to rise. In fact, the results in Table 1.10 reveal that when the merger-induced efficiency gain reaches 5\% and more, firms drop their product prices. Accordingly, the table also reveals that quantity demand for products is predicted to rise with sufficiently large merger-induced efficiency gains.

Assuming merger-induced efficiency gains are associated with the Keurig - Dr. Pepper merger, Table 1.11 reports predicted welfare effects associated with various magnitudes of mergerinduced cost efficiency gains. The table shows that consumer surplus is still predicted to fall when merger-induced cost efficiency gains are only $0.5 \%$ and $1 \%$, respectively. However, with mergerinduced cost efficiency gains of $2 \%$ and higher, the model predicts increases in consumer surplus and total surplus. It must be noted, however, that even with a merger-induced cost efficiency gain of $1 \%$, total surplus is predicted to increase since the increase in variable profits will outweigh the decline in consumer surplus. In summary, the model predicts that Keurig and Dr. Pepper should have been required by antitrust authorities to provide evidence of merger-induced cost efficiency gains of at least $1 \%$ to ensure that the merger is on net welfare-improving for society.

Table 1.11 Predicted welfare effects of a Keurig - Dr. Pepper merger, assuming various magnitudes of merger-induced cost efficiency gains

|  |  | 0.5\% Cost <br> efficiency <br> gain | $\mathbf{1 \%}$ Cost <br> efficiency <br> gain | $\mathbf{2 \%}$ Cost <br> efficiency <br> gain | 5\% Cost <br> efficiency <br> gain | $\mathbf{1 0 \%}$ Cost <br> efficiency <br> gain |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Variable Profit <br> change | $\% \Delta$ | $0.2471 \% * * *$ | $0.2474 \% * * *$ | $0.237 \% * * *$ | $0.298 \% * * *$ | $0.617 \% * * *$ |
| (SEM) | $(0.0006)$ | $(0.0006)$ | $(0.00058)$ | $(0.0008)$ | $(0.0021)$ |  |
| Consumer | $\% \Delta$ | $-0.020 \% * * *$ | $-0.011 \% *$ | $0.008 \% * * *$ | $0.051 \% * * *$ | $0.092 \% * * *$ |
| Surplus change | $(\mathrm{SEM})$ | $(0.00006)$ | $(0.00006)$ | $(0.00007)$ | $(0.00013)$ | $(0.00035)$ |
| Total Surplus <br> change | $\% \Delta$ | $-0.001 \%$ | $0.007 \% * *$ | $0.023 \% * * *$ | $0.065 \% * * *$ | $0.120 \% * * *$ |



Similar counterfactual experiments are conducted to examine market impacts of a hypothetical merger between Starbucks and Pepsi, assuming such a merger induces cost efficiency gains of either $2 \%, 5 \%$ or $10 \%$, respectively. Table 1.12 reports predicted changes in equilibrium prices and quantities under these merger-induced cost efficiency gains scenarios. As shown in the table, and unlike the Keurig - Dr. Pepper merger, for a merger between Starbucks and Pepsi prices are predicted to still increase, on average, even with merger-induced cost efficiency gains as large as $10 \%$. However, consistent with economic intuition, the predicted price increases with no merger-induced cost efficiency gains reported above in Table 1.8 are larger in magnitude compared to the predicted price increases with merger-induced cost efficiency gains reported in Table 1.12.

Table 1.12 Mean percentage change in price and quantity if Starbucks and Pepsi merge, assuming various magnitudes of merger-induced cost efficiency gains

| Products | Category |  | 2\% Cost efficiency gain |  | 5\% Cost efficiency gain |  | $10 \%$ Cost efficiency gain |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Obs. | Price | Quantity | Price | Quantity | Price | Quantity |
|  |  | N | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ | \% $\Delta$ |
| Merged firms | Overall | 1034 | $\begin{gathered} \hline 2.0945 * * * \\ (0.1004) \end{gathered}$ | $\begin{gathered} \hline-2.6124^{* * *} \\ (0.2103) \end{gathered}$ | $\begin{gathered} 1.4613 * * * \\ (0.1062) \end{gathered}$ | $\begin{gathered} \hline-0.9743 * * * \\ (0.2126) \end{gathered}$ | $\begin{gathered} 0.4546 * * * \\ (0.1412) \end{gathered}$ | $\begin{gathered} 1.9402 * * * \\ (0.2972) \end{gathered}$ |
|  | Pepsi products | 912 | $\begin{gathered} 1.3439 * * * \\ (0.0546) \end{gathered}$ | $\begin{gathered} -0.597 * * * 2 \\ (0.0571) \end{gathered}$ | $\begin{gathered} 0.9374 * * * \\ (0.0849) \end{gathered}$ | $\begin{gathered} 0.5463 * * * \\ (0.1352) \end{gathered}$ | $\begin{gathered} 0.3084 * * \\ (0.1438) \end{gathered}$ | $\begin{gathered} 2.5497 * * * \\ (0.2932) \end{gathered}$ |
|  | Starbucks products | 122 | $\begin{gathered} 7.7053^{* * *} \\ (0.5172) \end{gathered}$ | $\begin{gathered} -17.676^{* * *} \\ (0.9440) \end{gathered}$ | $\begin{gathered} 5.3770 * * * \\ (0.5166) \end{gathered}$ | $\begin{gathered} -12.342 * * * \\ (1.0151) \end{gathered}$ | $\begin{gathered} 1.5475^{* * *} \\ (0.5175) \end{gathered}$ | $\begin{gathered} -2.6159 * * \\ (1.1651) \end{gathered}$ |
| Other firms | Overall | 3049 | $\begin{gathered} 0.0579 * * * \\ (0.0088) \end{gathered}$ | $\begin{gathered} \hline 1.2787 * * * \\ (0.0296) \end{gathered}$ | $\begin{gathered} 0.0067 \\ (0.0078) \end{gathered}$ | $\begin{gathered} 0.9382 * * * \\ (0.0297) \end{gathered}$ | $\begin{gathered} \hline-0.0793 * * * \\ (0.0088) \end{gathered}$ | $\begin{gathered} 0.3325 * * * \\ (0.0361) \end{gathered}$ |
|  | Soda products | 1118 | $\begin{gathered} 0.0782^{* * *} \\ (0.0057) \end{gathered}$ | $\begin{gathered} 1.3022 * * * \\ (0.0444) \end{gathered}$ | $\begin{gathered} 0.0033 \\ (0.0059) \end{gathered}$ | $\begin{gathered} 1.0583 * * * \\ (0.0482) \end{gathered}$ | $\begin{gathered} -0.1255^{* * *} \\ (0.0082) \end{gathered}$ | $\begin{gathered} 0.6177 * * * \\ (0.0581) \end{gathered}$ |
|  | Coffee products | 1931 | $\begin{gathered} 0.0461 * * * \\ (0.0134) \end{gathered}$ | $\begin{gathered} 1.2650 * * * \\ (0.0391) \end{gathered}$ | $\begin{gathered} 0.0086 \\ (0.0119) \end{gathered}$ | $\begin{gathered} 0.8686 * * * \\ (0.0375) \end{gathered}$ | $\begin{gathered} -0.0526^{* * *} \\ (0.0130) \end{gathered}$ | $\begin{gathered} 0.1674 * * * \\ (0.0457) \end{gathered}$ |
| All |  | 4083 | $\begin{gathered} 0.5737 * * * \\ (0.0297) \end{gathered}$ | $\begin{gathered} 0.2933 * * * \\ (0.0634) \end{gathered}$ | $\begin{gathered} 0.3750 * * * \\ (0.0292) \end{gathered}$ | $\begin{gathered} 0.4538^{* * *} \\ (0.0596) \end{gathered}$ | $\begin{gathered} 0.0559 \\ (0.0365) \end{gathered}$ | $\begin{gathered} 0.7396 * * * \\ (0.0807) \end{gathered}$ |

Notes: Standard error of the means are reported in the parentheses. $* * *$ indicates $\mathrm{p}<0.01, * *$ indicates $\mathrm{p}<0.05$. *indicates $\mathrm{p}<0.1$.

Table 1.13 reports the welfare impacts of the Starbucks - Pepsi merger, assuming such a merger induces cost efficiency gains of either $2 \%, 5 \%$ or $10 \%$, respectively. Unlike the Keurig Dr. Pepper merger, a merger between Starbucks and Pepsi is predicted to harm consumers even with merger-induced cost efficiency gains as large as $10 \%$. However, the predicted mergerinduced change in total surplus switches from decrease to increase when cost efficiency gain is between 2\% and 5\%. In other words, for a merger between Starbucks and Pepsi, our model predicts that merger-induced cost efficiency gains of $5 \%$ or greater will result in variable profit increases sufficiently large to compensate losses in consumer surplus, rendering the merger welfareimproving. As such, should Starbucks and Pepsi propose to merge in the future, antitrust
authorities should require for approval the firms to show reasonable evidence that the merger will reduce costs by at least $5 \%$, which is a larger cost efficiency gain threshold compared to the $1 \%$ cost efficiency gain required to render the Keurig - Dr. Pepper merger welfare-improving.

Table 1.13 Predicted welfare effects if Starbucks and Pepsi merge, assuming various magnitudes of merger-induced cost efficiency gains

|  |  | $\mathbf{2 \%}$ Cost <br> efficiency gain | 5\% Cost <br> efficiency gain | $\mathbf{1 0 \%}$ Cost <br> efficiency gain |
| :---: | :---: | :---: | :---: | :---: |
| Variable Profit change | $\% \Delta$ | $1.135 \% \%^{* *}$ | $1.071 \%^{* * *}$ | $0.981 \%{ }^{* * *}$ |
|  | $(\mathrm{SEM})$ | $(0.0021)$ | $(0.0020)$ | $(0.0023)$ |
| Consumer Surplus | $\% \Delta$ | $-0.114 \%^{* * *}$ | $-0.081 \%^{*}$ | $-0.023 \%$ |
| change | $(\mathrm{SEM})$ | $(0.0004)$ | $(0.0005)$ | $(0.0005)$ |
| Total Surplus change | $\% \Delta$ | $-0.0053 \%$ | $0.0139 \%$ | $0.0511 \%$ |
|  | $(\mathrm{SEM})$ | $(0.0001)$ | $(0.0002)$ | $(0.0004)$ |

 *indicates $\mathrm{p}<0.1$.

### 1.7 Conclusion

Caffeinated beverages are popular drinks for U.S. consumers. Whether the merger and cooperation of caffeinated beverage firms across categories will have negative impacts on society heavily rely on the extent of consumer demand substitutability between coffee and soda products. This paper fills a gap in the literature of measuring the relationship between coffee and soda products using a random coefficients discrete choice model of demand. Furthermore, the paper provides estimates of cross-price elasticities across the two product categories. Specifically, the demand parameter estimates, on average, reveal that soda demand increases by 0.0167 percent with a 1 percent increase in coffee product price, while coffee demand increases by 0.268 percent with a 1 percent increase in soda product price.

Secondly, this study conducts merger simulations motivated by actual mergers and cooperation between caffeinated beverage producers. The results show evidence of potential anticompetitive effects associated with both Keurig - Dr. Pepper and Starbucks - Pepsi mergers
in the case of no merger-induced efficiency gains. The model predicts that the Keurig - Dr. Pepper merger will increase the variable profits of firms in the industry, but harm consumer welfare. The predicted increase in variable profit is not sufficient to compensate for the predicted decline in consumer surplus, yielding a predicted decline in total surplus associated with the merger. Similarly, the Starbucks - Pepsi merger is predicted to be beneficial for coffee and soda producers on average. However, consumers are predicted to experience a lower surplus, a merger-induced decline which is sufficiently large to decrease total surplus compared to the market without the merger.

We find that under circumstances of sufficiently large merger-induced cost efficiency gains, the Keurig - Dr. Pepper merger can be welfare-improving. Specifically, the change in total surplus switches from negative to positive when the merger-induced cost efficiency gain is between $0.5 \%$ and $1 \%$. However, a merger between Starbucks and Pepsi requires larger merger-induced cost efficiency gains, somewhere between $2 \%$ and $5 \%$, to be welfare-improving. Therefore, these results suggest policy makers should exercise caution in deciding whether to approve mergers between these firms.

The current analysis has some limitations. The demand estimates and merger simulation effects are based on data during the year 2012. However, the actual merger between Keurig and Dr. Pepper occurred at the end of 2018. Due to data limitations, we are not able to estimate the actual effect of the merger using pre- and post-merger market structure information. Secondly, the paper uses a purely static discrete choice model. Future research may consider including likely dynamics in consumers' decision-making process, which might be particularly important given the storability of these consumer goods (Hendel and Nevo (2006)).
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# Chapter 2 - On the Importance of Modelling Dynamic Demand for Competition Analysis: The case of Caffeinated Beverages 

### 2.1 Introduction

The contents of many consumer goods are packaged in discrete sizes. As such, in responding to relative price changes among these products, consumers are restricted to adjust their purchase volume of the product contents based on the discrete package sizes available. Since differentiated products within a given package size category may inherently be perceived as substitutes, over time, some consumers may switch their purchases back and forth between roughly similarly priced products of the same package size.

Relative prices among differentiated products within a package size category may be different when compared to other package size categories. For example, in the case of carbonated soda products, a relatively popular package size is a 6-pack of 16.9 fl . oz. bottles, yielding total soda content of 101.4 fl . oz. A check on soda product prices in June 2020 at a Walmart retail Supercenter reveals the following for this package size: (i) $\$ 2.50$ for Dr Pepper; (ii) $\$ 2.50$ for Pepsi; and (iii) $\$ 3.33$ for Coca-Cola. An alternate package size offered is 67.7 fl . oz. single bottle products with the following prices: (i) $\$ 1.58$ for Dr Pepper; (ii) $\$ 1.68$ for Pepsi; and (iii) $\$ 1.25$ for CocaCola.

A change in the price of a given product, causing a change in relative prices among products within that package size category, may induce some consumers to switch package size categories. The demand for many of the products within the size category that experienced the relative price change may change in the same direction, i.e., a "complementary" type consumer choice behavior, when some consumers switch package size category due to the relative price change. We now provide an example.

Consider again the two package sizes of soda products mentioned above: $(i)$ a package with total soda content of 101.4 fl . oz.; and (ii) a package with total soda content of 67.7 fl . oz. Within each package size, there are several distinct soda products distinguished by various non-price characteristics. Prior to any price change, some consumers may switch their purchases back and forth between roughly similarly priced products within the 101.4 fl . oz. package size. Now suppose the price of one product within the 101.4 fl . oz. package size increases. This price increase likely causes consumers to have lower expected current and future utility from the set of 101.4 fl . oz. packaged products, and the decrease in expected utility for 101.4 fl . oz. packaged products may be sufficient to induce some consumers to either choose among soda products of a smaller package size, perhaps the 67.7 fl . oz. package size, or not choose any soda product. In this case, there is a decline in demand for 101.4 fl . oz. packaged soda products associated with the increase in the price of a single soda product of this package size, yielding "complementary" type consumer choice behavior among pairs of 101.4 fl . oz. packaged soda products.

A key objective of this paper is to illustrate that while both static and dynamic discrete choice models can capture consumers' incentives for "complementary" type choice behavior, a static discrete choice model imposes a restriction on the size of such "complementary" type incentives that causes the inherent substitutability of products within a package size category to always dominate. Furthermore, we show that unlike a static discrete choice model, the forwardlooking attribute of consumers in the dynamic model increases the capacity of the discrete choice model to capture "complementary" type consumer incentives such that these incentives can at times be relatively stronger than the inherent substitutability of products within a package size category, ultimately yielding "complementary" type relationships between these products. The intuition is that, unlike assumed decision-making in a static discrete choice demand model, in a
dynamic discrete choice model forward-looking consumers in making their optimal purchase decision take into account how a given price change impacts future expected utility the consumer obtains from the relevant size category of products, which can serve as an extra stimulus for consumers to change their current purchase decision across size categories. This increased willingness of forward-looking consumers to switch their current purchase decision across size categories of products in response to price change of a given product is a key positive driver of the strength of the "complementary" type consumer incentives that can ultimately yield "complementary" type relationships between products within a given size category. It then becomes an empirical question of whether a given product pair is ultimately treated as complements or substitutes based on consumers' patterns of choice behavior.

One appeal of using discrete choice models when modeling consumer demand for differentiated products is that these models enable researchers to flexibly model taste heterogeneity across consumers, and thereby enable researchers to use such taste heterogeneity to better understand differences in consumer choice behavior and welfare impacts of various shocks and supply-side market changes [Berry (1994); Berry, Levinsohn and Pakes (1995); Crawford and Yurukoglu (2012); Ho and Lee (2017); Crawford, Lee, Whinston and Yurukoglu (2018)]. Since traditional static discrete choice models of demand ${ }^{3}$ impose the restriction that consumers ${ }^{\text {' }}$ incentive for "complementary" type choice behavior are never sufficiently strong to overturn the perceived substitutability between product pairs, then within the framework of static discrete choice demand models any pair of distinct products are necessarily empirical substitutes. As such, a key methodological contribution of our paper is to illustrate how a dynamic discrete choice demand model overcomes this shortcoming of traditional static discrete choice models of demand.

[^3]Why is it important to capture whether a given product pair is ultimately treated by consumers as complements versus substitutes? Analysis of market competition, such as the competitive impacts of mergers, crucially depends on both the type and strength of the relationship between products of rival firms. In particular, the merger of firms that sell substitute products necessarily result in higher price-cost markups on these products post-merger, an anti-competitive outcome. Furthermore, the increases in price-cost markups are expected to be greater the stronger the substitutability between products of the merging firms. Conversely, a merger between firms that sell complementary products can result in lower price-cost markups on these products postmerger, a pro-competitive outcome. Furthermore, the decreases in price-cost markups are expected to be greater the stronger the complementarity between products of the merging firms. Therefore, accurate inference on the competitive effects of mergers depends crucially on the type and strength of the relationship between products of the merging firms.

Empirically, we focus on two categories of caffeinated beverages sold in supermarkets: coffee and soda. Both are popular storable caffeinated beverages. The storability characteristic of these products facilitates consumers holding inventories of them. Purchase quantities not consumed in the current period are stored at a cost for future consumption. Holding inventories also facilitates consumers being able to inter-temporally smooth consumption, and optimally choose lumpy purchases in response to temporary versus permanent price changes. As discussed in Hendel and Nevo (2006b), such dynamic considerations of consumers of storable goods provide a reason to favor using a dynamic demand model over a static demand model. A static demand model ignores consumers' inventory and forward-looking behaviors. Caffeinated beverages sold in supermarkets do satisfy this reason for using a dynamic demand model. However, our paper
posits another reason for wanting to use a dynamic demand model, which is to capture potential "complementary" type consumer choice behavior.

For decades, coffee and soda producers have sought to forge cooperative partnerships. In 1994, the well-known soda giant, Pepsi Co, and the famous coffee chain, Starbucks Corp, jointly found the North American Coffee Partnership to produce ready-to-drink coffee (RTD). This partnership markets products produced by Starbucks Corp, and utilizes the distribution system of Pepsi Co. More recently, at the end of 2018, Keurig Green Mountain, a coffee producer, indeed merged with Dr Pepper Snapple Group, a soda company. The merged firm owns 31 coffee brands and 20 soda brands.

A merger between leading firms in each caffeinated beverage category can incentivize the merged firm to exercise its market power, which may substantially increase price-cost margins of the merged firm's products. Whether the mergers would be of antitrust concern greatly depends on how consumers perceive the relationship between products across caffeinated beverage categories. Informed by the discussion above, it is prudent to use a dynamic demand model, as oppose to a traditional static model of demand, to more accurately estimate the relationship between products of the merging firms, which in turn facilitates more accurate assessment of the potential merger effects.

To achieve our objectives, we adopt a dynamic model of demand proposed by Hendel and Nevo (2006b). They show that the probability of choosing a given branded product conditional on package size (quantity of product content) is independent of dynamic considerations. Therefore, they provide a tractable three-step estimation procedure which enables us to split the dynamic decision into a static brand choice conditional on content quantity, and a dynamic content quantity choice.

We estimate the dynamic demand for caffeinated beverages using scanner data from the Information Resources Inc. (IRI) marketing dataset [Bronnenberg et al. (2008)]. The data contain two sets of information. First, we observe the weekly purchasing records of a group of coffee and soda consumers over a period of two years. These data include households' demographic information as well as the price and product content quantity they purchase. In addition, the dataset includes a panel of product attributes and retail store promotional activities.

Given the structural dynamic demand parameter estimates, we first derive the price elasticities of demand. For comparison, we also estimate a traditional static conditional logit model of demand, and use the parameter estimates from this static model to compute price elasticities of demand. The results reveal that ignoring the dynamics in consumer demand can yield inaccurate estimates of the relationship between products in the same category. For example, in the case of 144 fl. oz. packaged ground coffee products, our dynamic model predicts the cross-price elasticity of Morning Joe, a Starbucks branded coffee product, with respect to branded products of The JM Smuckers is a mean -0.1 , suggesting complementary type relationships. However, a pure static demand model that assumes products are substitutes by default predicts cross-price elasticities among the 144 fl . oz. packaged ground coffee products listed above to be a mean 0.01 . Similarly, the dynamic model yields cross-price elasticities suggesting complementary type relationships between some pairs of soda products within a given package size, while the static model yields cross-price elasticities suggesting substitute relationships between the same pairs of soda products.

Next, we simulate two types of mergers. First, we assume two firms from the same caffeinated beverage category merge. Comparing the estimates predicted from our dynamic model to a pure static model, we show that some price-cost margins generated from the dynamic demand model are predicted to decline due to empirical complementary type relationships across products
within a given package size. For example, in case of the counterfactual merger between Starbucks and The JM Smucker, two major coffee firms, the dynamic model predicts that consumers would observe price-cost markups on Starbucks products' to decrease by $8.41 \%$ on average. In contrast, the static model predicts price-cost markups on these products will increase by a mean $1.68 \%$.

We then perform a counterfactual merger simulation between leading firms in each caffeinated beverage category, i.e. cross-category merger. Even though in this data set we do not observe empirical complementarity across coffee-soda product pairs, the merger effects predicted by the two models, dynamic versus static, differ substantially. Our simulated merger between Keurig and Dr. Pepper yield a predicted mean percentage increase in price-cost markups from the static demand model that is approximately 3 times as high as the predicted mean percentage increase in markups from the dynamic demand model.

The paper proceeds as follows. In the next section, we briefly describe related literature. In section 3 we present the demand and supply model of caffeinated beverages, discuss estimation, and formally illustrate how the dynamic demand model captures complementary type relationships across products. We describe the data in section 4. In section 5 we report and discuss parameter estimates of the static and dynamic portions of the dynamic demand model. In section 6 we report and discuss demand elasticities and hypothetical merger effects. Concluding remarks are gathered in section 7.

### 2.2 Related Literature

Our paper is most closely related to the literature on empirical dynamic demand models of consumer goods. This literature can be decomposed into two major branches: (i) dynamic demand models of durable goods; and (ii) dynamic demand models of storable goods. Recent contributions to the durable goods branch of the literature include, Melnikov (2013) who proposes a dynamic
demand of durable goods that are not repurchased, and applies it to a market for computer printers. Gowrisankaran and Rysman (2012) applies the framework to the digital camcorders industry and allow consumers to repurchase. Those models have been extended and applied to answer many other research questions. For example, Lee (2013) studies vertical integration in a two-sided market assuming consumers are forward-looking, and more recently Huang (2019) estimates consumer dynamic demand involving human capital accumulation.

Our study contributes most to the branch of the literature on dynamic demand for storable goods. Contributions to this literature include Erdem, Imai and Keane (2003), who construct a dynamic model of demand that focuses on the role of price expectation on storable goods. Hendel and Nevo (2006a) finds evidence of household stockpiling behavior and suggests that a static demand model may inaccurately estimate consumers' price sensitiveness. Hendel and Nevo (2006b) proposed a dynamic discrete choice framework considering consumer inventory behavior, as well as an estimation strategy that reduces the computational burden of the dynamic demand model. Hartmann and Nair (2010) extends Hendel and Nevo (2006b) to estimate the demand for tied products. They endogenize product choice in terms of which tied products consumers have at home. Hendel and Nevo (2013) and Dubios and Magnac (2015) further incorporate within the demand for storable goods framework, firms' strategic price-setting behavior. They derive equilibrium price-setting and identify the outcomes and effects of intertemporal price discrimination. Additionally, some studies such as Wang (2015) and Osborne (2018) show the importance of considering a dynamic demand setting when measuring welfare changes.

Our study also fits into the literature on measuring the competitive effects of a horizontal merger. The majority of this literature adopts a static discrete choice model of demand. For example, Nevo (2000) uses the methodology of estimating a static structural model of demand to
evaluate mergers in the ready-to-eat cereal industry. Pinkse and Slade (2004) studies the market effects resulting from mergers between brewers of beer in the UK. Other studies that use and discuss a static demand framework for measuring the market effects of horizontal mergers include, Ivaldi and Verboven (2005) and Bjornerstedt and Verboven (2016).

Our study also contributes to the extensive literature on the coffee industry, and perhaps even more extensive literature on the caffeinated soda industry. For example, Dubé (2004) develops a multiple discreteness model to estimate the demand for soda, and Dubé (2005) applies the multiple-unit purchase demand model to analyze merger cases in the soda industry, and draws antitrust policy implications. Lopez and Fanuzzi (2012) estimates a random coefficient logit model of demand for soda to simulate the effect of caloric taxes. Wang (2015) adopts a dynamic discrete choice model to estimate the soda tax effect on consumer welfare. More recently, Gayle and Indika (2020) investigate the impact on soda prices of vertical integrations in which PepsiCo and CocaCola each acquired their major bottlers. There are numerous studies that estimate the demand for coffee, including McManus (2007), Bonnet and Villas-Boas (2016), Villas-Boas (2007), and Gayle and Lin (2020). However, to the best of our knowledge, no study analyzed a model of demand that jointly incorporates both coffee and soda caffeinated beverages, which is necessary to study existing and potential partnerships between firms across these two product categories. As such, our study fills this gap in the literature.

### 2.3 The Model

In this section, we build a dynamic demand model based on the framework of Hendel and Nevo (2006b). A key modification of the Hendel and Nevo (2006b) framework is that we allow households to purchase, consume, and keep an inventory level for each of the two caffeinated beverage categories, while the framework in Hendel and Nevo (2006b) focus on consumer choice
behavior over a single product category. In addition, we use a utility function specification that permits estimation of parameters that describe the aggregate relationship between the two caffeinated beverage categories. Finally, assuming firms compete in prices, Bertrand-Nash fashion, we recover product-level price-cost markups.

### 2.3.1 Dynamic Demand

Household $h$ obtains a per period utility from consuming coffee, soda, and an outside option:

$$
u\left(c_{h t}^{s}, c_{h t}^{c}, v_{h t}^{s}, v_{h t}^{c} ; \gamma\right)+\gamma_{0} O_{h t}
$$

where $c_{h t}^{s}$ is the amount of soda consumed by household $h$ at time $t ; c_{h t}^{c}$ is the consumption of coffee; $v_{h t}^{S}$ and $v_{h t}^{c}$ are random shocks to the utility that changes the marginal utility from consumption of each beverage category; $\gamma$ is a set of taste parameters in the consumption utility function; $O_{h t}$ is the consumption of the outside option; and $\gamma_{0}$ the marginal utility from consuming the outside option.

There are $J$ products in the market, where $J_{1}$ of them are soda products, and the rest $J_{2}=J$ $-J_{1}$ of them are coffee products. Each product is defined as a brand-package size combination. The total consumption of each category (coffee or soda) by household $h$ in period $t$ is $c_{h t}^{s}=$ $\sum_{j \in J_{1}} c_{j h t}^{S}$ and $c_{h t}^{c}=\sum_{j \in J_{2}} c_{j h t}^{c}$. We adopt the following functional form of utility from consuming the differentiated products:

$$
\begin{align*}
u\left(c_{h t}^{s}, c_{h t}^{c}, v_{h t}^{s}, v_{h t}^{c}\right)= & \gamma_{1}\left(c_{h t}^{s}+v_{h t}^{s}\right)+\gamma_{2}\left(c_{h t}^{s}+v_{h t}^{s}\right)^{2} \\
& +\gamma_{3}\left(c_{h t}^{c}+v_{h t}^{c}\right)+\gamma_{4}\left(c_{h t}^{c}+v_{h t}^{c}\right)^{2} \\
& +\gamma_{5}\left(c_{h t}^{s}+v_{h t}^{s}\right)\left(c_{h t}^{c}+v_{h t}^{c}\right), \tag{1}
\end{align*}
$$

where $\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}$ and $\gamma_{5}$ are parameters to be estimated. The chosen functional form of utility implies the following set of linear inverse demand functions (Martin, 2009):

$$
\begin{align*}
& p^{s}=\gamma_{1}+2 \gamma_{2} c^{s}+\gamma_{5} c^{c}+\tilde{v}^{s}  \tag{2}\\
& p^{c}=\gamma_{3}+2 \gamma_{4} c^{c}+\gamma_{5} c^{s}+\tilde{v}^{c} \tag{3}
\end{align*}
$$

where $\tilde{v}^{s}$ and $\tilde{v}^{c}$ are composite functions of $v_{h t}^{s}$ and $v_{h t}^{c}$; and $\gamma_{5}$ is the parameter that captures the aggregate relationship between the two caffeinated beverage categories. If $\gamma_{5}=0$, the beverage categories are independent in demand; if $\gamma_{5}>0$, then coffee and soda categories are substitutes; while if $\gamma_{5}<0$, the two categories are demand complements. In addition, $\gamma_{1}>0, \gamma_{3}>0, \gamma_{2}<$ 0 , and $\gamma_{4}<0$ imply diminishing marginal utilities from consumption levels and downward sloping demand curves.

Let $x$ index package sizes, and therefore quantity content of products. As such, $x=$ $0,1,2, \ldots, X$, where $x=0$ represents a quantity content of zero, which corresponds to choosing the outside option, while $X$ is the total number of distinct package sizes across the two beverage categories. In each period, household $h$ enjoys indirect utility, $g_{h j x t}$, from purchasing one unit of product $j$ of pacackge size $x$, i.e:

$$
\begin{equation*}
g_{h j x t}=\alpha_{1} p_{j x t}+\alpha_{2} A_{j x t}+\sum_{l}^{L} \alpha_{3 l} p_{j x t} \text { Demo }_{h l}+\xi_{j x t}+\varepsilon_{h j x t}, \tag{4}
\end{equation*}
$$

where $p_{j x t}$ is the price of product $j$ of package size $x ; A_{j x t}$ represents promotional activities to entice product purchase; $\mathrm{Demo}_{h l}$ is household-specific demographic variable $l$, which allows the model to capture heterogeneity in price sensitivities across households via the set of interaction variables $\left(p_{j x t}\right.$ Demo $_{h 1}, p_{j x t}$ Demo $_{h 2}, \ldots, p_{j x t}$ Demo $\left._{h L}\right) ; \xi_{j x t}$ is a composite of product-specific attributes observed by consumers and firms, but not by us the researchers; and $\varepsilon_{h j x t}$ is a mean zero random preference shock. Given the standard law of demand, we expect: $\alpha_{1}<0$, and $\left|\alpha_{1}\right|>$ $\left|\sum_{l}^{L} \alpha_{3 l} D e m o_{h l}\right|$ for all $h$.

Because the products are storable, quantity purchased does not necessarily equal to the quantity consumed, the difference is stored as inventory. Following Hendel and Nevo (2006b), the utility from consumption is not product-specific. Instead, the product-specific utility is revealed at the time of purchase. Thus, consumption is not affected by which brand is in storage.

The ability to store products allow households to smooth consumption level when the price is high. However, holding inventory is costly to the consumer. The cost the consumer incurs to hold inventory of each beverage category at time $t$ is $f\left(i_{h, t+1}^{s}\right)$ and $f\left(i_{h, t+1}^{c}\right)$ for soda and coffee, respectively. Note that $i_{h, t+1}^{s}$ and $i_{h, t+1}^{c}$ denote household $h^{\prime} s$ level of soda and coffee inventories, respectively. Households' preference for storing products depend on the marginal cost of inventory for each category. The end-of-period inventory for each category is equal to the inventory leftover at the beginning of the period, plus the purchase in period $t$, minus the level of consumption during period $t$. The cost of the inventory functions are specified as follows:

$$
\begin{align*}
& f\left(i_{h, t+1}^{s}\right)=\beta_{1} i_{h, t+1}^{s}+\beta_{2}\left(i_{h, t+1}^{s}\right)^{2}  \tag{5}\\
& f\left(i_{h, t+1}^{c}\right)=\beta_{3} i_{h, t+1}^{c}+\beta_{4}\left(i_{h, t+1}^{c}\right)^{2} \tag{6}
\end{align*}
$$

where $\beta_{1}, \beta_{2}, \beta_{3}$ and $\beta_{4}$ are parameters to be estimated. We expect $\beta_{1}>0, \beta_{3}>0, \beta_{2}>0$ and $\beta_{4}>0$, which yield inventory cost functions that are increasing and convex.

Given all components of utility, household $h$ chooses the product to purchase, and the quantity of each category to consume in order to maximize the discounted value of expected future utility. We denote household $h^{\prime} s$ purchase of brand $j$ of package size $x$ in market $m$ at time $t$ by $d_{h j x m t}=1$, with $\sum_{j, x} d_{h j x m t}=1$. The consumer's problem in period $t$ can be represented as $V\left(\phi_{t}\right)$
$=\max _{\left\{c_{h t}^{s}, c_{h t}^{c}, d_{h j x m t}\right\}} \sum_{t=1}^{\infty} \delta^{t-1} E\left[u\left(c_{h t}^{s}, c_{h t}^{c}, v_{h t}^{s}, v_{h t}^{c}\right)-f\left(i_{h, t+1}^{s}\right)-f\left(i_{h, t+1}^{c}\right)\right.$
$\left.+\sum_{j, x} d_{h j x m t} g\left(p_{j x m t}, A_{j x m t}, \xi_{h j m x}, \varepsilon_{h j x m t}\right) \mid \phi_{t}\right]$
s.t. $c_{h t}^{s}, c_{h t}^{c}, i_{h t}^{s}, i_{h t}^{c}, x_{h t} \geq 0$,
$\sum_{j, x} d_{h j x m t}=1$,
$i_{h, t+1}^{s}=i_{h t}^{s}+r_{t} x_{h t}-c_{h t}^{s}$,
$i_{h, t+1}^{c}=i_{h t}^{c}+\left(1-r_{t}\right) x_{h t}-c_{h t}^{c}$,
where $\delta>0$ is the discount factor for each period; $\phi_{t}$ denotes the state at time $t ; r_{t}$ is a zero-one indicator variable that equals 1 if the unit purchased/chosen is soda, 0 otherwise. The state $\phi_{t}$ consists of the current price, promotional activities, the beginning-of-period inventory for each category, and the two types of uncertainty to households: $(i)$ the shock to the utility of consumption; and (ii) the shock to the utility of purchase. For notation simplicity, we drop the subscripts $h$ and $m$ in what follows.

Empirically, we follow Hendel and Nevo (2006b) and make the following three assumptions.

Assumption 1: The random shocks to consumption at each period $v_{h t}^{s}$ and $v_{h t}^{c}$ are independent and identically distributed (i.i.d.) across individuals and over time.

Assumption 2: Price and promotional activities follow an exogenous first-order Markov process.

Assumption 3: The random shock term in the utility of brand choice purchase follows a type I extreme value distribution, and is i.i.d. across individuals and over time.

These assumptions are commonly made in related literature to reduce the state space and to produce a tractable solution to the dynamic programming problem.

The third assumption allows us to derive a closed-form probability of observing each household $h$ 's purchase history conditional on state variables and inventory:

$$
\begin{equation*}
\operatorname{Pr}\left(d_{j x t} \mid \phi_{t}\right)=\frac{\exp \left(\alpha_{1} p_{j x t}+\alpha_{2} A_{j x t}+\sum_{l}^{L} \alpha_{3 l} p_{j x t} \text { Demo }_{h l}+\xi_{j x t}+M\left(\phi_{t}, j, x\right)\right)}{\sum_{k, y} \exp \left(\alpha_{1} p_{k y t}+\alpha_{2} A_{k y t}+\sum_{l}^{L} \alpha_{3 l} p_{k y t} \text { Demo }_{h l}+\xi_{k y t}+M\left(\phi_{t}, k, y\right)\right)}, \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
M\left(\phi_{t}, j, x\right)= & \operatorname{Max}_{c}\left\{u\left(c_{h t}^{s}, c_{h t}^{c}, v_{h t}^{s}, v_{h t}^{c}\right)-f\left(i_{h, t+1}^{s}\right)-f\left(i_{h, t+1}^{c}\right)\right. \\
& \left.+\delta E\left(V\left(\phi_{t+1}\right) \mid d_{j x t}, c_{h t}^{s}, c_{h t}^{c}, \phi_{t}\right)\right\}
\end{aligned}
$$

and $E(V(\cdot))$ is the expected value of the future utility as a function of the current state and household's decision.

### 2.3.2 Demand Estimation

Following a three-step procedure proposed by Hendel and Nevo (2006b), we estimate parameters of this dynamic model by maximizing the likelihood of households' product choices. Allowing heterogeneity in brand preferences, the estimation procedure involves splitting the consumer's problem into a static brand choice and a dynamic quantity choice. As discussed in Hendel and Nevo (2006b), splitting the consumer's problem in this way greatly reduces the dimensionality of the state space when estimating the dynamic quantity, which in turn decreases the computational burden.

The probability of choosing a product $j$ is effectively a joint probability of choosing a product and package size, which can be written as:

$$
\begin{equation*}
\operatorname{Pr}\left(d_{j t}, x_{t}\right)=\operatorname{Pr}\left(d_{j t}=1 \mid p_{t}, x_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right) \times \operatorname{Pr}\left(x_{t} \mid p_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right) \tag{9}
\end{equation*}
$$

where $\operatorname{Pr}\left(d_{j t}=1 \mid p_{t}, x_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right)$ is the probability of choosing brand j conditional on wanting a product of package size $x_{t}$; while $\operatorname{Pr}\left(x_{t} \mid p_{t}, i_{t}^{S}, i_{t}^{c}, v_{t}^{S}, v_{t}^{c}\right)$ is the probability of choosing package size $x_{t}$, which is effectively the quantity choice. Hendel and Nevo (2006b) prove and discuss in detail why $\operatorname{Pr}\left(d_{j t}=1 \mid p_{t}, x_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right)$ can simply be estimated using a static conditional logit prior to estimating $\operatorname{Pr}\left(x_{t} \mid p_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right)$ with the dynamic quantity choice portion of the model.

### 2.3.2.1 The static conditional logit model

Assuming $\varepsilon$ is distributed type I extreme value, the probability of choosing product/brand $j$ conditional on package size is:

$$
\begin{equation*}
\operatorname{Pr}\left(d_{j t}=1 \mid x_{t}, p_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right)=\frac{\exp \left(\alpha_{1} p_{j x t}+\alpha_{2} A_{j x t}+\sum_{l}^{L} \alpha_{3 l} p_{j x t} \text { Demo }_{h l}+\xi_{j x t}\right)}{\sum_{k} \exp \left(\alpha_{1} p_{k x t}+\alpha_{2} A_{k x t}+\sum_{l}^{L} \alpha_{3 l} p_{k x t} \text { Demo }_{h l}+\xi_{k x t}\right)}, \tag{10}
\end{equation*}
$$

where the denominator sums over all available brands within package size $x$ at time $t$. Hence the estimation of brand choice parameters is based on a purely static conditional logit model. Each household faces a choice set that includes all products/brands offered in the given package size, which is the size of the household actual purchases.

The product price variable is well-known to be endogenous since product attributes captured in $\xi_{j x t}$, such as brand quality and TV commercials are unobserved to researchers but observed by households making purchase decisions, and these attributes are correlated with product price. As such, we follow Gayle and Xie (2018), and formally account for the endogeneity of price by first specifying the following reduced-form price equation:

$$
\begin{equation*}
p_{j x t}=Z_{j x t} \lambda+\epsilon_{j x t}, \tag{11}
\end{equation*}
$$

where $Z_{j x t}$ is a matrix of non-price product characteristics and a set of instrument variables that influence product price; $\lambda$ is a vector of parameters associated with the variables in $Z_{j x t}$; and $\epsilon_{j x t}$ is assumed to be independently and identically distributed normal random price shock variable, with mean zero and standard deviation $\sigma^{p}$.

It is reasonable to conjecture that production marginal cost, such as electricity cost, affects product price, but is uncorrelated with the random component of purchase utility. Motivated by Villas Boas (2007), we interact the price of electricity with brand-size dummies to allow changes in electricity price to affect product-level marginal costs, and in turn product prices, differently across brands and package sizes. Thus, the interaction of electricity price with brand-size dummies is one set of instruments we include in $Z_{j x t}$. In addition, other non-price product characteristics are included in $Z_{j x t}$ : (1) the caffeine content of each product we read from the package; (2) the promotional activities, such as where the product is displayed in a store and whether there is special product advertising in a store; (3) the interaction between electricity price and household income;
(4) the interaction between caffeine content and whether the family has kid under 17 years old; and (5) brand-size fixed effects.

Therefore, the probability of households' purchase decisions conditional on package size is captured by the following closed-form expression:

$$
\begin{equation*}
\operatorname{Pr}\left(d_{h j m t}=1 \mid p_{m t}, x_{t}, \epsilon_{j x t} ; \alpha\right)=\frac{\exp \left(\alpha_{1} p_{j x m t}+\alpha_{2} A_{j x m t}+\sum_{l}^{L} \alpha_{3 l} p_{j x m t} \text { Demo }_{h l}+\frac{\epsilon_{j x m t}}{\sigma^{p}}\right)}{\sum_{k} \exp \left(\alpha_{1} p_{k x m t}+\alpha_{2} A_{k x m t}+\sum_{l}^{L} \alpha_{3 l} p_{k x m t} \text { Demo }_{h l}+\frac{\epsilon_{k x m t}}{\sigma^{p}}\right)} \tag{12}
\end{equation*}
$$

where $\frac{\epsilon_{j x m t}}{\sigma^{p}}$ is included in the closed-form probability expression to mitigate the endogeneity problem. The likelihood function for the static conditional logit model, taking price endogeneity into account is:

$$
\begin{equation*}
L(\alpha, \lambda)=\prod_{h} \Pi_{j} \Pi_{m} \Pi_{t} d_{h j m t} \operatorname{Pr}\left(d_{h j m t}=1 \mid p_{m t}, x_{t}, \epsilon_{j x m t} ; \alpha\right) \times \Phi\left(\epsilon_{j x m t} \mid Z_{j x m t} ; \lambda\right) \tag{13}
\end{equation*}
$$

where $d_{h j m t}$ is an observed zero-one indicator variable that is equal to 1 if household $h$ chooses product $j$ in market $m$ during period $t$, and 0 otherwise. The $\operatorname{Pr}\left(d_{\text {hjmt }}=1 \mid p_{m t}, x_{t}, \epsilon_{j x m t} ; \alpha\right)$ component characterizes the conditional likelihood of the logit product choice probabilities. To obtain the likelihood that is unconditioned on $\epsilon_{j x m t}$, we multiply the conditional likelihood by the probability of observing specific values of $\epsilon_{j x m t}$, where $\epsilon_{j x m t}=p_{j x m t}-Z_{j x t m} \lambda$ based on equation (11). Since we assume that $\epsilon_{j x m t}$ follows a normal distribution with mean zero and standard deviation $\sigma^{p}$, then $\Phi(\cdot)$ is the normal probability density function.

A convenient feature of the likelihood function above is that it enables identifying the parameter vector $\lambda$ separately from the parameter vector $\alpha$. As such, these parameters can be estimated using a two-step procedure. In the first step, we estimate $\lambda$ by using ordinary least square estimation of equation (11). Given $\hat{\lambda}$, we can compute $\hat{\epsilon}_{j x m t}, \hat{\sigma}^{p}$ and $\Phi\left(\hat{\epsilon}_{j x m t} \mid Z_{j x m t} ; \hat{\lambda}\right)$. In the second step, we can plug them into equation (13) and identity $\hat{\alpha}$, which maximizes the likelihood function $L(\alpha, \hat{\lambda})$.

### 2.3.2.2 Expected utility from purchasing size $x$

After recovering the parameters for brand preferences, we compute an inclusive value for each package size across the beverage categories, which is the expected utility a household gets from consuming the corresponding category and package size. It is given by:

$$
\begin{equation*}
\omega_{x t}=\log \left[\sum_{j} \exp \left(\alpha_{1} p_{j x t}+\alpha_{2} A_{j x t}+\sum_{l}^{L} \alpha_{3 l} p_{j x t} D e m o_{h l}+\frac{\epsilon_{j x m t}}{\sigma^{p}}\right)\right] \tag{14}
\end{equation*}
$$

where $j$ indexes the brands in package size $x$. As discussed in Hendel and Nevo (2006b), the state variables can be compressed into the single index $\omega_{x t}$, such that $F\left(\omega_{t} \mid \phi_{t-1}\right)$ can be summarized by $F\left(\omega_{t} \mid \omega_{t-1}\right)$, where $F(\cdot)$ is the cumulative probability distribution function that characterizes the state transition of $\omega_{t}$.

### 2.3.2.3 The simplified dynamic problem

In the simplified dynamic problem, the consumer decides the quantity to consume given the expected utility from consuming a package size $x$. The Bellman equation associated with the simplified dynamic problem is:

$$
\begin{align*}
V\left(\omega_{x t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right)= & \operatorname{Max}_{\left(c^{s}, c^{c}, x\right)}\left\{u\left(c_{t}^{s}, c_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right)-f\left(i_{h, t+1}^{s}\right)-f\left(i_{h, t+1}^{c}\right)+\omega_{x t}+\varepsilon_{j x t}+\right. \\
& \left.\delta E\left[V\left(\omega_{t+1}, i_{t+1}^{s}, i_{t+1}^{c}, v_{t+1}^{s}, v_{t+1}^{c}\right) \mid \omega_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c}\right]\right\} \tag{15}
\end{align*}
$$

where $V(\cdot)$ is the value function at state $\left(\omega_{x t}, v_{t}^{s}, v_{t}^{c}, i_{t}^{s}, i_{t}^{c}\right)$ and is the unique solution to the Bellman equation.

The extreme value probability distribution assumption on $\varepsilon_{j x t}$ implies the following closed-form solution of the dynamic problem in terms of the integrated value function $\bar{V}$ :

$$
\begin{equation*}
\bar{V}=\sigma_{\varepsilon} \log \left[\sum_{x} \exp \left(\frac{u(\cdot)-f^{s}(\cdot)-f^{c}(\cdot)+\omega_{x t}+\delta F_{x} \bar{V}}{\sigma_{\varepsilon}}\right)\right], \tag{16}
\end{equation*}
$$

where $\sigma_{\varepsilon}$ is the dispersion parameter; $x=0,1,2, \ldots X$, where $x=0$ represents the case that the household chooses the outside option, which is any other option that is not one of the six sizes we
consider; $\bar{V}$ is an $N \times 1$ vector of unique values that solves the fixed-point problem in equation (16), where $N$ is the number of unique states a household faces; and $F_{x}$ is the $N \times N$ transition probability matrix conditional on choosing size $x$.

The assumed exogenous state variables in the simplified dynamic problem are: $\left\{\omega_{t, x=0,1,2, \ldots, X}, c_{t}^{s}, c_{t}^{c}\right\}$. We discretize each state variable based on 10 percentiles and obtain the possible unique combinations, $N$, of the state variables each household faces. In addition, we assume each exogenous state variable follows an AR (1) process, which yields the following equations:

$$
\begin{align*}
& \omega_{y t}=\rho_{y}^{\omega}+\sum_{x=1}^{X} \rho_{y, x}^{\omega} \omega_{x, t-1}+\zeta_{y t}^{\omega}, \text { for } y=1,2, \ldots, X  \tag{i}\\
& c_{t}^{s}=\rho_{0}^{s}+\rho_{1}^{s} c_{t-1}^{s}+\zeta_{t}^{s} \\
& c_{t}^{c}=\rho_{0}^{c}+\rho_{1}^{c} c_{t-1}^{c}+\zeta_{t}^{c}
\end{align*}
$$

where $\zeta_{y t}^{\omega}, \zeta_{t}^{s}$, and $\zeta_{t}^{c}$ are assumed to be normally distributed. Therefore, we can compute the transition probability matrices for each household. For example, each entry of the transition probability matrix for package size 1 is determined by:

$$
\begin{aligned}
& \operatorname{Pr}\left(\omega_{1, t+1}, c_{t+1}^{s}, c_{t+1}^{c} \mid x_{t}=1, \omega_{1 t}, \omega_{2 t}, \ldots, \omega_{X t}, c_{t}^{s}, c_{t}^{c}\right) \\
& =\operatorname{Pr}\left(\omega_{1, t+1} \mid \omega_{1 t}, \omega_{2 t}, \ldots, \omega_{X t}\right) * \operatorname{Pr}\left(c_{t+1}^{s} \mid c_{t}^{s}\right) * \operatorname{Pr}\left(c_{t+1}^{c} \mid c_{t}^{c}\right)
\end{aligned}
$$

Next, the probability of purchasing quantity $x$ in terms of the value $\bar{V}$ that satisfies the integrated value function in equation (16) is given by:

$$
\begin{align*}
\operatorname{Pr}\left(x_{t} \mid \omega_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}\right. & \left.v_{t}^{c} ; \gamma, \beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right) \\
& =\frac{\exp \left(\omega_{x t}+\max \left\{u\left(c_{t}^{s}, c_{t}^{c}, \nu_{t}^{s}, \nu_{t}^{c} ; \gamma\right)-f\left(i_{h, t+1}^{s} ; \beta_{1}, \beta_{2}\right)-f\left(i_{h, t+1}^{c} ; \beta_{3}, \beta_{4}\right)+\delta F_{x} \bar{V}\right\}\right)}{\sum_{x} \exp \left(\omega_{x t}+\max \left\{u\left(c_{t}^{s}, c_{t}, \nu_{t}^{s}, \nu_{t}^{c} ; \gamma\right)-f\left(i_{h, t+1}^{s} ; \beta_{1}, \beta_{2}\right)-f\left(i_{h, t+1}^{c} ; \beta_{3}, \beta_{4}\right)+\delta F_{x} \bar{V}\right)\right.} . \tag{17}
\end{align*}
$$

Given a series of quantity choices for each household over time, the probability in equation (17) is used to construct the following likelihood function:

$$
\begin{equation*}
L\left(\gamma, \beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \sigma_{\varepsilon}\right)=\prod_{h} \prod_{x} \Pi_{t} D_{h x t} \operatorname{Pr}\left(x_{t} \mid \omega_{t}, i_{t}^{s}, i_{t}^{c}, v_{t}^{s}, v_{t}^{c} ; \gamma, \beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right) \tag{18}
\end{equation*}
$$

where the $D_{h x t}$ is a zero-one indicator variable that takes the value 1 when household $h$ is observed choosing quantity size $x$ during period $t$, but 0 otherwise. We estimate the dynamic parameters, $\left(\gamma, \beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \sigma_{\varepsilon}\right)$, by maximizing the likelihood in (18) with respect to these parameters. Following the practice in many dynamic demand estimations, a value for the time discount parameter, $\delta$, is assumed, not estimated. We assume $\delta$ to be 0.96 , which is consistent with a $4 \%$ interest rate.

The process of estimating the dynamic parameters is divided into two loops: (i) an outer loop; and (ii) an inner loop. The outer loop iterates on different values for the dynamic parameters to maximize the log likelihood, while the inner loop solves the dynamic programming problem described in equation (16) on each iteration given the associated set of dynamic parameters of the outer loop. Since there exists a fixed point that satisfies the integrated Bellman equation in (16), the optimal $\bar{V}$ can be solved in the inner loop using value function iterations.

To summarize, the dynamic model proposed by Hendel and Nevo (2006b) imposes several assumptions to enable splitting the likelihood of the dynamic choice problem into two components: (i) a product brand choice conditional on quantity size; and (ii) a quantity size choice. First, households' brand preferences are inferred at a specific point in time conditional on the quantity they decide to purchase. We then use the estimated brand preferences to summarize state variables influencing these preferences into a single index, which is the inclusive value, i.e. expected utility, associated with a given quantity size of the products. The inclusive value indexes that correspond to the available quantity sizes are brought to the dynamic portion of the problem, which focuses on households' optimal quantity size choices. In this last step, we recover households' dynamic behavior parameters by solving a simplified version of the dynamic problem based on households'
observed quantity size purchase choices. Even though the assumptions needed for splitting the full dynamic decision problem are restrictive, they simplify the dimension of the state space in the dynamic problem and reduce the computational burden.

### 2.3.2.4 Dynamic Demand Responses to Price Changes

An important feature of a dynamic demand model is its ability to capture how changes in expected future utility due to price changes influence consumers' current purchase decisions. Given that consumers' decisions on the quantity size (package size) to purchase are informed by forward-looking considerations, we can derive their purchase responses to a price change, which is captured by the derivatives of probabilities of choosing a product (a combination of brand and size) with respect to a price.

First, we rewrite the choice probability in equation (9):

$$
\begin{equation*}
\operatorname{Pr}(j)=\operatorname{Pr}(j \mid x) \times \operatorname{Pr}(x) \tag{19}
\end{equation*}
$$

Thus, the own-price effect can be expressed as:

$$
\begin{equation*}
\frac{\partial \operatorname{Pr}(j)}{\partial p_{j}}=\frac{\partial \operatorname{Pr}(j \mid x)}{\partial p_{j}} \operatorname{Pr}(x)+\operatorname{Pr}(j \mid x) \frac{\partial \operatorname{Pr}(x)}{\partial \omega_{x}} \frac{\partial \omega_{x}}{\partial p_{j}}, \tag{20}
\end{equation*}
$$

where product $j \in x, p_{j}$ is the price of product $j$, and $\omega_{x}$ is the inclusive value associated with the group of products in package size $x$. From equation (10) we can compute $\frac{\partial \operatorname{Pr}(j \mid x)}{\partial p_{j}}=$ $\left(\alpha_{1}+\sum_{l}^{L} \alpha_{3 l} D e m o_{h l}\right) \operatorname{Pr}(j \mid x)[1-\operatorname{Pr}(j \mid x)]$, which is expected to be negative since we expect $\alpha_{1}<0$, and $\left|\alpha_{1}\right|>\left|\sum_{l}^{L} \alpha_{3 l} D e m o_{h l}\right|$ and therefore $\left(\alpha_{1}+\sum_{l}^{L} \alpha_{3 l} D e m o_{h l}\right)<0$ for all $h$. Equation (14) implies $\frac{\partial \omega_{x}}{\partial p_{j}}=\left(\alpha_{1}+\sum_{l}^{L} \alpha_{3 l} D e m o_{h l}\right) \operatorname{Pr}(j \mid x)$, which is expected to be negative since $\left(\alpha_{1}+\sum_{l}^{L} \alpha_{3 l}\right.$ Demo $\left._{h l}\right)<0$, suggesting that when product $j$ belongs to size $x$ and the price of product $j$ increases, the expected utility from having the option to choose among the products within package size $x$ decreases. $\frac{\partial \operatorname{Pr}(x)}{\partial \omega_{x}}$ is expected to be positive, suggesting households are more
likely to purchase size $x$ when the expected utility from consuming quantity $x$ marginally increases, ceteris paribus. In summary, the expected sign of every component on the right-hand-side of equation (20) is determined, and they jointly reveal that the own-price effects are expected to be negative.

The cross-price effect among products from the same package size can be computed as follows:

$$
\begin{equation*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}=\underbrace{\frac{\partial \operatorname{Pr}(k \mid x)}{\partial p_{j}} \operatorname{Pr}(x)}_{B_{1}}+\underbrace{\operatorname{Pr}(k \mid x) \frac{\partial \operatorname{Pr}(x)}{\partial \omega_{x}} \frac{\partial \omega_{x}}{\partial p_{j}}}_{B_{2}}, \tag{21}
\end{equation*}
$$

where both $j$ and $k$ are products in the group of size $x$, and $j \neq k$. Using equation (10), it can be shown that $\frac{\partial \operatorname{Pr}(k \mid x)}{\partial p_{j}}$ in the $B_{1}$ term on the right-hand-side of equation (21) is $\frac{\partial \operatorname{Pr}(k \mid x)}{\partial p_{j}}=$ $-\left(\alpha_{1}+\sum_{l}^{L} \alpha_{3 l} D^{2} m o_{h l}\right) \operatorname{Pr}(k \mid x) \operatorname{Pr}(j \mid x)$, which is positive since $\left(\alpha_{1}+\sum_{l}^{L} \alpha_{3 l} D e m o_{h l}\right)<0$. The rationale for a positive $\frac{\partial \operatorname{Pr}(k \mid x)}{\partial p_{j}}$ is the following. Conditional on the purchase quantity $x$, i.e. package size $x$, holding everything else constant, a higher price of product $j$ would increase the probability of choosing product $k$, an alternative product within package size $x$. Mathematically, $\operatorname{Pr}(k \mid x)$ is predicted by a static conditional logit model, where alternatives in the same choice set are assumed to be substitutes in a static discrete choice demand model. Therefore, the partial derivative in the $B_{1}$ term on the right-hand-side of equation (21), which is generated from the static portion of our demand model, effectively says that products within package size $x$ are inherently substitutes. Since $\operatorname{Pr}(x)$ is positive due to being a probability, then the $B_{1}$ term on the right-handside of equation (21) is positive, which can be re-written as:

$$
\begin{equation*}
B_{1}=-\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k \mid x) \operatorname{Pr}(j \mid x) \operatorname{Pr}(x), \tag{22}
\end{equation*}
$$

where $\tilde{u}_{h j}=\alpha_{1} p_{j}+\alpha_{2} A_{j}+\sum_{l}^{L} \alpha_{3 l} p_{j}$ Demo $_{h l}+\xi_{j}$, and $\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}}=\left(\alpha_{1}+\sum_{l}^{L} \alpha_{3 l}\right.$ Demo $\left._{h l}\right)<0$.

Now let's consider the remaining terms on the right-hand-side of equation (21), collectively labeled $B_{2} . \operatorname{Pr}(k \mid x)$ is positive due to being a probability, while $\frac{\partial \operatorname{Pr}(x)}{\partial \omega_{x}}$ is positive and $\frac{\partial \omega_{x}}{\partial p_{j}}$ is negative as discussed previously. Thus, the $B_{2}$ term on the right-hand-side of equation (21) is negative, implying that if the price of product $j$ increases, which in turn decreases the expected utility, $\omega_{x}$, from having the option to choose among the products within package size $x$, then the probability of choosing size $x$ will in turn decline. Therefore, when the price of product $j$ increases, the $B_{2}$ term in equation (21) is incentivizing the consumer to either switch to a different package size, or the outside option. Note that by the consumer switching to a different package size effectively decreases the demand for all products within package size $x$ in response to an increase in the price of product $j$, yielding a "complementary" type demand effect between product $j$ and other products within package size $x$.

In summary, term $B_{1}$ in equation (21) captures consumers' incentive to switch their purchase decision to alternatives within size category $x$ in response to a change in price of product $j$, a product within size category $x$. However, term $B_{2}$ captures consumers' incentive to switch their purchase decision to alternatives within another size category other than $x$, or the outside option, in response to a change in price of product $j$.

## A Closer Look at the Terms in Equation (21)

Without loss of generality let's limit the size categories to be only $x$ and $y$, plus the outside option. As such, the expression for the probability of choosing quantity size category $x$ is:

$$
\begin{equation*}
\operatorname{Pr}(x)=\frac{\exp \left(\omega_{x}+u(\cdot)-f^{s}(\cdot)-f^{c}(\cdot)+\delta F_{x} \bar{V}\left(\omega_{x}, \omega_{y}\right)\right)}{1+\underbrace{\exp \left(\omega_{x}+u(\cdot)-f^{s}(\cdot)-f^{c}(\cdot)+\delta F_{x} \bar{V}\left(\omega_{x}, \omega_{y}\right)\right)}_{Q_{1}}+\underbrace{\exp \left(\omega_{y}+u(\cdot)-f^{s}(\cdot)-f^{c}(\cdot)+\delta F_{y} \bar{V}\left(\omega_{x}, \omega_{y}\right)\right)}_{Q_{2}}}, \tag{23}
\end{equation*}
$$

where $\delta$ is the discount factor for each period; $\bar{V}$ represents the integrated value function that yields an $N \times 1$ vector of unique values that correspond to the $N$ number of unique states a household faces; and $F_{x}$ and $F_{y}$ are $N \times N$ transition probability matrices conditional on choosing size $x$ or size $y$, respectively. Using equation (23), it can be shown that,

$$
\begin{equation*}
\frac{\partial \operatorname{Pr}(x)}{\partial \omega_{x}}=\operatorname{Pr}(x)\left\{1-\operatorname{Pr}(x)+\delta\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}\right\} . \tag{24}
\end{equation*}
$$

From equation (24), it is evident that $\frac{\partial \operatorname{Pr}(x)}{\partial \omega_{x}}>0$ yields the restriction that $1-\operatorname{Pr}(x)+$ $\delta\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}>0$.

Using equation (24), and the fact that $\frac{\partial \omega_{x}}{\partial p_{j}}=\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(j \mid x)$, the following expression for $B_{2}$ can be obtained:

$$
\begin{equation*}
B_{2}=\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x)\left\{1-\operatorname{Pr}(x)+\delta\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}\right\}, \tag{25}
\end{equation*}
$$

Note that $B_{2}<0$ because $\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}}<0$, and all other terms on the right-hand-side of equation (25) are positive. Using equations (21), (22) and (25), we obtain:

$$
\begin{align*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x} & =B_{1}+B_{2} \\
& =\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x) \underbrace{\left\{\delta\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}-\operatorname{Pr}(x)\right\}}_{A_{1}}
\end{align*}
$$

Since $\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}}<0$, the sign of $B_{1}+B_{2}$ depends on the sign of term $A_{1}$ in equation (26). If $A_{1}<0$, then $B_{1}+B_{2}>0$, while if $A_{1}>0$, then $B_{1}+B_{2}<0$.

The ultimate relationship between products $j$ and $k$, which is captured by the sign of the partial derivative, $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}$, crucially depends on the relative strengths of the $B_{1}$ and $B_{2}$ terms on the right-hand-side of equation (21), which we ultimately see is determined by the sign of term
$A_{1}$ in equation (26). Equation (26) reveals that the forward-looking nature of consumers, which is determined by the value of $\delta$ in term $A_{1}$, plays a key role in influencing the magnitude, and sometimes the sign, of term $A_{1}$. Note that the impact on future utility resulting from the price change is captured by $\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}$ in term $A_{1}$, which is only allowed to influence the consumer's current choice when $\delta>0$, i.e. when the consumer is forward-looking. At an extreme where consumers are not forward-looking and therefore do not account for impacts on future utility induced by changes in state variable(s), i.e. $\delta=0$, then $A_{1}=-\operatorname{Pr}(x)<0$, and

$$
\begin{equation*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}=-\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x) \operatorname{Pr}(x)=-\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j) . \tag{27}
\end{equation*}
$$

Note that the right-hand-side expression in equation (27) is positive, implying that the products are substitutes. Furthermore, the right-hand-side expression in equation (27) is identical to the cross-price effect that would be generated from a traditional static logit model of demand [see Train (2009)]. ${ }^{4}$ However, when consumers are forward-looking, i.e. $0<\delta<1$, then term $A_{1}$ shown in equation (26) can either be positive or negative. Table A. 1 in the appendix provides model estimates of term $A_{1}$ for a few states in our data sample, clearly showing that the value of $A_{1}$ is positive at some states, but negative at some states.

In summary, the $B_{1}$ term is positive implying that the products/brands within a given package size category are inherently substitutes, while the $B_{2}$ term is negative due to incentivized consumer quantity choice behavior across package sizes that captures incentives for "complementary type" consumer choice behavior among pairs of products within a package size category. As such, if the $B_{2}$ term is sufficiently strong, then the ultimate cross-price effect between

[^4]products $j$ and $k$ captured by $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \in x}$ will be negative, suggesting that products $j$ and $k$ should be empirically treated as complements, an outcome in the framework that is only possible when consumers are forward-looking in their decision-making such that the impact on their future utility is taken into account when making current choices. These results are summarized in Proposition 1.

Proposition 1: The dynamic demand model presented in this paper yields a cross-price effect between distinct products $j$ and $k$ having the same package size $x$, i.e. $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \in x}$, that can either be negative, implying the products are empirical complements, or positive, implying the products are empirical substitutes. Furthermore, whether the two products are empirical complements depends on whether incentivized changes in consumers' optimal quantity choice outweighs the perceived inherent substitutability between the products, which is only possible in the framework when consumers are forward-looking in their decision-making such that the impact on their future utility is taken into account when making current choices.

Proof of Proposition 1: From equation (21), $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}=\underbrace{\frac{\partial \operatorname{Pr}(k \mid x)}{\partial p_{j}} \operatorname{Pr}(x)}_{B_{1}}+\underbrace{\operatorname{Pr}(k \mid x) \frac{\partial \operatorname{Pr}(x)}{\partial \omega_{x}} \frac{\partial \omega_{x}}{\partial p_{j}}}_{B_{2}}$, where $B_{1}>0$ and $B_{2}<0$. From discussions in the text, $B_{1}>0$ due to the percieved inherent substitutability between the products, while $B_{2}<0$ due to incentivized changes in consumers' optimal quantity choice. First, it is straightforward to see that, $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}<0$ if $\left|B_{2}\right|>\left|B_{1}\right|$, but $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}>0$ if $\left|B_{2}\right|<\left|B_{1}\right|$. In addition, equation (26) establishes that $B_{1}+B_{2}=$
$\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x) \underbrace{\left\{\delta\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{v}}{\partial \omega_{x}}-\operatorname{Pr}(x)\right\}}_{A_{1}}$. Since $\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}}<0$, the sign of $B_{1}+$ $B_{2}$ depends on the sign of term $A_{1}$. If $A_{1}<0$, then $B_{1}+B_{2}>0$, while if $A_{1}>0$, then $B_{1}+B_{2}<$ 0 . It is evident that $A_{1}$ is always negative when $\delta=0$. As such, $A_{1}$ can only be positive when $\delta>$ 0 , which is necessary for expected changes in future utility, $\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}$, to influence current consumer choices, i.e. when consumers are forward-looking in their decisionmaking. $Q E D$.

## A Static Nested Logit Model

We now show that a static nested logit model does capture the "complementary type" incentives of consumers described above, however the static nested logit model imposes a restriction on the size of such "complementary type" incentives that causes the inherent substitutability of products within a size category to always dominate. Consider the indirect utility consumer $h$ obtains from purchasing product $j$ being specified as follows:

$$
\begin{equation*}
U_{h j}=\bar{u}_{j}\left(p_{j}\right)+\rho \zeta_{h x}+(1-\rho) \varepsilon_{h j} \tag{28}
\end{equation*}
$$

where product groups, i.e. nests, are indexed by $x$, and therefore product groups here correspond to package size categories. In equation (28), $\bar{u}_{j}$, which is a function of the price of product $j$, is the mean utility across consumers; $\zeta_{h x}$ is a random component of utility that is common to all products in group $x$; and $\varepsilon_{h j}$ is a mean-zero random component of utility that is specific to product $j$. The law of demand requires that $\frac{\partial \bar{u}_{j}}{\partial p_{j}}<0$. The parameter, $\rho$ lies between zero and one, $0 \leq \rho<1$, and measures the correlation of the consumers' utility across products belonging to the same group.

Let there be $\mathcal{G}_{x}$ products in group $x$. The well-known formula for the probability of choosing product $j$ conditional on choosing group $x$ is [see Berry (1994)]:

$$
\begin{equation*}
\operatorname{Pr}(j \mid x)=\frac{e^{\frac{\bar{u}_{j}}{(1-\rho)}}}{D_{x}} \tag{29}
\end{equation*}
$$

where $D_{x}=\sum_{j \in \mathcal{G}_{x}} e^{\frac{\bar{u}_{j}}{(1-\rho)}}$. Furthermore, the well-known formula for the probability of choosing group $x$ is:

$$
\begin{equation*}
\operatorname{Pr}(x)=\frac{D_{x}^{(1-\rho)}}{1+\sum_{x=1}^{X} D_{x}^{(1-\rho)}} \tag{30}
\end{equation*}
$$

Therefore, the unconditional probability of choosing product $j$ is:

$$
\begin{equation*}
\operatorname{Pr}(j)=\operatorname{Pr}(j \mid x) \times \operatorname{Pr}(x)=\frac{e^{\frac{\bar{u}_{j}}{(1-\rho)}}}{D_{x}} \times \frac{D_{x}^{(1-\rho)}}{1+\sum_{x=1}^{X} D_{x}^{(1-\rho)}} \tag{31}
\end{equation*}
$$

The cross-price effect among products from the same group can be derived using:

$$
\begin{equation*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}=\underbrace{\frac{\partial \operatorname{Pr}(k \mid x)}{\partial p_{j}} \operatorname{Pr}(x)}_{B_{1}^{N L}}+\underbrace{\operatorname{Pr}(k \mid x) \frac{\partial \operatorname{Pr}(x)}{\partial \bar{u}_{j}} \frac{\partial \bar{u}_{j}}{\partial p_{j}}}_{B_{2}^{N L}} \tag{32}
\end{equation*}
$$

Note that equations (32) and (21) are very similar in structure. Using equations (28) through (31), it is straightforward to show that:

$$
\begin{equation*}
B_{2}^{N L}=\frac{\partial \bar{u}_{j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x) \underbrace{[1-\operatorname{Pr}(x)]}_{C_{1}^{N L}} \tag{33}
\end{equation*}
$$

Term $B_{2}^{N L}$ captures consumers' incentive to switch their purchase decision to alternatives within package size categories other than $x$, or the outside option, in response to a change in price of product $j$, a product within size category $x$. Since $\frac{\partial \bar{u}_{j}}{\partial p_{j}}<0$ and $\operatorname{Pr}(k), \operatorname{Pr}(j \mid x)$, and $\operatorname{Pr}(x)$ are all probabilities lying between zero and one, then $B_{2}^{N L}<0$. In other words, $B_{2}^{N L}<0$ reveals that the static nested logit model does capture incentives for "complementary type" consumer choice behavior among pairs of products within a package size category.

It is instructive to compare, $B_{2}$ in equation (25) and $B_{2}^{N L}$ in equation (33). $B_{2}$ in equation (25) is the following:

$$
B_{2}=\frac{\partial \tilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x)\{\underbrace{1-\operatorname{Pr}(x)+\delta\left[F_{x}-F_{x} \operatorname{Pr}(x)-F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}}_{A_{1}}\}
$$

which can be rewritten as:

$$
\begin{equation*}
B_{2}=\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x) \underbrace{\left\{1+A_{1}\right\}}_{C_{1}} \tag{34}
\end{equation*}
$$

Recall from discussions above, an ultimate complementary relationship between products $k$ and $j$ requires $A_{1}>0$, which would yield $C_{1}>1$. Note that for the nested logit model, equation (33) reveals that we must have $C_{1}^{N L} \leq 1$. In other words, the nested logit model imposes an upper bound on the size of $B_{2}^{N L}$, which is less than the attainable size of $B_{2}$ in the dynamic model that assumes consumers are forward-looking. Furthermore, it is indeed the forward-looking feature of the dynamic model that allows the possibility of $C_{1}>1$ in equation (34). It is only when consumers are forward-looking we have $\delta>0$, which allows current purchase decisions to be influenced by changes in expected future utility resulting from the price change, captured by $\left[F_{x}-F_{x} \operatorname{Pr}(x)-\right.$ $\left.F_{y} \operatorname{Pr}(y)\right] \frac{\partial \bar{V}}{\partial \omega_{x}}$ in term $A_{1}$. Note that when consumers are not forward-looking, then $\delta=0, A_{1}=$ $-\operatorname{Pr}(x)$, and $C_{1} \leq 1$, equivalent to the size restriction imposed by the static nested logit model. In fact, when $\delta=0$, the expressions for $B_{2}$ and $B_{2}^{N L}$ are similar.

For completeness, using equations (28) through (31), it is straightforward to show that:

$$
\begin{equation*}
B_{1}^{N L}=-\frac{1}{(1-\rho)} \frac{\partial \bar{u}_{j}}{\partial p_{j}} \operatorname{Pr}(k \mid x) \operatorname{Pr}(j \mid x) \operatorname{Pr}(x) \tag{35}
\end{equation*}
$$

where $B_{1}^{N L}$ captures consumers' incentive to switch their purchase decision to alternatives within size category $x$ in response to the change in price of product $j$. Using equations (32), (33) and (35),
it is straightforward to show that for the static nested logit model, the following is one way to express the within-size category cross-price effect:

$$
\begin{equation*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}=\frac{\partial \bar{u}_{j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x) \underbrace{\left\{-\frac{\rho}{(1-\rho)}-\operatorname{Pr}(x)\right\}}_{A_{1}^{N L}} \tag{36}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}=-\frac{\partial \bar{u}_{j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j \mid x)\left\{\frac{\rho}{(1-\rho)}+\operatorname{Pr}(x)\right\} \tag{37}
\end{equation*}
$$

Since $\frac{\partial \bar{u}_{j}}{\partial p_{j}}<0$ and $0 \leq \rho<1$, while $\operatorname{Pr}(k), \operatorname{Pr}(j \mid x)$, and $\operatorname{Pr}(x)$ are all probabilities, then $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}=B_{1}^{N L}+B_{2}^{N L}>0$. Therefore, the ultimate model-predicted relationship between products within size category group $x$ are necessarily substitutes in the traditional static nested logit model because this static model imposes a restriction on the size of "complementary type" consumer incentives, captured by $B_{2}^{N L}$, that causes the inherent substitutability of products within a size category, captured by $B_{1}^{N L}$, to always dominate.

In summary, unlike a static nested logit model, the forward-looking attribute of consumers in the dynamic model increases the capacity of the discrete choice model to capture "complementary type" consumer incentives such that these incentives can at times be relatively stronger than the inherent substitutability of products within a size category, ultimately yielding "complementary type" relationships between these products. Unlike a static discrete choice model, in a dynamic discrete choice model forward-looking consumers in making their optimal purchase decision take into account how a given price change impacts future expected utility the consumer obtains from the relevant size category of products, which can serve as an extra stimulus for consumers to change their current purchase decision across size categories. This increased willingness of forward-looking consumers to switch their current purchase decision across size
categories of products in response to price change of a given product is a key positive driver of the strength of the "complementary type" consumer incentives that can ultimately yield "complementary type" relationships between products within a given size category.

## Products from Different Package size Categories

When products are from different package size categories, i.e. $j \in x, k \in y$, and $x \neq y$, the cross-size cross-price effect is captured by the following:

$$
\begin{equation*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}=\operatorname{Pr}(k \mid y) \frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}} \frac{\partial \omega_{x}}{\partial p_{j}} \tag{38}
\end{equation*}
$$

Recall that $\frac{\partial \omega_{x}}{\partial p_{j}}$ is negative as discussed above. However, the sign of $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ is ambiguous, and depends on how consumers perceive the relationship between the relevant size category pair. The partial derivative $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ measures the marginal change in the probability of the consumer choosing size category $y$ due to a change in the expected utility from having the option to choose among the products within size category $x$. As such, $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$ is interpreted as the consumer perceiving the size categories $x$ and $y$ as complements, while $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}<0$ is interpreted as the consumer perceiving the size categories $x$ and $y$ as substitutes.

To better illustrate the ambiguity in the sign of $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$, we again rewrite the expression for the probability of choosing a quantity size category, and limit the size categories to be only $x$ and $y$, plus the outside option. As such, the expression for the probability of choosing quantity size category $y$ is:

$$
\begin{align*}
& \operatorname{Pr}(y) \\
& =\frac{\exp \left(\omega_{y}+u(\cdot)-f^{s}(\cdot)-f^{c}(\cdot)+\delta F_{y} \bar{V}\left(\omega_{x}, \omega_{y}\right)\right)}{1+\underbrace{\exp \left(\omega_{x}+u(\cdot)-f^{s}(\cdot)-f^{c}(\cdot)+\delta F_{x} \bar{V}\left(\omega_{x}, \omega_{y}\right)\right)}_{Q_{1}}+\underbrace{\exp \left(\omega_{y}+u(\cdot)-f^{s}(\cdot)-f^{c}(\cdot)+\delta F_{y} \bar{V}\left(\omega_{x}, \omega_{y}\right)\right)}_{Q_{2}}} . \tag{39}
\end{align*}
$$

Using equation (39), Lemma 1 establishes that it is possible that the expected utility from having the option to choose among the products within size category $x$ has a positive marginal impact on the probability of choosing size category $y$, and this positive marginal impact is only possible when consumers are forward-looking in their decision-making. As such, a positive shock to the expected utility of purchasing from size category $x$ can result in a higher probability of purchasing from size category $y$.

Lemma 1: The marginal effect of a change in the probability of choosing size category y due to a change in the expected utility from size category $x$ is positive, .i.e. $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$, when the ratio of partials, $\frac{\partial Q_{2} / \partial \omega_{x}}{\partial Q_{1} / \partial \omega_{x}}$, is sufficiently large, otherwise $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}<0$. Furthermore, $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$ is only possible when $\delta>0$, i.e. when consumers are forward-looking in their decision-making.

Proof of Lemma 1: Let equation (39) be represented more compactly as, $\operatorname{Pr}(y)=\frac{Q_{2}\left(\omega_{x}\right)}{1+Q_{1}\left(\omega_{x}\right)+Q_{2}\left(\omega_{x}\right)}$. Therefore, $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}=\frac{\left[1+Q_{1}+Q_{2}\right] \frac{\partial Q_{2}}{\partial \omega_{x}}-Q_{2}\left[\frac{\partial Q_{1}}{\partial \omega_{x}}+\frac{\partial Q_{2}}{\partial \omega_{x}}\right]}{\left[1+Q_{1}+Q_{2}\right]^{2}}$, and $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$ if $\left[1+Q_{1}+Q_{2}\right] \frac{\partial Q_{2}}{\partial \omega_{x}}-Q_{2}\left[\frac{\partial Q_{1}}{\partial \omega_{x}}+\right.$ $\left.\frac{\partial Q_{2}}{\partial \omega_{x}}\right]>0$, which can be rearranged to yield $\frac{\partial Q_{2} / \partial \omega_{x}}{\partial Q_{1} / \partial \omega_{x}}>\frac{Q_{2}}{1+Q_{1}}$. As such, $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$ when $\frac{\partial Q_{2} / \partial \omega_{x}}{\partial Q_{1} / \partial \omega_{x}}>$ $\frac{Q_{2}}{1+Q_{1}}$, otherwise $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}<0$. Note that $\frac{\partial Q_{2}}{\partial \omega_{x}}=0$ when $\delta=0$ since $Q_{2}$ is only a function of $\omega_{x}$ when
$\delta>0$. If $\delta=0$, then $\frac{\partial Q_{2}}{\partial \omega_{x}}=0$ and the numerator of $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ is $-Q_{2}\left[\frac{\partial Q_{1}}{\partial \omega_{x}}\right]$. In addition, we know that $Q_{2}>0$ and $\frac{\partial Q_{1}}{\partial \omega_{x}}>0$, which implies that $-Q_{2}\left[\frac{\partial Q_{1}}{\partial \omega_{x}}\right]<0$. Therefore, when $\delta=0$, we must have $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}<0 . Q E D$.

A shock to the expected utility from size $x$ directly influences term $Q_{1}$ in equation (39) through $\omega_{x}$. However, note that because of the forward-looking behavior of consumers captured by the dynamic demand model via terms $\delta F_{x} \bar{V}\left(\omega_{x}, \omega_{y}\right)$ and $\delta F_{y} \bar{V}\left(\omega_{x}, \omega_{y}\right)$, a shock to expected utility $\omega_{x}$ indirectly influences terms $Q_{1}$ and $Q_{2}$ through $\delta F_{x} \bar{V}\left(\omega_{x}, \omega_{y}\right)$ and $\delta F_{y} \bar{V}\left(\omega_{x}, \omega_{y}\right)$, respectively. Furthermore, term $Q_{2}$ is also in the numerator of equation (39). It is important to note that the possibility of $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$, formally established in Lemma 1, crucially relies on consumers being forward-looking when making their purchase decisions, i.e. the presence of terms $\delta F_{x} \bar{V}\left(\omega_{x}, \omega_{y}\right)$ and $\delta F_{y} \bar{V}\left(\omega_{x}, \omega_{y}\right)$ in equation (39), which are terms that are absent from traditional static discrete choice demand models.

In the case where $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ is positive, then $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}} \frac{\partial \omega_{x}}{\partial p_{j}}$ is negative, and equation (38) yields a negative cross-price effect between products $j$ and $k$, rendering them empirical complements. The intuition is that a decrease in the price of product $j$, a product within size category $x$, increases the expected utility from size category $x$, which, somewhat tantamount to a positive income effect, may be sufficient to induce the consumer to sometimes purchase product $k$, a product from another size category. Since a fall in the price of product $j$ resulted in an increase in the demand for product $k$, then these cross-size category products are empirical complements.

On the other hand, when $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ is negative, then $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}} \frac{\partial \omega_{x}}{\partial p_{j}}$ is positive, and equation (38) yields a positive cross-price effect between products $j$ and $k$, rendering them empirical substitutes. The intuition is that a decrease in the price of product $j$, a product within size category $x$, increases the expected utility from size category $x$, which may be sufficient to lure consumers away from purchasing product $k$, a product from another size category. Since a fall in the price of product $j$ resulted in a decrease in the demand for product $k$, then these cross-size category products are empirical substitutes.

## A Closer Look at the Terms in Equation (38)

Using equation (39), it can be shown that,

$$
\begin{equation*}
\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}=\operatorname{Pr}(y) \underbrace{\left\{\delta\left[F_{y}-\operatorname{Pr}(y) F_{y}-\operatorname{Pr}(x) F_{x}\right] \frac{\partial \bar{V}}{\partial \omega_{x}}-\operatorname{Pr}(x)\right\}}_{D_{1}} . \tag{40}
\end{equation*}
$$

Furthermore, using equation (40) along with the fact that $\frac{\partial \omega_{x}}{\partial p_{j}}=\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(j \mid x)$, we can rewrite equation (38) as:

$$
\begin{equation*}
\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}=\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(j \mid x) \operatorname{Pr}(k) \underbrace{\left\{\delta\left[F_{y}-\operatorname{Pr}(y) F_{y}-\operatorname{Pr}(x) F_{x}\right] \frac{\partial \bar{V}}{\partial \omega_{x}}-\operatorname{Pr}(x)\right\}}_{D_{1}} . \tag{41}
\end{equation*}
$$

Since $\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}}<0$, the sign of $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}$ depends on the sign of term $D_{1}$ in equation (41). If $D_{1}<$ 0 , then $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}>0$ while if $D_{1}>0$, then $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}<0$.

The ultimate relationship between products $j$ and $k$, which is captured by the sign of the partial derivative, $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{(j, k) \epsilon x}$, crucially depends on the sign of $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ on the right-hand-side of equation (38), which we ultimately see is determined by the sign of term $D_{1}$ in equations (40) and
(41). Equation (41) reveals that the forward-looking nature of consumers, which depends on the value of $\delta$ in term $D_{1}$, plays a key role in influencing the magnitude and sign of term $D_{1}$. At an extreme where consumers are not forward-looking, i.e. $\delta=0$, then $D_{1}=-\operatorname{Pr}(x)<0$ and $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}=-\frac{\partial \widetilde{u}_{h j}}{\partial p_{j}} \operatorname{Pr}(k) \operatorname{Pr}(j)>0$, like in equation (27) above [see page 58 in Train (2009)].

Therefore, when consumers are not forward-looking, the products are necessarily substitutes. As such, within the framework here, the outcome of an empirical complementary relationship between two products from different size categories is only possible when consumers are forward-looking in their decision-making, i.e. when $\delta>0$. Proposition 2 summarizes the key results on the modelpredicted relationship between cross-size category product pairs.

Proposition 2: The dynamic demand model presented in this paper yields a cross-price effect, $\left.\frac{\partial P r(k)}{\partial p_{j}}\right|_{j \in x, k \in y}$, between distinct products $j$ and $k$ that are from different package size categories, $x$ and $y$ respectively, which can either be negative, implying the products are empirical complements, or positive, implying the products are empirical substitutes. Specifically, the sign of $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \in x, k \in y}$ depends on the sign of $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ as follows:
(i) If $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$, then $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}<0$, implying that when consumers' perceive the relevant size category pair as complements, they will also perceive the relevant crosssize cross-product pairs as complements; and
(ii) If $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}<0$, then $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \in x, k \in y}>0$, implying that when consumers' perceive the relevant size category pair as substitutes, they will also perceive the relevant cross-size cross-product pairs as substitutes.

Furthermore, $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$ is only possible when $\delta>0$, i.e. when consumers are forward-looking in their decision-making.

Proof of Proposition 2: From equation (38), $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}=\operatorname{Pr}(k \mid x) \frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}} \frac{\partial \omega_{x}}{\partial p_{j}}$. From derivations and discussions in the text we know that $\frac{\partial \omega_{x}}{\partial p_{j}}<0$ and $\operatorname{Pr}(k \mid x)>0$. Therefore, based on equation (38) and Lemma 1, $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \epsilon y}>0$ when $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}<0$, and $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}<0$ when $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}>0$. Furthermore, equations (40) and (41) establish that $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}=$ $\operatorname{Pr}(y) \underbrace{\left\{\delta\left[F_{y}-\operatorname{Pr}(y) F_{y}-\operatorname{Pr}(x) F_{x}\right] \frac{\partial \bar{V}}{\partial \omega_{x}}-\operatorname{Pr}(x)\right\}}_{D_{1}} \quad$ and $\left.\quad \frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}=$ $\frac{\partial \widetilde{u}_{i j}}{\partial p_{j}} \operatorname{Pr}(j \mid x) \operatorname{Pr}(k) \underbrace{\left\{\delta\left[F_{y}-\operatorname{Pr}(y) F_{y}-\operatorname{Pr}(x) F_{x}\right] \frac{\partial \bar{V}}{\partial \omega_{x}}-\operatorname{Pr}(x)\right\}}_{D_{1}}$. Since $\frac{\partial \widetilde{u}_{i j}}{\partial p_{j}}<0$, the sign of $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}$ depends on the sign of term $D_{1}$. If $D_{1}<0$, then $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \in y}>0$, while if $D_{1}>0$, then $\left.\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}\right|_{j \epsilon x, k \epsilon y}<0$. It is evident that $D_{1}$ is always negative when $\delta=0$. As such, $D_{1}$ can only be positive when $\delta>0$, i.e. when consumers are forward-looking in their decision-making. $Q E D$.

### 2.3.3 Supply

To model the supply of coffee and soda products, we assume firms simultaneously choose prices for differentiated products in a Bertrand-Nash competition setting. Let each firm, indexed by $f$, produce a set of products, denoted by $F_{f}$. Hence, in a market, firm $f$ decides market prices for the set of products in $F_{f}$ by solving its variable profit maximization problem:

$$
\max _{p_{j} \forall j \in F_{f}}\left[\sum_{j \in F_{f}}\left(p_{j}-m c_{j}\right) q_{j}\right]
$$

where $p_{j}$ is the price of product $j, m c_{j}$ is the marginal cost firm $f$ incurs by offering product $j$, and $q_{j}$ is the quantity sold. Assuming the existence of a pure-strategy static Bertrand-Nash price equilibrium with strictly positive prices, then the price, $p_{j}$, for any product $j$ satisfies the following first-order condition:

$$
\begin{equation*}
q_{j}+\sum_{k \in F_{f}}\left(p_{k}-m c_{k}\right) \frac{\partial q_{k}}{\partial p_{j}}=0, \text { for all } j=1,2, \ldots, J . \tag{42}
\end{equation*}
$$

The market-clearing condition is that product quantity sold equals its market demand $D_{j}$. A product's market demand is equal to the probability of consumers choosing product $j, \operatorname{Pr}(j)$, multiplied by the market population of consumers, Pop. As such, in equilibrium we have:

$$
\begin{equation*}
q_{j}=D_{j}=\operatorname{Pr}(j) \times \operatorname{Pop} \tag{43}
\end{equation*}
$$

Therefore, the first-order conditions in equation (42) can be re-written as:

$$
\begin{equation*}
\operatorname{Pr}(j)+\sum_{k \in F_{f}}\left(p_{k}-m c_{k}\right) \frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}=0, \tag{44}
\end{equation*}
$$

where we calculate $\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}$ as discussed previously when we laid out the demand model. If $j=k$, then $\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}$ captures the own-price effect, as shown in equation (20). If $j \neq k$, but $j, k \in x$, then $\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}$ captures the within-size cross-price effect as in equation (21). The sign of the within-size
cross-price effect tells us how consumers perceive the relationship between products $k$ and $j$. If $j \neq k$, but $j \in x, k \in y$, and $x \neq y$, i.e. products $k$ and $j$ belong to different size categories, then $\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}}$ captures the cross-size cross-price effect as in equation (38), and depends on the relationship between the two size categories of products $k$ and $j$, respectively.

Thus, the markup for product $j$ can be calculated as

$$
\begin{equation*}
\operatorname{Markup}(j)=p_{j}-m c_{j}=-\frac{p_{j}}{e_{j j}}-\sum_{k \neq j}\left(p_{k}-m c_{k}\right) \frac{q_{k} e_{j k}}{q_{j} e_{j j}} \tag{45}
\end{equation*}
$$

where $e_{j j}=\frac{\partial \operatorname{Pr}(j)}{\partial p_{j}} \frac{p_{j}}{\operatorname{Pr}(j)}$ is the own-price elasticity for product $j$; and $e_{j k}=\frac{\partial \operatorname{Pr}(k)}{\partial p_{j}} \frac{p_{j}}{\operatorname{Pr}(k)}$ is the crossprice elasticity of product $k$ with product $j$.

## The Impact of a Merger on Markups

Now suppose firm $f$ acquires firm $g$, but prior to the merger firm $g$ only produces product $r$. Post-merger, the merged firm maximizes the joint profit across all its products, which yields the following markup equation for product $j$ :

$$
\begin{equation*}
\text { Markup }^{\text {post }}(j)=-\frac{p_{j}}{e_{j j}}-\sum_{k \neq j}\left(p_{k}-m c_{k}\right) \frac{q_{k} e_{j k}}{q_{j} e_{j j}} \underbrace{-\frac{\left(p_{r}-m c_{r}\right) q_{r} e_{j r}}{q_{j} e_{j j}}}_{\text {Merger effect }} \tag{46}
\end{equation*}
$$

Comparing equations (45) and (46), we see the merger effect on markup is Merger effect $=$ $-\frac{\left(p_{r}-m c_{r}\right) q_{r} e_{j r}}{q_{j} e_{j j}}$. Given that own-price elasticity, $e_{j j}$, is negative, and the merger effect expression has a negative sign multiplying the ratio, then the sign of the merger effect term depends on the sign of the cross-elasticity term, $e_{j r}$. Therefore, the sign of the merger effect term depends on the relationship between products $j$ and $r$. Recall that equations (26) and (41) revealed that forwardlooking consumers could perceive some product pairs as complements. If products $j$ and $r$ are complements, then $e_{j r}$ is negative yielding a negative merger effect term, and therefore a fall in the markup of product $j$ due to the merger. On the other hand, if products $j$ and $r$ are substitutes,
then $e_{j r}$ is positive yielding a positive merger effect term, and therefore an increase in the markup of product $j$ due to the merger.

### 2.4 Data

The data used in this study are from the IRI marketing data set [Bronnenberg et al., (2008)], which include two panels: (i) household-level purchasing records; and (ii) store-level scanner information on product sales. In the household panel, we observe the household ID, the week and store of purchase, and the product (brand-size) purchased from 2011 to 2012. The household-level data covers two separate states: Massachusetts and Wisconsin. Based on the week, store, and product ID, we collect the price and other product characteristics information such as caffeine content and promotional activities from the store-level data. While the identity of each retail store is concealed in the data, it is reported that any given store in the data is either a supermarket or drug store.

Our sample is restricted to households that meet the following criteria. First, we keep only households who made one shopping trip per week and purchased one product on a given trip. Secondly, we restrict our focus to the three most popular package sizes in each beverage category based on the quantity sold. The six (6) size categories are: (i) 144 fl. oz. packaged soda; (ii) 2 liter (67.6 fl. oz.) packaged soda; (iii) 20 fl. oz. single-bottle packaged soda; (iv) 144 fl. oz. packaged coffee; (v) 407 fl . oz. packaged coffee; and (vi) 288 fl . oz. packaged coffee. To keep consistent quantity measurement across categories, we transform the coffee package size into fl. oz. according to the brewing instruction on the package. Additionally, households who made less than 6 trips per year were dropped.

In total, the sample in our study includes the purchasing behavior of 27 households in 2012. The demographic distribution of these households is summarized in Table 2.1. As shown in Table
2.1, our sample covers households whose annual income range from less than ten thousand dollars to greater than a hundred thousand dollars. We expect higher-income families are likely to be less sensitive to price change. As such, the wide range in income levels of our households should help with identifying potential differences in price sensitivities associated with consumer heterogeneity with respect to income. Table 2.1 also reports data on the distribution of our households who have kids under the age of 17 years old. Whether a family has kids under 17 years old may affect its preference towards soda, which contains less caffeine than coffee.

Table 2.1 Household Demographic Information

| Household income category <br> (Pre-tax per year) | Number of households |
| :--- | :---: |
| $\$ 0$ to $\$ 9999$ | 2 |
| $\$ 10,000$ to 11,999 | 1 |
| $\$ 12,000$ to $\$ 14,999$ | 1 |
| $\$ 15,000$ to $\$ 19,999$ | 2 |
| $\$ 20,000$ to $\$ 24,999$ | 2 |
| $\$ 25,000$ to $\$ 34,000$ | 5 |
| $\$ 45,000$ to $\$ 54,000$ | 1 |
| $\$ 55,000$ to $\$ 64,999$ | 3 |
| $\$ 65,000$ to $\$ 74,000$ | 1 |
| $\$ 75,000$ to $\$ 99,999$ | 6 |
| $\$ 100,000$ or greater | 3 |
| Household with kids |  |
| 0 (No kid under 17 ) | 25 |
| 1 (with kids under 17$)$ | 2 |

Table 2.2 reports the summary statistics of households shopping trips. On average, the households in our sample consume three different brands over the 53 weeks in 2012. On average, each household concentrate their purchases on two sizes. Over the 53 weeks, an average household makes ten store visits, where on each visit the household purchased either a coffee or soda product.

Table 2.2 Summary statistics: information on household shopping trips

|  | Mean | Std. Dev. | Min | Max |
| :---: | :---: | :---: | :---: | :---: |
| Number of brands | 2.937 | 1.281 | 1 | 5 |
| Number of sizes | 2.255 | 0.868 | 1 | 4 |
| Number of visits | 9.541 | 4.169 | 6 | 19 |

Table 2.3 presents product information. With few exceptions, it tends to be the case that larger package size products are priced lower per fl. oz.. Coffee products are higher caffeinated than soda products. The data records two types of promotion activities at retail stores captured by the following two zero-one indicator variables, respectively: (i) Feature; and (ii) Display. The Feature variable captures whether the store advertised the product during a given week, while the Display variable captures whether the product was displayed in the lobby or at the end-aisle during a given week. The data in Table 2.3 reveals that there are more promotional activities on 144 fl . oz. packaged soda and 407 fl. oz. packaged coffee.

On each shopping trip, a household decides on which brand to choose in a choice set. A choice set is defined as a group of brands offering the same package size that are available at the store in a given week. Table 2.3 shows that, on average, soda has more brands available in choice sets of any given package size compared to coffee. For example, there are roughly 50 soda brands offered in the 144 fl . oz. package size, while 12 coffee brands offered in the 144 fl . oz. package size.

Table 2.3 Summary Statistics: product information

|  | Obs | Mean | Std. Dev. | Min | Max |  | Obs | Mean | Std. Dev. | Min | Max |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel 1: Soda 144 fl. oz. |  |  |  |  |  | Panel 4: Coffee 144 fl . oz. |  |  |  |  |  |
| Number of distinct brands/products available in a given choice set for the given package size. ${ }^{\text {a }}$ | 3,366 | 49.56 | 10.51 | 4 | 64 | Number of distinct brands/products available in a given choice set for the given package size. | 496 | 12.15 | 2.75 | 7 | 18 |
| Price (cents per fl. oz.) | 3,366 | 2.98 | 0.69 | 1.18 | 13.24 | Price (cents per fl. oz.) | 496 | 5.67 | 1.14 | 2.2 | 8.05 |
| Caffeine (mg per fl. oz.) | 3,366 | 1.59 | 1.8 | 0 | 5.67 | Caffeine (mg per fl. oz.) | 496 | 11.39 | 2.27 | 0 | 11.84 |
| Feature | 3,366 | 0.24 | 0.43 | 0 | 1 | Feature | 496 | 0.08 | 0.27 | 0 | 1 |
| Display | 3,366 | 0.2 | 0.4 | 0 | 1 | Display | 496 | 0.06 | 0.25 | 0 | 1 |
| Panel 2: Soda 67.6 fl. oz. (2L) |  |  |  |  |  | Panel 5: Coffee 407 fl. oz. |  |  |  |  |  |
| Number of distinct brands/products available in a given choice set for the given package size. | 1,272 | 25.66 | 3.29 | 8 | 30 | Number of distinct brands/products available in a given choice set for the given package size. | 31 | 2.74 | 0.68 | 2 | 4 |
| Price (cents per fl. oz.) | 1,272 | 2.29 | 0.46 | 1.19 | 2.96 | Price (cents per fl. oz.) | 31 | 2.65 | 0.55 | 1.96 | 3.44 |
| Caffeine (mg per fl. oz.) | 1,272 | 1.65 | 1.87 | 0 | 5.67 | Caffeine (mg per fl. oz.) | 31 | 11.84 | 0 | 11.84 | 11.84 |
| Feature | 1,272 | 0.19 | 0.39 | 0 | 1 | Feature | 31 | 0.13 | 0.34 | 0 | 1 |
| Display | 1,272 | 0.13 | 0.34 | 0 | 1 | Display | 31 | 0.13 | 0.34 | 0 | 1 |
| Panel 3: Soda 20 fl. oz. (Single-bottle) |  |  |  |  |  | Panel 6: Coffee 288 fl. oz. |  |  |  |  |  |
| Number of distinct brands/products available in a given choice set for the given package size. | 345 | 18.77 | 5.01 | 11 | 25 | Number of distinct brands/products available in a given choice set for the given package size. | 287 | 12.8 | 3.41 | 8 | 20 |
| Price (cents per fl. oz.) | 345 | 8.06 | 0.75 | 3.95 | 9.45 | Price (cents per fl. oz.) | 287 | 5.57 | 1.24 | 2.08 | 9.02 |
| Caffeine (mg per fl. oz.) | 345 | 2.21 | 1.86 | 0 | 5.7 | Caffeine (mg per fl. oz.) | 287 | 11.67 | 1.39 | 0 | 11.84 |
| Feature | 345 | 0 | 0 | 0 | 0 | Feature | 287 | 0.09 | 0.29 | 0 | 1 |
| Display | 345 | 0.01 | 0.08 | 0 | 1 | Display | 287 | 0.06 | 0.23 | 0 | 1 |

[^5]Like in Hendel and Nevo (2006b), we do not observe data on consumption, and therefore approximate households' beverage-specific consumption levels by assuming that households engage in consumption smoothing over time. We use each consumer's purchase history (throughout the year 2011) prior to our estimation period (the year 2012) to approximate per-period smooth consumption levels of the beverage categories adopted by each consumer. The approximation is made by dividing each consumers' total purchased quantities, by product category, throughout the year prior to the estimation period by the number of weeks in the year, yielding smooth weekly beverage category-specific consumption levels for households. We assume that consumers follow their same consumption smoothing behavior throughout the estimation sample periods as we approximated for them during the prior periods. The pre-data period contains the purchase behavior of all households used for estimating the parameters of the demand model. Additionally, we allow households to experience random shocks to consumption in each beverage category in each period, which we assume follows a standard normal distribution. As such, each household's beverage-specific consumption level varies from period to period around its approximated smoothed mean level due to the random shocks.

The last piece of information we need for the estimation is the beverage-specific inventory levels, which are not observed by us the researchers. However, if we know the beginning-ofperiod inventory level in the initial week, once we have the consumption level and purchase decision, the end-of-period inventories can be calculated following the simple accounting rules of the model. In this study, we assume that households attempt to maintain an initial inventory for each category equal to their pre-data period historical maximum package size purchased of each category.

### 2.5 Parameter Estimates

### 2.5.1 Consumers' Brand Choice Preference Conditional on Quantity/Package Size

We begin this section by discussing the parameter estimates of the conditional logit model, which characterizes households brand choices conditional on beverage category and package size. As previously discussed, the relevant parameters are estimated using Maximum Likelihood estimation based on the likelihood function described in equation (13). The columns in Table 2.4 are distinguished based on whether the endogeneity of the price variable is taken into account during estimation. We report parameter estimates when the endogeneity of price is not accounted for only to facilitate readers getting a sense of the importance of accounting for the endogeneity of price. However, the remainder of the discussion focuses on the parameter estimates in column 2, which accounts for the endogeneity of price in estimation.

Consistent with economic theory, the parameter estimate on price is negative and statistically significant at conventional levels of statistical significance. All other factors held constant, households enjoy higher utility with lower product prices.

While the coefficient estimate on caffeine content is positive, it is not statistically significant at conventional levels of statistical significance. As such, the evidence is not consistent with a clear preference for products having higher levels of caffeine.

The parameter estimates on the Display and Feature variables are each positive and statistically significant at conventional levels of statistical significance. The evidence therefore suggests that store-level promotional activities captured by these variables are effective in incentivizing consumers to make product purchases.

The parameter estimate on the interaction term between price and consumer income is positive and statistically significant at conventional levels of statistical significance. Consistent
with economic intuition, households with higher income are less price-sensitive compare to households with lower income.

The coefficient estimate on caffeine interacting with the Kid variable is positive, but not statistically significant at conventional levels of statistical significance. We are cautious about not reading too much into the statistical insignificance of this parameter estimate since there are only two households in our sample that have kids under 17 years old. In other words, the statistical insignificance could be a result of too little variation in the Kid variable.

Table 2.4 Brand Choice Conditional on Size

|  | Estimation Does not <br> Account for <br> Endogeneity of Price | Estimation Accounts <br> for Endogeneity of <br> Price |
| :--- | :---: | :---: |
| Price (cents per fl. oz.) | $-0.7954^{* * *}$ | 2 |
| Caffeine (mg per fl. oz.) | $(0.1200)$ | $-1.4846^{* * *}$ |
| $(0.1047)$ |  |  |
| Feature (=1 if product is featured during <br> the given week) | $-0.1096^{* * *}$ <br> $(0.0343)$ | 0.0315 <br> $(0.0347)$ |
| Display (=1 if product is specially |  |  |
| displayed during the given week) | $(0.2518)$ | $0.7861^{* * * *}$ |
| Price $\times$ Income | $0.4440^{*}$ | $(0.2501)$ |
| Caffeine $\times$ Kid | $0.2295)$ | $0.4181^{*}$ |
| Brand-Size fixed effects | $(0.0094)$ | $(0.2303)$ |
| Log likelihood | 0.0967 <br> $(0.16290)$ | $0.0994^{* * *}$ |

Notes: Parameters estimated using maximum likelihood. Standard errors are in parentheses. *** indicates statistical significance at $1 \%$. * indicates statistical significance at $10 \%$.

### 2.5.2 Consumers' Consumption Utility and Inventory Cost Function Parameters

The parameters of the utility from consumption and inventory cost parameters are presented in Table 2.5. All parameter estimates are statistically significant at conventional levels
of statistical significance. The sign pattern of the inventory cost function parameter estimates suggest that inventory storage cost incurred by consumers is increasing and convex for each beverage category.

Table 2.5 Estimates of Dynamic Parameters

| Cost to Consumer of holding Soda Inventory | Parameter | Estimates |
| :---: | :---: | :---: |
| Linear | $\beta_{1}$ | $\begin{gathered} \hline 0.0008 * * * \\ (0.00005) \\ \hline \end{gathered}$ |
| Quadratic | $\beta_{2}$ | $\begin{aligned} & 0.0004 * * * \\ & (0.000008) \\ & \hline \end{aligned}$ |
| Cost to Consumer of holding Coffee Inventory |  |  |
| Linear | $\beta_{3}$ | $\begin{aligned} & 0.0005 * * * \\ & (0.000085) \\ & \hline \end{aligned}$ |
| Quadratic | $\beta_{4}$ | $\begin{gathered} 0.00003 * * * \\ (0.000001) \\ \hline \end{gathered}$ |
| Utility from Consumption |  |  |
| Consumption of Soda |  |  |
| Linear | $\gamma_{1}$ | $\begin{gathered} \hline 0.0065 * * * \\ (0.00037) \\ \hline \end{gathered}$ |
| Quadratic | $\gamma_{2}$ | $\begin{gathered} -0.0086 * * * \\ (0.00039) \\ \hline \end{gathered}$ |
| Consumption of Coffee |  |  |
| Linear | $\gamma_{3}$ | $\begin{gathered} \hline 0.0089 * * * \\ (0.00045) \\ \hline \end{gathered}$ |
| Quadratic | $\gamma_{4}$ | $\begin{gathered} -0.0033 * * * \\ (0.00044) \\ \hline \end{gathered}$ |
| Interaction of the two Beverage-specific Consumption levels | $\gamma_{5}$ | $\begin{gathered} \hline 0.004397 * * * \\ (0.00040) \end{gathered}$ |
|  | $\sigma_{\varepsilon}$ | $\begin{aligned} & 0.231 * * * \\ & (0.00065) \\ & \hline \end{aligned}$ |
| Log likelihood |  | 83.38 |

Notes: Standard errors are in parentheses. The standard errors are computed using a bootstrapping method. The bootstrapping method involves taking normal random draws of the beverage-specific consumption shocks across consumers in order to generate new sets of beverage-specific consumption series. The model is then re-estimated for each generated beverage-specific set of consumption series, yielding a corresponding set of parameter estimates. We use this process to generate 25 new sets of parameter estimates, and use these to compute the bootstrap standard errors. *** indicates statistical significance at $1 \%$.

The parameter estimates in the utility from consumption function show the following sign pattern, $\gamma_{1}>0, \gamma_{3}>0, \gamma_{2}<0$, and $\gamma_{4}<0$, which imply diminishing marginal utilities and downward sloping beverage-specific demand curves, a result consistent with standard demand theory. Importantly, $\gamma_{5}$ is positive, indicating that on average households perceive aggregate consumptions of coffee and soda as complements rather than substitutes.

### 2.6 Using the Estimated Model for Market Analysis

We begin this section with an empirical investigation of the model- predicted relationships between pairs of products with the same package size, and between pairs of products with different package size categories. First, we focus on the within size relationships and discuss the dynamic demand elasticities, specifically how sensitive the dynamic decision on size is, and how price elastic the demand is. Subsequent to assessing the own-price and cross-price elasticities within size categories, we perform hypothetical within-beverage-category merger analyses to reveal how within-size product markups are predicted to change based on the choice behavior of forwardlooking households.

For comparison, we redo the analysis based on the estimates from a pure static conditional logit model. In the pure static model, households are not assumed to be forward-looking, and therefore do not hold inventory stocks of products. Comparing the results from the two models informs us of the importance of considering the dynamics when estimating consumer demand. Finally, we simulate mergers between coffee and soda firms that are motivated by real cooperation between these firms, and analyze the competition effects of the mergers.

### 2.6.1 Size Category Choice Elasticities

We first summarize the predicted results of $\frac{\partial \operatorname{Pr}(y)}{\partial \omega_{x}}$ and present them as elasticities in Table 2.6. We selected four representative households that have different demand responses to a change
in the expected utility of purchasing from a given size category. For each household, each entry in the table shows the percentage change in probability of choosing the specified size if the expected utility of purchasing size 1 ( 144 fl . oz. packaged soda) increases by $1 \%$.

Table 2.6 Size Category Choice Elasticities

| HH ID | $\% \Delta$ Prob (Soda $144) / \% \Delta \omega_{1}$ | $\begin{gathered} \% \Delta \operatorname{Prob}(\text { Soda } \\ 2 \mathrm{~L}) / \% \Delta \omega_{1} \end{gathered}$ | $\begin{gathered} \% \Delta \operatorname{Prob}(\text { Soda } \\ 20) / \% \Delta \omega_{1} \end{gathered}$ | $\% \Delta \operatorname{Prob}(\mathrm{Coffe}$ e144)/ $\% \Delta \omega_{1}$ | $\% \Delta \operatorname{Prob}(C o f f e$ e 407)/ $\% \Delta \omega_{1}$ | $\% \Delta \operatorname{Prob}(C o f f e$ e 288$) / \% \Delta \omega_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Size 1 | Size 2 | Size 3 | Size 4 | Size 5 | Size 6 |
| 1 | 4.625 | -2.503 | -2.243 | -2.397 | -2.054 | -2.284 |
| 2 | 5.336 | 0.231 | 0.358 | 0.212 | 0.382 | 0.279 |
| 3 | 5.655 | -0.012 | 0.001 | -0.043 | -0.02 | -0.031 |
| 4 | 5.556 | 0.031 | 0.119 | -0.106 | 0.029 | -0.039 |

The elasticity estimates in the table reveal that all own effects are positive, i.e. $\frac{\partial \operatorname{Pr}\left(x_{1}\right)}{\partial \omega_{x_{1}}}>0$ for all households, suggesting that when households have higher expected utility from size 1 , the probability of them purchasing from size 1 increases. In particular, the own size category elasticity estimates in the table reveal that a $1 \%$ increase in the expected utility associated with the product options in size 1 will result in an increase in the probabilities that households $1,2,3$, and 4 purchase size 1 by $4.63 \%, 5.34 \%, 5.66 \%$, and $5.56 \%$, respectively. However, consistent with the possibilities we previously laid out in Lemma 1, it is evident that the sign of the size category cross effects vary across households.

The first household in Table 2.6 considers all other five size categories as substitutes to size1 since the size category cross elasticities are negative. In particular, for household 1 we see that a $1 \%$ increase in his expected utility associated with the product options in size 1 results in a decrease in the probability of this household choosing sizes $2,3,4,5$ and 6 by $2.50 \%, 2.24 \%$, $2.40 \%, 2.05 \%$ and $2.28 \%$, respectively. On the contrary, household 2 perceives all other five sizes as complements to size 1 . Household 3 considers the two liter packaged size soda as a substitute
size to 144 fl . oz. packaged soda products, but single-bottled 20 fl . oz. soda products as a complementary size to 144 fl . oz. packaged soda products. In addition, household 3 considers all three size categories of coffee products as substitutes for 144 fl . oz. packaged soda products.

If household 4's expected utility from purchasing 144 fl . oz. soda products increases by $1 \%$, this increases his probability of choosing two-liter soda products, 20 fl . oz. single-bottle soda products, and 407 fl. oz. coffee products by $0.031 \%, 0.119 \%$, and $0.029 \%$, respectively. As such, household 4 perceives two-liter soda products, 20 fl . oz. single-bottle soda products, and 407 fl . oz. coffee products as complementary to 144 fl . oz. soda products. However, if household 4's expected utility from purchasing 144 fl . oz. soda products increases by $1 \%$, this decreases his probability of choosing 144 fl . oz. and 288 fl . oz. coffee products by $0.106 \%$ and $0.039 \%$, respectively. As such, household 4 perceives 144 fl. oz. and 288 fl. oz. coffee products as substitutes for 144 fl . oz. soda products.

### 2.6.2 Product-level Price Elasticities and Merger Simulations

### 2.6.2.1 Soda Products

Some estimates of product-level own-price and cross-price elasticities of soda products are presented in Table 2.7. In light of these elasticity estimates, we perform a hypothetical merger between the two firms that produce the example products. The effects from merger between two soda firms are presented in Table 2.8. For comparison, we estimate a purely static demand model, and use it for computing demand elasticities for the same example products, and for simulating the same merger between soda firms. Results based on the purely static demand model are reported in Panel b of Table 2.7 and Table 2.8 respectively. All soda products in Table 2.7 and Table 2.8 belong to the 144 fl . oz. package size.

Table 2.7 Own-price \& cross-price elasticities of 144 fl . oz. package size soda products in example market

| Panel a. Dynamic Demand Model |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \text { Dr. Pepper } \\ & \text { (7 UP) } \end{aligned}$ | Dr. Pepper (A\&W) | Pepsi Co (PEPSI ONE) | Pepsi Co (PEPSI) | Coca Cola (SPRITE) | Coca Cola (Diet CHERRY COKE) |
| Own-price elasticities | $\begin{gathered} -2.07577 * * * \\ (0.07729) \end{gathered}$ | $\begin{gathered} -1.84181^{* * *} \\ (0.07663) \end{gathered}$ | $\begin{gathered} -1.88234^{* * *} \\ (0.06867) \end{gathered}$ | $\begin{gathered} -1.95972^{* * *} \\ (0.07235) \end{gathered}$ | $\begin{gathered} -1.24878 * * * \\ (0.04216) \end{gathered}$ | $\begin{gathered} -1.25814 * * * \\ (0.04307) \end{gathered}$ |
| Average Cross-price elasticity |  |  |  |  |  |  |
| Other Dr. Pepper products | $\begin{gathered} \hline-0.00040 * * * \\ (0.00001) \end{gathered}$ | $\begin{gathered} \hline 0.02359 * * * \\ (0.00062) \end{gathered}$ | $\begin{aligned} & \hline-0.00034 \\ & (0.00059) \end{aligned}$ | $\begin{gathered} \hline 0.01854 * * * \\ (0.00080) \end{gathered}$ | $\begin{gathered} \hline 0.14543 * * * \\ (0.00670) \end{gathered}$ | $\begin{gathered} \hline 0.03089 * * * \\ (0.00147) \end{gathered}$ |
| Other PepsiCo. Products | $\begin{gathered} -0.00038 * * * \\ (0.00001) \end{gathered}$ | $\begin{gathered} \hline 0.02326 * * * \\ (0.00061) \end{gathered}$ | $\begin{gathered} -0.00036 \\ (0.00059) \end{gathered}$ | $\begin{gathered} 0.01866 * * * \\ (0.00080) \end{gathered}$ | $\begin{gathered} 0.14711 * * * \\ (0.00673) \end{gathered}$ | $\begin{gathered} \hline 0.02979 * * * \\ (0.00148) \end{gathered}$ |
| All other products in this market | $\begin{gathered} -0.00043 * * * \\ (0.00002) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.02338 * * * \\ (0.00060) \\ \hline \end{gathered}$ | $\begin{array}{r} -0.00039 \\ (0.00060) \\ \hline \end{array}$ | $\begin{gathered} \hline 0.01886 * * * \\ (0.00080) \\ \hline \end{gathered}$ | $\begin{gathered} 0.15051^{* * *} \\ (0.00680) \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.03014^{* * *} \\ (0.00150) \\ \hline \end{gathered}$ |

Panel b. Static Demand Model

| Own-price elasticities | $-1.47275^{* * *}$ <br> $(0.04782)$ | $-1.45407^{* * * *}$ <br> $(0.04733)$ | $-1.34178^{* * * *}$ <br> $(0.04468)$ | $-1.3914^{* * *}$ <br> $(0.04249)$ | $-0.9039^{* * *}$ <br> $(0.02635)$ | $-0.9127^{* * *}$ <br> $(0.02688)$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average Cross-price elasticity |  |  |  |  |  |  |
| Other Dr. Pepper products | $6.84 \mathrm{E}-13^{* * *}$ <br> $(1.75 \mathrm{E}-14)$ | $0.01829^{* * *}$ <br> $(0.00047)$ | $1.76 \mathrm{E}-13^{* * *}$ <br> $(5.21 \mathrm{E}-15)$ | $0.01564^{* * *}$ <br> $(0.00043)$ | $0.09800^{* * *}$ <br> $(0.00383)$ | $0.01651^{* * *}$ <br> $(0.00068)$ |
| Other PepsiCo. Products | $690 \mathrm{E}-13^{* * *}$ <br> $(1.73 \mathrm{E}-14)$ | $0.01843^{* * * *}$ <br> $(0.00046)$ | $1.78 \mathrm{E}-13^{* * *}$ <br> $(5.20 \mathrm{E}-15)$ | $0.01579^{* * *}$ <br> $(0.00043)$ | $0.09929^{* * *}$ <br> $(0.00385)$ | $0.01674^{* * *}$ <br> $(0.0069)$ |
| All other products in this market | $7.01 \mathrm{E}-13^{* * *}$ | $0.01875^{* * *}$ <br> $(1.71 \mathrm{E}-14)$ | $1.82 \mathrm{E}-13^{* * *}$ <br> $(0.00046)$ | $0.01608^{* * *}$ <br> $(5.17 \mathrm{E}-15)$ | $0.10191^{* * *}$ <br> $(0.00042)$ | $0.01720^{* * *}$ <br> $(0.00389)$ |

Note: Standard errors are in parentheses, which are computed based on a bootstrapping procedure described in Ivaldi and Verboven (2005). Specifically, the procedure involves obtaining random draws of alternative sets of demand model parameters associated with the price variable, assuming that these parameters have a multivariate normal distribution with means equal to their point estimates, and covariate matrix equal to their estimates from the covariance matrix. The standards errors are computed based on 30 draws. ${ }^{* * *}$ indicates statistical significance at $1 \%$.

7 UP and A\&W are soda brands owned by Dr. Pepper, while Pepsi ONE is produced by Pepsi Co. As shown in Table 2.7, the estimated own-price elasticity generated by the dynamic demand model for 7 UP is -2.076 , meaning that a $1 \%$ increase in its price will result in a $2.076 \%$ decrease in its quantity demanded. A similar interpretation applies to the own-price elasticity estimates for the other products reported in Table 2.7, each estimate suggesting that forwardlooking consumers have price elastic demand for soda products. Interestingly, and confirming arguments in Hendel and Nevo (2006b), the own-price elasticity estimates for these products generated from a purely static conditional logit demand model are smaller in absolute terms,
suggesting that ignoring the forward-looking behavior of consumers who have the option to hold product inventories can result in less elastic demand estimates.

The mean cross-price elasticities between 7 UP and other Dr. Pepper and Pepsi products generated from the dynamic demand model are negative, suggesting complementary relationships between these products. For example, the cross-price elasticity between Dr. Pepper's 144 fl . oz. packaged 7 UP product and PepsiCo's branded 144 fl . oz. packaged products in the market is a mean -0.0004 , revealing that a $1 \%$ increase in price of this package size 7 UP product results in a decrease in quantity demand for PepsiCo's branded products of the same package size by a mean 0.0004\%. In contrast, Dr. Pepper's 144 fl . oz. A\&W product is revealed to be a substitute for other Dr. Pepper and PepsiCo products within this package size as indicated by the positive average cross-price elasticity estimates. In the case of PepsiCo's PEPSI ONE and PEPSI 144 fl . oz. products, evidence of both the existence of substitutes and complements can be seen in Panel a. of the table. As expected, the cross-elasticity estimates generated by the purely static conditional logit demand model are all positive, suggesting that the relevant products are all substitutes.

As previously discussed, and shown in equation (36), the effects on product markups resulting from a merger depend on the relationship between products of the firms that merge. Table 2.8 summarizes the predicted changes in product markups resulting from a hypothetical merger between Dr. Pepper and Pepsi Co. in the example market used for the information reported in Table 2.7. Panel a and Panel b in Table 2.8 show the results generated from a dynamic demand model and a static demand model, respectively.

On average, the dynamic model predicts that the hypothetical merger will result in a mean decrease of $5.3 \%$ in product markups, on net, an overall pro-competitive outcome. However, the hypothetical merger do have very different predicted markup effects on Dr. Pepper's products
compared to PepsiCo. products. The price-cost markups of Dr. Pepper products are predicted to increase by a mean $56.66 \%$, while the price-cost markups of PepsiCo. products are predicted to decrease by a mean $92.8 \%$. In stark contrast, the static model predicts product markups will increase by a mean $85.1 \%$, with markups on Dr. Pepper products predicted to increase by a mean $73.4 \%$, and markups on PepsiCo. products predicted to increase by a mean $100.6 \%$, pure anticompetitive effects, which are substantial. These contrasting predicted merger effects across the dynamic and static demand models highlight the importance of considering the dynamics, and assuming that households are forward-looking in their consumer choice behavior.

Table 2.8 Predicted Changes in Product Markups if Pepsi \& Dr. Pepper Merged (Example market)

| Panel a. Dynamic Model |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Distinct Products | Mean | Std. Dev. | Min | Max |
| Merged firms | 41 | $-5.3 \%$ | $74.6 \%$ | $-100.0 \%$ | $58.0 \%$ |
| Dr. Pepper | 24 | $56.7 \%$ | $0.7 \%$ | $54.5 \%$ | $58.0 \%$ |
| Pepsi Co | 17 | $-92.8 \%$ | $3.7 \%$ | $-100.0 \%$ | $-89.1 \%$ |

Panel b. Static Model

|  | Distinct Products | Mean | Std. Dev. | Min | Max |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Merged firms | 42 | $85.1 \%$ | $13.7 \%$ | $73.0 \%$ | $101.0 \%$ |
| Dr. Pepper | 24 | $73.4 \%$ | $0.6 \%$ | $73.0 \%$ | $75.4 \%$ |
| Pepsi Co | 18 | $100.6 \%$ | $0.4 \%$ | $100.2 \%$ | $101.0 \%$ |

Notes: In the dynamic model, one product has negative markup, and so excluded from the calculation.

### 2.6.2.2 Coffee Products

The qualitative results described above for soda products also apply to coffee products. Table 2.9 presents the own-price and cross-price elasticities of two coffee products within the 144 fl. oz. package size. The coffee brands are, Morning Joe, a brand of Starbucks, and Dunkin Donuts, a brand of The J M Smucker Co. Regarding own-price elasticities, it is apparent that coffee products are more elastic than soda products. For example, if the price of Starbucks Morning Joe 144 fl. oz. package size product increases by $1 \%$, its quantity demand decreases by $3.18 \%$,
suggesting households are more likely to switch to other alternatives in this market. However, as we saw for soda products, it is indeed also the case for coffee products that own-price elasticity estimates generated from the purely static conditional logit demand model are smaller in absolute terms compared to the corresponding estimates generated from the dynamic demand model, suggesting again that ignoring the forward-looking behavior of consumers who have the option to hold product inventories can result in less elastic demand estimates.

Table 2.9 Own-price \& Cross-price elasticities of 144 fl. oz. package size coffee products in example market

Panel a. Dynamic Demand Model

|  | Starbucks <br> (Morning JOE) | THE J M SMUCKER CO <br> (DUNKIN DONUTS) |
| ---: | :---: | :---: |
| Own price elasticities | $-3.182^{* * *}$ | $-2.617^{* * *}$ |
| Average cross-price elasticities |  | $(0.150)$ |
| Other Starbucks products | $0.070^{* * *}$ | $0.162^{* * *}$ |
|  | $(0.002)$ | $(0.009)$ |
| Other J M SMUCKER products | $-0.010^{* * *}$ | $-0.071^{* *}$ |
|  | $(0.017)$ | $(0.017)$ |
| All other products in this market | $0.024^{* * *}$ | $0.033^{* * *}$ |
|  | $(0.001)$ | $(0.001)$ |

Panel b. Static Demand Model

|  | Starbucks <br> (Morning JOE) | THE J M SMUCKER CO <br> (DUNKIN DONUTS) |
| ---: | :---: | :---: |
| Own price elasticities | $-1.14247^{* * *}$ | $-1.55461^{* * *}$ |
|  | $(0.06928)$ | $(0.09578)$ |
| Average cross-price elasticities |  |  |
| Other Starbucks products | $0.01025^{* * *}$ | $0.01096^{* * *}$ |
|  | $(0.00045)$ | $(0.00029)$ |
| Other JM products | $0.01036^{* * *}$ | $0.01099^{* * *}$ |
|  | $(0.00044)$ | $(0.00028)$ |
| All other products in this market | $0.01047^{* * *}$ | $0.01101^{* * *}$ |
|  | $(0.00044)$ | $(0.0027)$ |

[^6]Now considering the cross-price elasticity estimates for coffee products reported in Table 2.9. Estimates in the table reveal that a $1 \%$ price increase for Morning Joe's 144 fl . oz. package size product is predicted to increase the quantity demand of other 144 fl . oz. package size Starbucks products by a mean $0.07 \%$; but decrease the demand for THE J M SMUCKER CO 144 fl . oz. package size coffee products by a mean $0.1 \%$. These cross-price elasticity estimates from the dynamic demand model suggest consumers perceive Morning Joe as substitutes to other Starbucks coffee products, but complements to THE J M SMUCKER CO coffee products. In contrast, crossprice elasticity estimates generated from the static model in Panel b. suggest that all coffee products in this market are substitutes with respect to either Morning Joe or Dunkin Donuts coffee products.

Table 2.10 reports the predicted changes in product markups due to a hypothetical merger between Starbucks and The JM Smucker. The dynamic and static models generate very contrasting predicted effects of this hypothetical merger. The dynamic model predicts a rise in product markups by a mean $6.66 \%$, with markups on Starbucks products predicted to fall by a mean $8.41 \%$, while markups on The JM Smucker products predicted to increase by a mean $21.74 \%$. However, the static model predicts an increase in markups on all coffee products, with a mean increase of $1.45 \%$. Again, the message is clear from the predicted merger results, a failure to consider the potential complementary relationships between some pairs of products will yield misleading predictions of the merger effects.

Table 2.10 Change in markup if Starbucks \& The JM Smucker merge (Example market)
Panel a. Dynamic Model

|  | Distinct Products | Mean | Std. Dev. | Min | Max |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Merged firms | 4 | $6.663 \%$ | $18.499 \%$ | $-16.064 \%$ | $22.106 \%$ |
| Starbucks | 2 | $-8.414 \%$ | $10.819 \%$ | $-16.064 \%$ | $-0.763 \%$ |
| The JM Smucker | 2 | $21.741 \%$ | $0.517 \%$ | $21.375 \%$ | $22.106 \%$ |

Panel b. Static Model

|  | Distinct Products | Mean | Std. Dev. | Min | Max |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Merged firms | 4 | $1.453 \%$ | $0.263 \%$ | $1.224 \%$ | $1.682 \%$ |
| Starbucks | 2 | $1.681 \%$ | $0.001 \%$ | $1.680 \%$ | $1.682 \%$ |
| The JM Smucker | 2 | $1.225 \%$ | $0.002 \%$ | $1.224 \%$ | $1.226 \%$ |

### 2.6.2.3 Counterfactual Merger between Soda and Coffee Firms

Using both the dynamic demand and static demand models, we simulate a hypothetical merger between Pepsi Co. and Starbucks, two separate firms that have cooperative arrangements since 1994. Regarding the merger between Keurig and Dr. Pepper that actually occurred in 2018, under the limitation of the timespan of our data, we are not able to analyze the actual merger directly from our data. Instead, we conduct a counterfactual experiment that investigates what if the merger happened during the time frame of our data.

The predicted markup changes from the two counterfactual experiments are reported in Table 2.11 and Table 2.12. In these cases, we do not observe complementary relationships between the products of the firms that hypothetically merge. As such, we expect the models will predict that the mergers increase product markups. However, it is likely that the magnitudes of the predicted markup changes will differ across the dynamic and static demand models since they generate different estimates of own-price and cross-price elasticities.

Table 2.11 presents the markup changes from the Keurig - Dr. Pepper merger. Our dynamic model predicts the markups of products from the merged firm will increase by a mean
$1.51 \%$. On the other hand, the static demand model predicts product markups will increase by a mean $4.76 \%$.

Table 2.11 Change in markups if Dr. Pepper and Keurig merge

| Panel a. Dynamic Model |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Distinct Products | Mean | Std. Dev. | Min | Max |  |  |  |  |  |  |  |
| Merged firms | 64 | $1.51 \%$ | $4.34 \%$ | 0 | $22.67 \%$ |  |  |  |  |  |  |  |
| Dr. Pepper | 55 | $0.90 \%$ | $2.18 \%$ | 0 | $8.15 \%$ |  |  |  |  |  |  |  |
| Keurig | 9 | $5.20 \%$ | $9.91 \%$ | 0 | $22.67 \%$ |  |  |  |  |  |  |  |
| Panel b. Static Model |  |  |  |  |  |  |  |  |  |  |  |  |
| Merged firms |  |  |  |  |  |  |  | 64 | Mean | Std. Dev. | Min | Max |
| Dr. Pepper | 55 | $4.76 \%$ | $7.90 \%$ | $0.43 \%$ | $44.99 \%$ |  |  |  |  |  |  |  |
| Keurig | 9 | $2.36 \%$ | $1.23 \%$ | $0.43 \%$ | $4.23 \%$ |  |  |  |  |  |  |

Similar results and findings, reported in Table 2.12, are confirmed by the second hypothetical merger case. If the Pepsi company and its business partner, Starbucks coffee company, decide to merge, the dynamic model predicts that markups on their products will increase by a mean $1.45 \%$. However, the static demand model predicts that markups on their products will increase by a mean $5.36 \%$.

Table 2.12 Change in markups if Pepsi \& Starbucks merge

| Panel a. Dynamic Model |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Distinct Products | Mean | Std. Dev. | Min | Max |  |  |
| Merged firms |  | $1.45 \%$ | $3.54 \%$ |  |  |  |  |
| Pepsi Co | 128 | $1.02 \%$ | $1.88 \%$ | 0 | $9.05 \%$ |  |  |
| Starbucks | 25 | $3.62 \%$ | $7.40 \%$ | 0 | $25.83 \%$ |  |  |
| Panel b. Static Model |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| Merged firms | 156 | Mean | Std. Dev. | Min | Max |  |  |
| Pepsi Co | 131 | $5.36 \%$ | $9.62 \%$ |  |  |  |  |
| Starbucks | 25 | $22.27 \%$ | $14.61 \%$ | $0.87 \%$ | $58.03 \%$ |  |  |

Notes: In the dynamic model, three products have negative markup, so excluded from the calculation.

In summary, even though the dynamic demand model has not revealed complementary relationships between the products of the coffee and soda firms used for performing hypothetical merger simulations, there still exists substantial differences in the magnitudes of the predicted merger effects across the static and dynamic demand models. In case of the Keurig-Dr. Pepper hypothetical merger, which eventually occurred in 2018, the predicted mean percentage increase in price-cost markups from the static demand model is approximately 3 times as high as the predicted mean percentage increase in markups from the dynamic demand model. In case of the Pepsi-Starbucks hypothetical merger, the predicted mean percentage increase in price-cost markups from the static demand model is almost 4 times as high as the predicted mean percentage increase in markups from the dynamic demand model. However, these differences in the predicted merger effects across the models are not surprising since, for many soda and coffee products, we found clear evidence that own-price elasticity estimates generated from the purely static conditional logit demand model are smaller in absolute terms compared to the corresponding estimates generated from the dynamic demand model. A key takeaway message here is therefore clear: Ignoring the forward-looking behavior of consumers who have the option to hold product inventories can result in less elastic demand estimates, which in turn yields misleading predictions of merger effects.

### 2.7 Conclusion

A key objective of this paper is to illustrate that, compared to static discrete choice demand models, a dynamic discrete choice demand model can better capture "complementary" type consumer choice behavior among pairs of differentiated products. Furthermore, we show that such "complementary" type consumer choice behavior captured by a dynamic demand model only renders a product pair as "empirical complements" if this aspect of their choice behavior is
sufficiently strong to overturn the inherent substitutability consumers perceive between the pair of product alternatives in their choice set. It then becomes an empirical question of whether a given product pair is ultimately treated as complements or substitutes based on consumers' patterns of choice behavior.

While both static and dynamic discrete choice models can capture consumers' incentives for "complementary" type choice behavior, a static discrete choice model imposes a restriction on the size of such "complementary" type incentives that causes the inherent substitutability of products to always dominate. We show that, unlike a static discrete choice model, the forwardlooking attribute of consumers in the dynamic model increases the capacity of the discrete choice model to capture "complementary" type consumer incentives such that these incentives can at times be relatively stronger than the inherent substitutability of products, ultimately yielding empirical "complementary" type relationships between these products. As such, a key methodological contribution of our paper is to illustrate how a dynamic demand model can be used to overcome this shortcoming of traditional static discrete choice models of demand.

Accurately estimating the relationship between products is crucially important for the analysis of market competition. In particular, measuring the competitive impacts of mergers crucially depend on both the type and strength of the relationship between products of rival firms, where strong complementarity between products of the merging firms can result in lower pricecost markups post-merger, which is an unattainable outcome when the products are instead substitutes. To illustrate the implications of using a dynamic demand model compared to a static demand model, we estimated each model on a sample of consumers who make purchase decisions on a menu of soda and coffee products over a two year period. We use each estimated model to simulate the effects on price-cost markups from hypothetical mergers between soda firms, between
coffee firms, and between soda and coffee firms, and document substantial differences in predicted merger effects across these models.

Using the dynamic demand model, we show evidence of empirical complementary relationships between pairs of soda products, and pairs of coffee products, even though most product pairs are found to be empirical substitutes.

Regarding the simulated effects from a hypothetical merger between Dr. Pepper and PepsiCo, the dynamic model predicts a mean decrease of $5.3 \%$ in product markups, on net, an overall pro-competitive outcome. In stark contrast, the static model predicts product markups will increase by a mean $85.1 \%$, with markups on Dr. Pepper products predicted to increase by a mean $73.4 \%$, and markups on PepsiCo products predicted to increase by a mean $100.6 \%$, pure anticompetitive effects, which are substantial.

Regarding the simulated effects from a hypothetical merger between Starbucks and The JM Smucker Co., the dynamic model predicts a rise in product markups by a mean $6.66 \%$, with markups on Starbucks products predicted to fall by a mean $8.41 \%$, while markups on The JM Smucker products predicted to increase by a mean $21.74 \%$. However, the static model predicts an increase in markups on all coffee products, with a mean increase of $1.45 \%$.

Regarding the simulated effects from a hypothetical merger between soda and coffee firms, for the Keurig-Dr. Pepper hypothetical merger, which eventually occurred in 2018, the predicted mean percentage increase in price-cost markups from the static demand model is approximately 3 times as high as the predicted mean percentage increase in markups from the dynamic demand model. In case of the Pepsi-Starbucks hypothetical merger, the predicted mean percentage increase in price-cost markups from the static demand model is almost 4 times as high as the predicted mean percentage increase in markups from the dynamic demand model. These differences in the
predicted merger effects across the models are not surprising since, for many soda and coffee products, we found clear evidence that own-price elasticity estimates generated from the purely static conditional logit demand model are smaller in absolute terms compared to the corresponding estimates generated from the dynamic demand model.

In summary, a key message from this research is that ignoring the forward-looking behavior of consumers who have the option to hold product inventories can result in inaccurate estimates of demand elasticities, which in turn yields misleading predictions of merger effects. But is there an even broader takeaway for analyzing certain types of mergers?

To the best of our knowledge, this study is the first to analyze a model of demand that jointly incorporates both coffee and soda caffeinated beverages, which is necessary to study existing and potential partnerships between firms across these two product categories. As such, our study fills this gap in the literature. However, a broader takeaway is that future research may use the demand framework in this paper to explore consumers' choice behavior across products of different categories, which will better facilitate studying partnerships of varying degrees between firms often delineate as being in different industries. The demand framework presented in this paper is particularly useful for this endeavor since we have shown how the model can be used to flexibly measure the strength of both substitute and complementary relationships between products of firms often delineate as being in different industries.
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## Appendix A

Table A. 1 Model Estimates of Term $A_{1}$ in Equation (26) for a few States in our Data Sample

| Values of |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Term $A_{1}$ | -0.029 | -0.032 | -0.247 | -0.198 | 0.038 | 0.007 | 0.026 | 0.031 |


[^0]:    ${ }^{1}$ Michael J. de la Merced. "Keurig Green Mountain Plans to Buy Dr Pepper Snapple." The New York Times. Accessed from the internet on Jan. 6, 2021. https://www.nytimes.com/2018/01/29/business/dealbook/keurig-dr-pepper-snapple.html

[^1]:    ${ }^{2}$ For example, for a package of 20 oz . Starbucks Pike Place coffee product, the brewing instruction suggests " 2 TBSP. of coffee for every 6 fl . oz. water". Thus, the 20 dry ounces coffee package is transferred to a 120 fluid ounces coffee product.

[^2]:    Notes: Standard error of the means are reported in the parentheses. ***indicates $\mathrm{p}<0.01$.

[^3]:    ${ }^{3}$ Popularly used static models of demand include, the standard conditional logit, random coefficients logit, and nested logit.

[^4]:    ${ }^{4}$ See page 58 in Chapter 3 in Train, Kenneth E. (2009), "Discrete Choice Methods with Simulation," second edition, Cambridge University Press.

[^5]:    Notes: ${ }^{\text {a }}$ A choice set is the combination of package size, store, and week.

[^6]:    Note: Standard errors are in parentheses, based on a bootstrapping procedure described above in the notes for Table 2.7. $* * *$ indicates statistical significance at $1 \%, * *$ indicates statistical significance at $5 \%$.

