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Abstract

Moving target defense (MTD) in the power system is a promising defense strategy to

detect false data injection (FDI) attacks against state estimation by using distributed flex-

ible AC transmission system (D-FACTS) devices. Optimal planning and operation are two

essential stages in the MTD application. MTD planning determines the optimal allocation

of D-FACTS devices, while MTD operation decides the optimal D-FACTS setpoints under

different load conditions in real-time. However, most MTD works focus on studying the

MTD operation methods and neglect MTD planning. It is generally assumed that all lines

are equipped with D-FACTS devices, which is the most expensive MTD planning solution.

This dissertation separates MTD planning and MTD operation as two independent problems

by distinguishing their roles in attack detection effectiveness, MTD application costs, and

MTD hiddenness. The contributions of this work are three-fold as follows.

Firstly, this dissertation proves that MTD planning can determine the MTD detection

effectiveness, regardless of D-FACTS device setpoints in MTD operation. This work designs

max-rank MTD planning algorithms by using the minimum number of D-FACTS devices to

ensure MTD detection effectiveness and minimize the MTD planning cost. It is proved that

any MTDs under proposed planning algorithms have the maximum rank of its composite

matrix, a widely used metric of the MTD detection effectiveness. In addition, this work

further points out the maximum rank of the composite matrix is not strictly equivalent to

maximal MTD detection effectiveness. Three types of unprotected buses in MTD are iden-

tified, and attack detecting probability (ADP) is introduced as a novel metric for measuring

the detection effectiveness of MTD planning. It is proved that the rank of the composite

matrix merely represents the lower bound of ADP, while the number of unprotected buses

determines the upper bound of ADP. Then, a novel graph-theory-based planning algorithm

is proposed to achieve maximal MTD detection effectiveness.



Secondly, this dissertation highlights that MTD operation ought to focus on reducing

the MTD operation cost. This work proposes an AC optimal power flow (ACOPF) model

considering D-FACTS devices as an MTD operation model, in which the reactance of D-

FACTS equipped lines are introduced as decision variables to minimize system losses and

generation costs. The proposed model can be used by system operators to achieve economic

and cybersecure system operations. In addition, this dissertation rigorously derives the

gradient and Hessian matrices of the objective function and constraints with respect to line

reactance, which are further used to build an interior-point solver of the proposed ACOPF

model.

Finally, this dissertation designs the optimal planning and operation of D-FACTS de-

vices for hidden MTD (HMTD), which is a superior MTD method stealthy to sophisticated

attackers. A depth-first-search-based MTD planning algorithm is proposed to guarantee

the MTD hiddenness while maximizing the rank of its composite matrix and covering all

necessary buses. Additionally, this work proposes DC- and AC-HMTD operation models

to determine the setpoints of D-FACTS devices. The optimization-based DC-HMTD model

outperforms the existing HMTD operation in terms of CPU time and detection effective-

ness. The ACOPF-based HMTD operation model ensures the hiddenness and minimizes the

generation cost to utilize the economic benefits of D-FACTS devices. Comparative numer-

ical results on multiple systems show the efficacy of the proposed planning and operation

approaches in achieving high detecting effectiveness and MTD hiddenness.
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Chapter 1

Introduction

1.1 Background

In the last decades, the Internet of Things (IoT) technology and information and communi-

cation technology (ICT) enabled devices have been widely used in industrial control systems

(ICSs) in critical infrastructures. It not only brings convenience, efficiency, and resilience,

but also brings growing vulnerabilities to the physical-cyber systems1. These smart devices

provide substantial attack surfaces to malicious attackers in critical infrastructures, such

as water systems, nuclear systems, and power systems. The U.S. Department of Energy

received 362 power interruption reports related to cyber-physical attacks between 2011 and

2014, in which 31 cases were reported in 2011 and 161 cases reported in 20132. The number

of attacks against the energy industries has been increasing over the last decades, and some

incidents have caused massive economic losses, blackouts, explosions, and even life losses.

The major incidents in the energy sector are summarized as follows. In 1999, hackers

attacked the supervisory control and data acquisition (SCADA) system of gasoline pipeline

through code manipulation, which caused a fireball and killed three people. In 2003, the

Slammer worm attacked the David-Besse nuclear plant in Ohio, the U.S., which resulted

in the critical parameter display system off for five hours3. In 2007, the Aurora attack

manipulated a circuit breaker of a generator in the U.S., and repeated on-and-off switching
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operation, which resulted in the explosion of a one million dollar diesel generator4. In 2010,

the Stuxnet attack damaged the Iranian nuclear fuel-enrichment facility through a computer

worm in the control room. The Stuxnet worm compromised the control signals to push the

system to unsafe conditions and meanwhile injected fake sensor measurements to cover the

ongoing attack5.

There are also a huge wave of cyber-physical attacks targeting electric power grids. In

2011, BlackEnergy malware compromised the ICSs of several national critical infrastructures

in the U.S.6. In 2013, a denial-of-service (DoS) attack hit JEA, an electric utility in the U.S.,

resulting in a shutdown of payment systems for a few days. In 2015, the cyber-attack on three

Ukrainian electric power distribution companies resulted in power outages for several hours,

affecting 225,000 customers7. In 2016, Ukraine’s power grid was hacked again. Hackers sent

malware to employees via e-mails, stole login credentials, shut down substations, and shut

off 200 MW generation for one hour8.

These attacks and their severe consequences were a series of wake-up calls to the power

and energy industry. Governmental agencies, industry companies, and academic institu-

tions realized the emergence of threats to cyber-physical power systems and have been mak-

ing tremendous efforts ever since to understand, analyze, and improve the cybersecurity of

power systems. This dissertation focuses on improving the cybersecurity of power systems

against data integrity attacks by using an emerging defense mechanism, i.e., moving target

defense (MTD). Theoretical foundations established and simulation results obtained in this

dissertation provide a novel understanding of guiding principles in the MTD planning and

operation. The remainder of this chapter briefly reviews MTD methods, the cyber-physical

system (CPS) of smart grids, the cyber-physical attacks in smart grids, and detection meth-

ods in smart grids.

1.2 A Brief Introduction to Moving Target Defense

MTD is a concept of proactively controlling change across multiple system dimensions in

order to increase uncertainty and apparent complexity for attackers, reduce their window
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of opportunity, and increase the costs of their probing and attack efforts9. The central

premise of MTD is that it is impossible to provide complete and perfect security for a given

system10. Given this, the goal of MTD is to defend against and thwart attacks through

altering attack surfaces. It has been proven that MTD is a promising defense approach in

information technology (IT) systems11, which usually operate in a static configuration and

provide attackers with ample reconnaissance time. Common reconnaissance defenses rely

on network firewalls to prevent the attacker from discovering devices or services. However,

these defenses don’t protect the identity of devices that require a constant and public external

presence, such as web and email servers12. Static nodes in network are vulnerable to denial-

of-service attacks, man-in-the middle attacks, and replay attacks13. As a dynamic defense,

MTD approaches can provide improved security by constantly altering the attack surface of

a target.

There has been a large body of MTD related research efforts in various aspects of IT

systems, such as network address shuffling (MTD in network address)12, address space layout

randomization (MTD in memory layouts)14, moving target Internet protocol version 6 (IPv6)

defense (MTD in the network layer of the protocol stack)13, MTD platform for cloud-based

IT systems (MTD in cloud-based IT system)11, and instruction-set randomization (MTD in

instruction sets)15. This dissertation briefly summarizes these technologies as follows:

1) Network address shuffling is an MTD method that dynamically alters an organization’s

network by remapping the static association between addresses and systems12. For the

Internet, addresses are a combination of IP and transport layer information (protocol and

port numbers). Network address shuffling can shuffle either or both types of information.

Taking IP address shuffling as an example, the address of protected devices within a network

is replaced with a pseudorandom IP address chosen from the address space available to the

administrator. Thus, address shuffling shortens the intervening periods, which can be used

for attack reconnaissance.

2) In address space lay-out randomization, computer memory is dynamically remapped

to prevent an attacker from reliably discovering the exact layout of a targeted program in

memory14. Address space lay-out randomization has similarities to network address shuffling
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(dynamically moving a targeted item around a fixed space).

3) MTD applied in IPv6 leverages the huge address space of IPv6 to implement dynamic

addressing13. This moving target IPv6 defense can not only limit an attacker’s time to find

a vulnerable attack vector, but also add privacy and anonymity to communicating hosts.

4) The MTD platform for cloud-based IT systems leverages the advantage of the cloud-

automation framework to make automated changes to the IT system11. This is because the

cloud-automation framework can capture an IT system’s setput parameters and dependencies

using a high-level abstraction. Thus, the MTD platform for cloud-based IT systems can

replace the running components of the system with fresh new instances.

1.3 A Brief Introduction to Cyber-physical Smart Grid

A smart grid can be treated as a self-sufficient system, which can integrate the generation

sources of any type and scale for providing sustainable, reliable, safe and high-quality elec-

tricity to all consumers16. As a smart grid is much more dynamic than a traditional grid,

it requires significantly more control functions and data communication17. A smart grid is

one of the most complex CPSs to support advanced technologies and dynamic nature. The

landscape of the cyber-physical smart grid is undergoing a radical transformation, charac-

terized by growing renewable energy resources, demand diversification, and the integration

of information and communication technologies (ICTs)16. All these new dynamics underline

the importance of sensing, data acquisition, communication and control technologies such

as energy management systems (EMS), state estimation (SE), and SCADA systems in the

cyber-physical smart grid.

The SCADA system in a power system collects, analyzes, and visualizes the power system

data. One key function of the SCADA system is to supervise the whole system in real-

time, including meter readings and statuses of sensors. The SCADA system is composed of

host servers, human-machine interface, communication devices, outstations hardware, and

local substation processors18. Local substation processors include Remote Terminal Unite

(RTU), Programmable Logic Controller (PLC), and Intelligent Electronic Devices (IES).
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The data collected by SCADA is used by SE to estimate the system status such as nodal

voltage in the power grid. Based on the system status, various applications in EMS generate

control commands, and then the SCADA system sends these commands to remote substation

control devices, such as outstation devices. Thus, the SCADA system forms the basis of

the EMS18. As the SCADA system evolves, there is a growing interest in exploring the

security vulnerabilities of the SCADA system over the communication network and internet

technologies19.

Figure 1.1: SCADA system network.

EMS is a system of computer-aided tools used by power grid operators to control and

optimize the performance of the grid20. As more renewable energy resources, plug-in electric

vehicles, and energy storage systems are integrated into the grid, EMS controls the energy

flow among the various sources. In addition, EMS is essential to maintain supply-demand

balance, satisfying all the system constraints to achieve economic, reliable, and secure oper-

ation of the power system21. The functions in EMS include contingency analysis, optimal

power flow, network reconfiguration, security-constrained unit commitment, automatic gen-

eration control (AGC), load forecasting, etc.

SE provides an optimal estimate of the power system voltage based on the available

measurements from the SCADA system on the assumed system model22. In addition, SE
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performs observability analysis, detects bad data, and adds pseudo data if necessary. The

estimated state information will be passed on to EMS applications such as AC optimal

power flow (ACOPF), contingency analysis, and load forecasting. Furthermore, the same

information is presented in corporate offices for further system planning and analysis22.

Therefore, a reliable SE is critical to maintain the normal function of EMS, which determines

the operational security of the power grid.

1.3.1 Cyber-physical Attacks in the Smart Grid

The coupling of the power grid infrastructure with complex computer networks greatly

expands the attack surface in the smart grid23. Cyber-physical attacks targeting smart

grids have resulted in both tremendous economic loss and security issues24. To address

cybersecurity-related issues in the smart grid, National Institute of Standards and Technol-

ogy (NIST) provides quantitative notions of risks, threats, vulnerabilities, and attack con-

sequences for power grids25. National Electric Sector Cybersecurity Organization Resource

(NESCOR) discusses a dozen attack scenarios through impact analyses and assessment26.

Figure 1.2: Cyber-physical attacks on smart grids27.

The cyber-physical attacks on the smart grid are shown in Figure 1.2. The control center

of the power grid sends commands to actuators in grids and receives measurements from field

sensors through the communication system. Attackers can perform data integrity attacks

by modifying commands or measurements in the communication system. Therefore, the
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cyber-physical attacks against smart grids, depending on how a attack is delivered, can be

categorized into four types, i.e., control signal attacks, measurement attacks, control-signal-

measurement attacks, and communication network attacks. In each type, attacks can be

further classified according to their attack objectives, as illustrated in Table 1.1. It is nec-

essary to note that a coordinated attack is more likely to happen in practice. Sophisticated

attackers can attack terminal display systems or congest the communication system first

to cover ongoing attacks18. Additionally, multiple attacks combined together can further

exacerbate the adverse consequence of the cyber-physical attacks2.

Table 1.1: Taxonomy of the cyber-physical attacks in the smart grid

Attack Type Attacks Name Objective
Commu.
network

Byzantine attacks28 Reduce the overall communication net-
work performance

attacks DoS attacks29;30 Cause congestion in network communi-
cation

Control signal Aurora attacks31 Cause damage to generators, motors
and transformers

attacks Pricing attacks32;33 Profitability and mismatch between the
generated and the consumed power

AGC attacks33;34 Rapid decline in the system frequency
False data injection (FDI)35–39 Incorrect voltage estimation

Measurement Blind FDI attacks40;41 Incorrect voltage estimation
Load redistribution attacks42–45 Incorrect voltage estimation

attacks Topology attacks46;47 Incorrect topology estimation
GPS spoofing attack48;49 Incorrect timestamp of PMU measure-

ments
Control-signal-
measurement

Line outage masking attacks50–52 Measurement manipulation to mask
line-outage

attacks Stuxnet-like attacks5;53 Incorrect control and measurement sig-
nal

1.3.2 Defense Approaches in the Smart Grid

With emerging threats from cyber-physical attacks, cyber-physical defense approaches have

been widely studied in the literature. Following the categorization in reference27, this dis-
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sertation classifies these defense approaches into five categories based on their defense mech-

anisms, as shown in Table 1.2. Here, this chapter briefly introduces them below and more

details can be found in reference27.

Model and algorithmic enhancement as well as data-driven approaches are the cyber-

physical defense approaches deployed in the application layer of smart grids. Model and

algorithmic enhancement focuses on advancing mathematical detection models, such as adap-

tive cumulative detector54, sparsity-based detector55, and infinity norm-based measurement

residual analysis56. Data-driven approaches use supervised learning classifiers to detect FDI

attacks, such as support vector machine, k-nearest neighbor, and extended nearest neigh-

bor57. In addition, deep learning technologies have been applied to detect attacks, such as

deep reinforcement learning and recurrent neural network58.

Securing critical field devices constitutes a natural defense approach. This is because

most attacks summarized in Table 1.1 inject malicious data (i.e., control commands and

sensor measurements) into field devices through exploiting protocol vulnerability or leakage of

confidential information. Reference59 focused on selecting the sets of protected measurements

to detect FDI attacks. Reference60 took advantage of phasor measurement unit (PMU)

devices to detect FDI attacks, and reference61 studied the optimal placement of PMU devices

considering attack detection effectiveness. However, protecting a larger number of field

devices or deploying a large number of PMU devices could be prohibitively costly in a real-

world cyber-physical smart grid due to its enormous attack surface.

Watermarking and MTD are defense approaches deployed in the physical layer of smart

grids. In watermarking defense methods, a known noise is injected into the input of the

system as a prob, and then an expected effect of this prob can be found in the system output.

Thus, attacks without considering the watermarking can be detected by defenders. Unlike in

IT systems, MTD in the physical layer of a smart grid is a proactive defense approach that

actively modifies the power grid configurations to invalidate the knowledge of attackers about

the system using controllable devices, such as distributed flexible AC transmission system

(D-FACTS) devices and load tap changer. In this case, cyber-physical attacks constructed

based on the outdated system configuration can be detected by defenders.
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The blockchains are defense approaches deployed in the cyber layer of smart grids.

Blockchain technology transfers field measurement data and local transaction data in a

peer-to-peer manner. The data in blockchain can not be compromised by attackers, unless

the adversaries own more than 51% of the devices in the system. Therefore, blockchain

technology protects data integrity, confidentiality, availability and accountability in smart

grids. The application of blockchain in smart grid can be classified into three levels, i.e., field

measurement and communications62;63, power generations and transmissions64;65, as well as

power distributions and utilization66–68.

Table 1.2: Taxonomy of the cyber-physical defense methods in the smart grid
Detection Type Deployed Layer

Model and algorithmic enhancement Application layer
Data-driven approaches Application layer

Securing measurement sensors Physical layer
Watermarking Physical layer

Moving target defense Physical layer
Blockchain Cyber layer

1.4 Research Motivations

Cyber-physical incidents mentioned in Background 1.1 and cyber-physical attacks summa-

rized in Table 1.1 pose significant threats to cyber-physical smart grids. These attacks can

undermine the grid control system, cause damage to generators, cause blackout in a city, and

even trigger cascading failures. As power systems are critical infrastructures to support a

functioning society, it is of paramount significance to enhance the cybersecurity of power sys-

tems. Governments worldwide have recognized the threats of cyber-physical attacks against

the power grid. The U.S. has invested more than $210 million in cybersecurity research since

201069. Canada invested $40 billion in improving power system infrastructures to achieve

a reliable and secure power system by 202069. Therefore, it is urgent to study the defense

methods to improve the cybersecurity of smart grids. This dissertation help achieve this

goal by advancing MTD approaches in the physical layer of smart grids.
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MTD planning and MTD operation are two essential stages in the construction of MTDs

in the smart grid. First, system operators need to install D-FACTS devices on an appro-

priately selected subset of transmission lines given certain constraints (e.g., budget). This

is referred to as an MTD planning problem. Then, a system operator ought to optimally

determine the D-FACTS setpoints under varying load conditions in real-time power system

operations. This is referred to as an MTD operation problem. However, the above two

distinct stages have not been clearly distinguished in the literature, which can thwart the

application of MTD in real-world power grids. Specifically, some MTD-related works simul-

taneously generate MTD planning and operation solutions according to the load condition.

This is impractical since the location of D-FACTS devices would keep changing in a short

time period due to the variation in the load. Some other works in the literature ignore the

MTD planning stage by assuming all lines are equipped with D-FACTS devices, which is

called a full MTD planning. This full MTD planning solution neglects the realistic budget

constraints of system operators, resulting in a low utilization rate of the D-FACTS devices.

Therefore, addressing MTD planning and MTD operation in a separate yet synergistic fash-

ion is an urgent task.

There are three metrics in the literature to evaluate the performance of an MTD, i.e.,

attack detection effectiveness, application cost, and hiddenness. However, the roles that

MTD planning and MTD operation each plays in improving those metrics are still unknown.

Consequently, a lack of such understanding will result in improper objectives in devising

MTD planning and operation methods. For example, if both MTD planning and operation

methods focus on maximizing attack detection effectiveness, the potential economic benefits

of D-FACTS devices for reducing system losses will be reduced. Therefore, it is worthwhile

to distinguish the role of MTD planning and MTD operation, and to find a good trade-off

among those metrics.

This dissertation seeks to address the following fundamental yet unsolved research ques-

tions that plague the application of MTDs in the real-world power grid. Note that the rank

of the composite matrix is a widely used metric of MTD detection effectiveness. An MTD

with the maximum rank of the composite matrix is referred to as a max-rank MTD.
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Question 1: How can system operators separate the MTD planning and MTD operation

as two independent problems?

Question 2: How does the MTD planning affect the rank of the composite matrix? How

can system operators optimally place D-FACTS devices to achieve maximal MTD detection

effectiveness while fully considering the economic benefits from D-FACTS devices?

Question 3: How does the MTD operation impact attack detection effectiveness and oper-

ational costs of the power grid? How can system operators optimally dispatch the setpoints

of D-FACTS devices to achieve economic and cybersecure system operation?

Question 4: How can system operators design MTD planning and operation methods to

achieve a proper trade-off among MTD hiddenness, detection effectiveness, and economic

benefits simultaneously?

1.5 Research Contributions

This dissertation contributes to separating the MTD planning and MTD operation problems

as two independent problems based on graph theory. It clarifies how MTD planning deter-

mines the MTD attack detection effectiveness, MTD application costs, and the existence of

MTD hiddenness. This dissertation also demonstrates how MTD operation influences these

three metrics. Furthermore, it proposes multiple novel MTD planning methods and MTD

operation methods, which maximize MTD detection effectiveness, reduce MTD application

costs, and achieve the MTD hiddenness. The major contributions of this dissertation are

summarized in response to the questions raised in Section 1.4.

Question 1: This dissertation separates the MTD planning and MTD operation based on

graph theory analysis.

• Prove that an MTD is a max-rank incomplete MTD if no D-FACTS devices work in

idle states, and there exists no loop in either D-FACTS graph or non-D-FACTS graph.

• Propose MTD planning sufficient conditions for both complete and incomplete MTDs

to achieve the maximum rank of the composite matrix based on graph theory. Under
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the MTD planning satisfying these sufficient conditions, any MTD can guarantee its

detection effectiveness, regardless of the non-idle setpoints of D-FACTS devices.

I discuss these contributions in Chapter 3 and in the following article:

B. Liu and H. Wu, “Optimal D-FACTS Placement in Moving Target Defense Against False

Data Injection Attacks,” in IEEE Transactions on Smart Grid, vol. 11, no. 5, pp. 4345-

4357, Sept. 202070.

Question 2.1: Max-rank MTD planning algorithms are designed for ensuring attack detec-

tion effectiveness and minimizing MTD planning cost.

• Propose a necessary condition for a complete MTD and further derive its requirements

on the D-FACTS placement. These requirements are used to quickly determine if a

complete MTD can be attained and to guide a systematic placement of D-FACTS

devices.

• Mathematically prove that the maximum rank of the composite matrix for an incom-

plete MTD equals the number of transmission lines in a power system.

• Design novel MTD planning algorithms for both complete and incomplete MTDs to

achieve the maximum rank of the composite matrix with the minimum number of D-

FACTS devices identified. Additionally, the proposed algorithms leverage the concept

of power loss sensitivity to account for the economic benefits of D-FACTS devices on

the system loss reduction.

I discuss these contributions in Chapter 3 and in the following article:

B. Liu and H. Wu, “Optimal D-FACTS Placement in Moving Target Defense Against False

Data Injection Attacks,” in IEEE Transactions on Smart Grid, vol. 11, no. 5, pp. 4345-

4357, Sept. 202070.

Question 2.2: A graph-theory-based planning algorithm is designed for maximizing attack

detection effectiveness and considering economic benefits of D-FACTS devices.
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• Prove the rank of the composite matrix only reflects the minimum number of protected

buses. This work shows, for the first time, the rank of the composite matrix, a widely

used indicator of the MTD detection effectiveness, is merely the lower bound of attack

detection probability (ADP).

• Identify and prove three types of unprotected buses in MTDs, i.e., end buses, non-

D-FACTS buses, and buses fully covered by D-FACTS lines, whose reactances are

modified using a unity factor. This work highlights the importance of eliminating

unprotected buses in MTD planning for improving the ADP upper bound.

• Mathematically derive and prove the ADP range of different MTD planning methods,

which is verified by extensive simulations. Furthermore, this work identifies a class of

MTD planning solutions with a fixed ADP.

• Propose a novel graph-theory-based MTD planning method which simultaneously max-

imizes the ADP lower and upper bound though maximizing the rank of the composite

matrix and eliminating unprotected buses.

I discuss these contributions in Chapter 3 and in the following article:

B. Liu and H. Wu, “Systematic Planning of Moving Target Defense to Maximize Detection

Effectiveness against False Data Injection Attacks in Smart Grid”, in IET Cyber-Physical

Systems: Theory and Applications, in press.

Question 3: ACOPF-based MTD operation model is proposed for reducing MTD operation

costs.

• Propose a novel ACOPF-based MTD operation model with the objective of minimizing

system losses and generation costs to optimally determine the setpoints of D-FACTS

devices. The proposed MTD operation model can be easily integrated into the existing

ACOPF model in energy management system in power systems.

• Develop an interior-point solver to resolve the proposed ACOPF-based MTD model

by modifying and extending Matlab Interior-Point Solver (MIPS) in MATPOWER
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developed for the conventional ACOPF. Specifically, this work derives the gradient

and Hessian matrices of the objective function and the constraints in the proposed

ACOPF-based MTD model with respect to the line impedance.

I discuss these contributions in Chapter 4 and in the following articles:

B. Liu and H. Wu, “Optimal D-FACTS Placement in Moving Target Defense Against False

Data Injection Attacks,” in IEEE Transactions on Smart Grid, vol. 11, no. 5, pp. 4345-

4357, Sept. 202070.

B. Liu, L. Edmonds, H. Zhang and H. Wu, “An Interior-Point Solver for Optimal Power Flow

Problem Considering Distributed FACTS Devices,” 2020 IEEE Kansas Power and Energy

Conference (KPEC), Manhattan, KS, USA, 2020, pp. 1-571.

Question 4: Hidden MTD planning algorithm and operation models are proposed for

achieving MTD hiddenness and maximizing attack detection effectiveness. For the hidden

MTD (HMTD) planning, this work makes the following contributions.

• Derive a sufficient condition to ensure the existence of HMTD and the maximum rank

of the composite matrix based on graph theory analysis.

• Propose a depth-first-search-based MTD planning algorithm, in which an HMTD that

has the maximum rank of the composite matrix and covering all necessary buses can

be constructed.

For the HMTD operation, this work makes the following contributions.

• Derive a novel and explicit hiddenness condition in HMTD, which can be easily inte-

grated into MTD operation methods.

• Demonstrate the characteristics of voltage angle changes in HMTD, which bridge the

HMTD operation and HMTD planning.
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• Propose an optimization-based DC-HMTD operation model that maximizes the reac-

tance changes. This model overcomes the drawbacks of the existing HMTD operation

algorithm and obtains the D-FACTS setpoints more efficiently.

• Propose an ACOPF-based HMTD operation model that minimizes the generation cost

and presents a trade-off between the generation cost and the MTD hiddenness.

I discuss these contributions in Chapter 5 and in the following article:

B. Liu and H. Wu, “Optimal Planning and Operation of Hidden Moving Target Defense for

Maximal Detection Effectiveness,” Manuscript under the second review in IEEE Transac-

tions on Smart Grid.

1.6 Organization of This Dissertation

Chapter 2 provides the background knowledge of SE, FDI attacks, and MTD model as

preliminaries for the follow-up sections. Besides, Chapter 2 presents a literature review on

existing MTD work. In Chapter 3, max-rank MTD planning algorithms and graph-theory-

based MTD planning algorithm are proposed to maximize the MTD detection effectiveness.

Chapter 4 proposes an ACOPF-based MTD operation algorithm and derives the gradient

and Hessian matrix of objective and constraints with respect to line reactance. Chapter 5

proposes a novel hidden MTD operation condition, a hidden MTD planning algorithm,

and DC- and AC-hidden MTD operation models. Concluding remarks and future research

directions are discussed in Chapter 6.
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Chapter 2

Fundamentals and Related Literature

This chapter provides the background knowledge of state estimation (SE), bad data detection

(BDD), false data injection (FDI) attacks, and moving target defense (MTD) as preliminaries

for the follow-up sections. This chapter also provides state-of-the-art literature review on

existing MTD works in power systems.

2.1 State Estimation and Bad Data Detection

This section provides SE formulation in both DC and AC power system models for two

reasons. Firstly, SE plays an important role in power systems, as it provides the estimated

grid voltage to applications in energy management system (EMS). Secondly, SE is the attack

target of FDI attacks. Having the knowledge of SE is critical to understand the construction

and detection of FDI attacks.

2.1.1 DC-SE Formulation and BDD

DC flow analysis is faster and more robust than its AC counterpart37;72, and has been widely

used in power system planning with demonstrated accuracy. In the DC-SE, the system

states, i.e., nodal voltage angles x ∈ Rn−1 are estimated by a set of measurements z ∈ Rm

corresponding to nodal power injections and branch power flows. The measurements and
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states are related as

z = H · x + e

where e is the measurement noises assumed to be Gaussian distributed with zero mean and a

diagonal covariance matrix W = diag(σ−21 , σ−22 , ..., σ−2m ), and H is the measurement Jacobian

matrix containing the system topology and system configuration information. The system

states can be estimated by solving the following weighted least square (WLS) optimization22:

x̂ = min
x

(z−H · x)TW−1(z−H · x)

DC-SE has a closed-form solution as follows:

x̂ = (HTWH)−1HTWz

After estimating the voltage, BDD is applied to examine the existence of faulty measure-

ments, which could result in significant errors in the estimated states. This dissertation uses

the 2-norm estimation residual to determine the existence of bad data. As the measurement

noises follow a Gaussian distribution, the estimation residual will follow a chi-square distri-

bution χ2
(m−n), where m − n is the degree of freedom. More specifically, measurements are

free of bad data if the inequality γ = ||z −H · x̂||2 < γth holds, where γth = χ2
(m−n),α is a

preset threshold to ensure BDD to have a false alarm rate at 1−α. If γ = ||z−H · x̂||2 > γth

holds, it indicates the existence of bad measurement in z.

2.1.2 AC-SE Formulation

In the AC power flow model of an n-bus power system, the nonlinear measurement model

relating the measurements vector z ∈ Rm and the state vector x ∈ R2n−1 comprising voltage

magnitudes and angles can be formulated as:

z = h (x) + e
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where h (�) : R2n−1 → Rm is a vector of nonlinear functions which are based on the type of

measurements. To provide the optimal estimate of the system states, the WLS estimator22

minimizes the weighted least square criterion as follows:

x̂ = min
x

[z− h (x)]T W−1 [z− h (x)]

It is customary to use the Gauss-Newton iterative algorithm to solve the optimization

problem as the following equation. The iterative process converges when the difference

between the system states in two iterative is smaller than a pre-determined threshold.

x̂k+1=x̂k +
(

H (x̂k)
T W−1H (x̂k)

)−1
H (x̂k) W−1 (z− h (x̂k))

where H (x)T = ∂h (x) /∂x is the Jacobian matrix.

2.2 FDI Attacks against SE

FDI attacks have become a growing threat to modern power systems. The illustration of

FDI attacks is demonstrated in Figure 2.1. FDI attacks inject malicious data a[t] into the

supervisory control and data acquisition (SCADA) measurements z[t] based on the DC- or

AC-FDI attack model. The compromised measurements za[t] received by the SCADA system

can bypass BDD without alerts and result in a bias in the estimated voltage. The estimated

voltage will be used in the applications of EMS, including the load estimation and optimal

power flow (OPF) model.

In the literature, many studies have focused on modeling FDI attacks in DC and AC power

system models36;37;73, constructing FDI attacks with concrete attack objectives45;74, detecting

and preventing FDI attacks59–61;75;76, and evaluating the consequences of FDI attacks74. The

attack surfaces in smart grids for FDI attacks are huge, and FDI attacks could result in

severe consequences. Firstly, falsified state estimation results could potentially mislead the

operation and the auto-control mechanism of EMS33. Secondly, FDI attacks can attack
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energy markets77;78, which can represent a serious financial deviation. Finally, sophisticated

FDI attacks can cause consequences on power grid operation conditions, such as transmission

line over-load74 and nodal voltage violation45, resulting in blackout and even cascading

failures. Therefore, it is of great significance to detect and thwart FDI attacks in power

systems.

Figure 2.1: Illustration of FDI attack model in the smart grid.

2.2.1 DC-FDI Attacks

To construct and launch a successful FDI attack, attackers need to specify a state increment,

i.e., ∆θ. Specifically, attackers must determine which buses to inject malicious voltage angle

increment and specify the concrete value of this voltage angle increment. Then, attackers

need to calculate the attack vector a and inject this attack vector into SCADA measurements,

i.e., za = z + a. In the DC power system model, an FDI attack can compromise estimated

states without being detected by BDD36, if the attack vector a is calculated by a = H ·∆θ.

This is because the estimated residual remains the same before and after FDI attacks, shown
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as follows:

∥∥∥za −H · θ̂a
∥∥∥
2

=
∥∥z + H∆θ −H(HTWH)−1HTW(z + H∆θ)

∥∥
2

=
∥∥z−H(HTWH)−1HTWz

∥∥
2

= γ < γth

The FDI attack can bypass BDD and falsify SE as long as the attack vector belongs to

the columns space of H, i.e., a ∈ col(H). This requires the attacker’s knowledge about H

or the estimated H from historical measurements40. In either case, the attack vector can be

equivalently expressed as a = H ·∆θ 79.

2.2.2 AC-FDI Attacks

The construction of AC-FDI attacks is similar to that in the DC model. In the AC model,

system states include both voltage magnitudes and voltage angles. After the state increment

∆x is chosen by attackers, attack vector a can be calculated as follows:

a = h (x̂ + ∆x)− h (x̂)

In this case, the estimation residual under the FDI attack is the same as the estimation

residual without FDI attacks, which ensures that the FDI attack is stealthy to the system

operator.

‖za − h (x̂ + ∆x)‖2 = ‖(z + a)− h (x̂ + ∆x)‖2

=

∥∥∥∥∥∥∥
 z1

z2 + a2

−
 h1 (x̂1)

h2 (x̂1, x̂2 + ∆x)


∥∥∥∥∥∥∥
2

=

∥∥∥∥∥∥∥
z1

z2

−
 h1 (x̂1)

h2 (x̂1, x̂2)


∥∥∥∥∥∥∥
2

= ‖z− h (x̂)‖2 < γth

where x̂1 represents part of the system states which are not altered by the attacker and x̂2

denotes the system states which are maliciously manipulated by the attacker with an state
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increment vector ∆x; z1 is the vector of measurements free from manipulation, and z2 is the

vector of measurements maliciously altered by the attacker with an FDI attack vector a2,

i.e., a2 = h2 (x̂1, x̂2 + ∆x)− h2 (x̂1, x̂2).

Based on the DC- and AC-FDI attack models, the knowledge and capability of attackers

are summarized as follows. The attackers have the capability to eavesdrop on the measure-

ments and inject the attack vector into the SCADA measurements. The attackers need the

knowledge of the power system topology and line parameters. Note that attackers need

system states to construct AC-FDI attacks, while system states are not needed in the con-

struction of DC-FDI attacks37.

2.3 MTD Model in the Smart Grid

Recently, the concept of MTD has been introduced in the physical layer of power systems in

the face of emerging FDI attacks. Different from the MTD in IT systems which highlights

the changes in the network layer or the data link layer, MTD in power systems requires

physical devices and extra control. MTD in power systems actively perturbs the branch

equivalent impedance to invalidate attackers’ knowledge about the power system configu-

rations, which are essential for constructing stealthy FDI attacks70. Note that all devices

which can modify the branch equivalent impedance in real-time can be used in MTD in

smart grids. This dissertation takes distributed flexible AC transmission system (D-FACTS)

device as an example. D-FACTS devices, such as Static Var Compensators (SVC), Thyristor

Controlled Series Capacitors (TCSC), and Static Synchronous Series Compensators (SSSC),

are originally utilized to control power flows, manage the power congestion, and minimize

system losses by altering the impedance of power lines80. With the proliferation of D-FACTS

devices81, their add-on cyber-physical security benefits via MTD have attracted increasing

attention in the research community.

MTD takes advantage of D-FACTS devices to create uncertainties for attackers through

periodically modifying the setpoints of D-FACTS devices. The illustration of the MTD and

FDI attack model is shown in Figure 2.2. The system operators determine the lines to install
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D-FACTS devices at the MTD planning stage and then determine the D-FACTS setpoints

in real-time at the MTD operation stage. Encrypted commands from the system operator’s

control room can be securely transmitted to the D-FACTS gateway for its setpoint changes

through DNP3, IEC 61850, and 60870-5-10481. Accordingly, the incremental reactance of

line i–j can be modified by the D-FACTS device within the following range:

|xij − x0ij| ≤ |ηx0ij|

where x0ij and xij are the line reactance before and after MTD, respectively; the upper bound

η = 20%, generally referred to as the MTD magnitude, reflects the physical capacity of D-

FACTS devices72;79. Thus, the susceptance of the transmission lines, the reciprocal of the

line reactance, become b[t+ 1] at time t+ 1.

Figure 2.2: Illustration of MTD and FDI attack model in the smart grid.

Consequently, the measurement matrix H used in the DC-SE becomes a time-variant

matrix. If attackers construct FDI attacks based on outdated knowledge of H, the estimation

residual in the defender’s BDD can become larger, which gives the defender chance to detect

FDI attacks.
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2.4 State-of-the-art MTD Literature Review

The concept of MTD was first introduced into the physical layer of the power system by

Morrow et al.82 and Davis et al.83. Most MTD approaches in the literature are designed to

detect FDI attacks against SE72;79;82–88, as summarized in Table 2.1. In addition, the MTD

approaches have been recently applied to detect coordinated FDI attacks89 and Stuxnet-

like attacks against power grids53, in which fake sensor measurements are injected to cover

the ongoing attacks on the control signals. Besides D-FACTS devices, MTD also utilizes

inverter-based distributed energy resources (DERs) in distribution systems to create low

magnitude perturbation signals in voltage, and then a developed detection mechanism can

check the perturbation sequence in sensors90.

Table 2.1: Moving target defense in the smart grid

MTD Algorithm MTD planning MTD operation Characteristics
Random MTD84DC Arbitrary planning Random selection Detection effectiveness is

not considered
OPF-based
MTD85DC

N/A DCOPF-based op-
eration

Minimize generation cost
and guarantee detection ef-
fectiveness85

Spanning-tree
MTD87DC

Spanning-tree plan-
ning

Random selection Cover all buses, but max-
rank MTD is not ensured

Max-rank
MTD79DC, 88DC

Full planning79,
max-rank plan-
ning88

Optimization-
based operation79

Minimize system losses79.
Guarantee max-rank MTD
based on numerical meth-
ods79;88

Hidden
MTD72DC, 86DC, 91AC

Planning enumer-
ation72; max-rank
planning using
protected meters86

Random selection
subject to hidden
condition72

Max-rank hidden MTD,
but paper86 uses extra pro-
tected meters

2.4.1 MTD Planning Approaches

In D-FACTS-based MTD approaches, MTD planning and MTD operation are two essential

stages in the construction of an MTD. In the MTD planning, system operators need to install
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D-FACTS devices on an appropriately identified subset of transmission lines, namely solving

the problem of D-FACTS planning. Arbitrary planning and full planning are the two simplest

D-FACTS planning strategies. Arbitrary planning randomly selects a subset of lines to

install D-FACTS devices84. Full planning is the most expensive method in which D-FACTS

devices are installed on every transmission line79. However, the detection effectiveness of

MTDs under these two MTD planning methods is not considered. Spanning-tree planning87

installs D-FACTS devices on the lines which form a spanning tree of the system. MTDs under

the spanning-tree planning are effective in detecting single-bus, uncoordinated multiple-bus,

and coordinated multiple-bus FDI attacks. However, this dissertation will demonstrate in

Chapter 3 that the detection effectiveness in the MTD under the spanning-tree planning is

not guaranteed, which is also influenced by the D-FACTS setpoints. Max-rank planning88

can make MTDs achieve the maximum rank of the composite matrix (i.e., max-rank MTDs),

a metric of the detection effectiveness.

2.4.2 MTD Operation Approaches

After the allocation of D-FACTS devices, the system operators need to continuously deter-

mine the D-FACTS setpoints under different load conditions in the MTD operation. The

MTD operation mainly includes four methods. Firstly, random selection is the simplest

operation method without any computational overhead, in which the D-FACTS setpoints

are randomly perturbed84. Secondly, as D-FACTS devices are originally used to control the

power flow, an OPF-based MTD operation method in the DC model integrates the D-FACTS

devices into the OPF model to minimize generation costs85. Thirdly, the optimization-based

MTD operation takes both the economic cost and the detection effectiveness into account, in

which the metric of detection effectiveness is maximized or taken as constraints79;88. Finally,

the hidden MTD operation method delicately selects D-FACTS setpoints such that all mea-

surements remain the same after the HMTD is applied72;86;91. In this case, vigilant attackers

cannot detect the MTD in place using BDD. To find suitable MTD planning for the hidden

MTD operation, reference72 enumerates all combination of D-FACTS device placements,
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while reference86 uses the max-rank planning88 with the help of protected meters.

2.4.3 Evaluation of MTD Performance

In the literature, there are three important metrics to evaluate the performance of an MTD.

First of all, attack detection effectiveness is the most important metric for a defense al-

gorithm. As not all of MTDs are effective in detecting FDI attacks, the feasibility and the

limitation of MTD are discussed in reference87. Many works focus on improving the MTD at-

tack detection effectiveness through the MTD planning87;88 and MTD operation72;79;85. Two

metrics are proposed to measure the detection effectiveness of MTD, namely the Lebesgue

measure85 and the rank of the composite matrix72;79;88. The composite matrix rank is su-

perior to the Lebesgue measure in the evaluation of MTD detection effectiveness since it

demonstrates the inherent nature of MTD on the FDI attack detection and provides an

explicit objective for constructing an effective MTD.

Secondly, the cost of the MTD application is a must-concern for system operators. The

MTD cost consists of the planning cost and the operation cost. In the planning cost, the num-

ber of D-FACTS devices used in MTD determines the capital cost and labor fee. However,

the number of D-FACTS devices is not considered in the existing MTD planning methods.

In the operation cost, the D-FACTS setpoints impact generation costs and system losses,

as these setpoints can change power flow in the system. The DCOPF-based operation in

reference85 presents a trade-off between generation costs and MTD detection effectiveness.

A larger MTD detection effectiveness can be gained at the sacrifices of more generation costs.

However, generation costs are not considered in the existing AC-MTD operation models.

Thirdly, the hiddenness provides a superior function for MTD as it makes MTD stealthy

to attackers. Vigilant attackers use BDD to detect the existence of MTD before launching any

attacks. If attackers detect any MTD in place, they may stop FDI attacks and invest more

resources to launch data exfiltration attacks and obtain the latest system configuration72.

MTDs with the hiddenness can mislead these attackers to launch detectable attacks based

on incorrect line parameters. In summary, the most desirable MTD should be a hidden MTD
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with maximal detection effectiveness and low operation cost.
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Chapter 3

MTD Planning Algorithm

This chapter studies the relationship between moving target defense (MTD) planning and

MTD detection effectiveness. This work provides us insights into how MTD detection effec-

tiveness can be determined by MTD planning. Furthermore, three MTD planning algorithms

are proposed to achieve maximal detection effectiveness step by step.

3.1 Introduction

Although the arbitrary planning, full planning, spanning-tree planning, max-rank planning

have been studied in the literature, MTD planning has not been fully addressed for the

three reasons. Firstly, MTD detection effectiveness is not or not systemically considered in

these planning methods. In arbitrary planning and full planning, the detection effectiveness

is not considered at all. Spanning-tree planning claims to be effective in detecting single-

bus, uncoordinated multiple-bus, and coordinated multiple-bus false data injection (FDI)

attacks. However, its detection effectiveness can be influenced by the distributed flexible AC

transmission system (D-FACTS) setpoints. Secondly, the number of D-FACTS devices is not

considered in these planning methods. While the price of a D-FACTS device is lower than

that of a conventional FACTS device, the cost of D-FACTS devices is still not negligible,

especially in a system with thousands of lines92;93. Furthermore, even if the D-FACTS
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devices are installed on all transmission lines, some of them may only be needed in certain

time periods while not at all in others, resulting in a low utilization rate of the D-FACTS

devices72;79;84. Thirdly, the economic benefits of D-FACTS devices are not considered in

these planning methods. System operators install D-FACTS devices mainly for economic

considerations in their current operational practices. However, it is conceivable that the

cyber-defense benefits against FDI attacks can be viewed as an important by-product of

D-FACTS devices in the future smart grid. Therefore, it is necessary to optimally combine

the economic and cyber-defense benefits at the planning stage of D-FACTS devices.

This chapter tries to fill these gaps by answering the following fundamental yet unresolved

research questions.

1) How is MTD planning related to the MTD detection effectiveness? How can system

operator achieve the maximum rank of the composite matrix through MTD planning?

2) In a power system, what is the minimum number of D-FACTS devices required to

achieve the maximum rank of the composite matrix in MTDs? Can we establish an analytical

approach to quickly attain this number?

3) If the minimum number of D-FACTS devices is identified, given the fact that thousands

of candidate planning solutions may exist in a power system, how can system operators find

the optimal planning methods to potentially enable the most economic and cyber-secure

operation under the growing threats of FDI attacks?

4) Is the maximum rank of the composite matrix strictly equivalent to maximal MTD

detection effectiveness? How can system operators accurately reflect the MTD detection

effectiveness and improve detection effectiveness through MTD planning. How can system

operators measure the detection effectiveness of a given MTD planning?

It is necessary to note that the first three questions are answered in Section 3.3, and the

last question is answered in Section 3.4.
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3.2 Preliminaries

3.2.1 Notation

We summarize variables frequently used throughout the dissertation in Table 3.1, where bold-

faced lower- and upper-case letters stand for vectors and matrices, respectively. Subscript

0 represents variables before the implementation of an MTD. For example, H0 represents

the original measurement matrix before an MTD, while H stands for the one after imple-

menting the MTD. In addition, variables preceded by ∆ represent changes in the variables.

Furthermore, we use a superscript (�)′ to represent a reduced matrix obtained by removing

rows and columns of all zeros.

For presentation simplicity, “D-FACTS lines” and “non-D-FACTS lines” stand for the

set of lines equipped with and without D-FACTS devices, denoted by subscript DF and

DF , respectively. “Non-D-FACTS buses” represent the set of buses only connected to non-

D-FACTS lines, while the remaining buses in the system are “D-FACTS buses”, referring to

the set of buses connected to at least one D-FACTS line. An end bus in this paper refers to

a bus that is only connected by one single line.

Let G be a graph of a power system composed of all transmission lines and buses. Let

GDF , termed as a D-FACTS graph, be a subgraph of G consisting of D-FACTS lines and all

buses. Similarly, let GDF , termed as a non-D-FACTS graph, be a subgraph of G consisting

of non-D-FACTS lines and all buses. Let a reduced D-FACTS graph denote a graph only

composed of D-FACTS lines and D-FACTS buses.

A D-FACTS device works in an idle state if it is installed on a given line but doesn’t

modify the line reactance, i.e., xij = xij,0. For a D-FACTS device such as Static Var Com-

pensators (SVC), Thyristor Controlled Series Capacitors (TCSC), and Static Synchronous

Series Compensators (SSSC), its idle state corresponds to zero reactive power compensation.

Otherwise, it works in a non-idle state.

29



Table 3.1: Nomenclature
Symbol Definition

θ Voltage angle of buses excluding reference bus
z Measurement vector
a FDI attack vector
za Compromised measurement vector
H DC measurement matrix in state estimation
hi The i -th column in H (corresponding to bus i)
M Composite matrix of H0 and H
T Elementary matrix in elementary column operations
U Elementary matrix in elementary row operations
A Incident matrix of power system graph
X Diagonal line reactance matrix
D Meter deployment matrix
xij Reactance of line i–j (between bus i and bus j )
bij Susceptance of line i–j, and bij = 1/xij
n Total number of system buses
n1 Total number of D-FACTS buses
n2 Total number of non-D-FACTS buses
ne Total number of end buses
n1e Total number of end buses belonging to the D-FACTS buses
n2/e Total number of non-D-FACTS buses excluding end buses
m Total number of measurements
p Total number of lines
p1 Total number of D-FACTS-equipped lines
p2 Total number of lines without D-FACTS
lp Total number of loops in a graph
t Total number of disconnected components in a graph

r(·) Matrix rank operator
col(·) Column space operator

3.2.2 MTD Detection Effectiveness Metric

The detection effectiveness of a specific MTD under a specific FDI attack is given as a neces-

sary and sufficient condition79. An FDI attack with the attack vector a = H0 ·∆θ, ∆θ 6= 0

is detectable under the MTD with measurement matrix H if and only if H · θ 6= H0 ·∆θ for

any θ 79.

The detection effectiveness of a specific MTD can be measured by the rank of its com-

posite matrix M = [H0 H]. An MTD with a larger rank of the composite matrix has higher
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detection effectiveness. Particularly, an MTD with r(M) = 2(n − 1) can detect any FDI

attack79, which is consistent with the definition of a complete MTD in reference72. A com-

plete MTD can detect any FDI attack under mild assumptions; however, the completeness

is generally unattainable since it requires the total number of transmission lines to satisfies

p ≥ 2(n− 1) and the number of measurements to satisfy m ≥ 2n72.

In this section, we use the incremental DC measurement matrix ∆H, defined as ∆H =

H−H0, to reflect the influence of D-FACTS devices on the power system. Due to r([H0 ∆H]) =

r([H0 H]), we make the following definition to facilitate our discussion.

Definition 3.2.1 An MTD is a complete MTD, if its rank of the composite matrix M =

[H0 ∆H] is equal to 2(n–1), i.e., r(M) = 2(n− 1); otherwise, it is an incomplete MTD.

We find out the rank of the composite matrix can be determined by the MTD planning,

which will be proved in this chapter. Arbitrary placement of the D-FACTS devices may

decrease the rank and negatively influence the MTD detection effectiveness. We focus on

the proper construction of H via the MTD planning to ensure the maximum rank of the

composite matrix in MTD. For presentation simplicity, an MTD with the maximum rank of

the composite matrix is referred to as a max-rank MTD hereinafter.

3.2.3 Graph Theory for Power System Topology

Graph theory can be used to bridge the D-FACTS placement topology and the MTD effec-

tiveness (i.e., the rank of the composite matrix). We will mathematically prove in Section

3.3 that the rank of the composite matrix is related to the rank of the incidence matrix in

the graph composed of D-FACTS lines. Therefore, we can utilize the rank of the incidence

matrix to identify the D-FACTS placement topology based on graph theory, leading to the

maximum rank of the composite matrix. According to the theorem of the Euler’s formula

for a disconnected graph94, for any planar graph G with n nodes, p edges, f faces, and t

components, the following equation holds:

n+ f − p = 1 + t (3.1)
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where the number of faces equals the sum of the number of interfaces (loops in a graph)

and one external face, i.e., f = lp + 1. Since loops in the graph correspond to linearly

dependent rows of the matrix, for the planar graph G with n nodes and t components, the

rank of incidence matrix A is n − t, i.e., r(A) = n − t95. Using equation (3.2), the rank of

A indicates the number of disconnected components and the number of loops in a planar

graph with n nodes and p edges:

r(A) = n− t = p− lp (3.2)

A spanning tree of a graph is a subgraph that contains all nodes of the graph without

loops. Thus, the rank of the incident matrix of a spanning tree is n–1. In an edge-weighted

undirected graph, the minimum spanning tree (MST) is a spanning tree whose weight (the

sum of weights on its edges) is no greater than the weight of any other spanning tree. In

this chapter, the power system topology is treated as an edge-weighted graph G(L,E) with

buses as nodes L and lines as edges E.

3.2.4 Linear Sensitivity of Transmission Loss to Line Reactance

Traditionally, D-FACTS devices are used to manage power flows and minimize system losses

in the power system operation96. The power loss to impedance sensitivity (PLIS), which

indicates how much the system losses change due to a change in the line impedance, can

help determine the most appropriate D-FACTS locations to minimize system losses. In the

D-FACTS placement for loss minimization, the best k lines are chosen corresponding to the

k sensitivities in PLIS, which are the furthest from zero96. The PLIS is calculated as:

dPloss
dxij

=
∂Ploss
∂Pflow,ij

[
∂Pflow,ij
∂s(θ,V )

∂s(θ,V )

∂xij
+
∂Pflow,ij
∂Gij

∂Gij

∂xij
+
∂Pflow,ij
∂Bij

∂Bij

∂xij

]
(3.3)

where Ploss denotes the total real power loss; s(θ, V ) is a concatenated vector of all voltages of

the system. Each part in equation (3.3) can be calculated using the method in reference96.

This work assigns the absolute value of PLIS as the weight on each line in G(L,E). Both the
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concepts of max-rank MTD and PLIS are synergistically combined into the proposed MTD

planning approach to achieve a cyber-secure and economic operation in the power system.

3.3 Max-rank Planning Algorithms

In this section, we first derive analytical necessary conditions for a complete MTD and suf-

ficient conditions for both complete and incomplete MTDs. Then, we design MTD planning

algorithms based on the proposed analytical conditions to obtain a max-rank MTD.

3.3.1 Necessary Conditions for a Complete MTD

We decompose the measurement matrix to facilitate the derivation of necessary conditions

for a complete MTD. H and H0 can be expressed as follows79:

H = D ·X ·AT
−r (3.4)

H0 = D ·X0 ·AT
−r (3.5)

where A−r ∈ Rn−1 ×p is the reduced bus-branch incidence matrix of the power system by

removing the row of the slack bus; X0 ∈ Rp×p and X ∈ Rp×p are the diagonal reactance

matrix before and after MTD, respectively; D ∈ Rm×p is the meter deployment matrix. In

a fully measured power system, D is of full column rank since D = [I −I AT ]
T

where I ∈

Rp×p is an identity matrix. Note that if the system is not fully measured, the decomposition

becomes H = C ·D ·X ·AT
−r, where C is a meter selection matrix defined in reference79.

As long as C ·D is of full column rank, the conclusions in a fully measured system can be

extended to partially measured systems.

According to the definition of ∆H, ∆H = D ·∆X ·AT
−r holds where ∆X = X−X0. We

further decompose ∆H only using D-FACTS lines to gain more insights into the requirements

of the D-FACTS placement. Since zero diagonal elements in ∆X correspond to the non-D-

FACTS lines, we separate the D-FACTS and non-D-FACTS lines by performing elementary
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column and row exchanges on ∆X such that U ·∆X ·T =

∆X′ 0

0 0

, where ∆X′ ∈ Rp1×p1

is a diagonal matrix of D-FACTS lines with full rank, i.e., r (∆X′) = p1. Accordingly, ∆H

can be expressed as:

∆H = (D·U−1)·(U·∆X·T)·(T−1·AT
−r) = [D1 D2]

∆X′ 0

0 0


AT

1

AT
2

 = D1·∆X′·AT
1 (3.6)

where AT
1 ∈ Rp1×n−1 and AT

2 ∈ Rp2×n−1 are the upper and lower submatrix of T−1 · AT
−r;

D1 ∈ Rm×p1 and D2 ∈ Rm×p2 are the left and right submatrix of D · U−1, respectively.

To illustrate the aforementioned decomposition, a fully measured 3-bus system with Bus 3

being the reference bus22 is shown in Figure 3.1, in which the dotted lines 1 –2 and 2 –3 are

the D-FACTS lines. H0 can be expressed as:

H0 = D ·X0 ·AT
−r=


I

−I

A

 ·


1/x012

1/x013

1/x023

 ·


1 −1

1 0

0 1

 (3.7)

Suppose the reactance of both D-FACTS lines are changed in MTD, we have ∆X = diag(1/x12−

1/x012, 0, 1/x23−1/x023) and ∆X′ = diag(1/x12−1/x012, 1/x23−1/x023). The column and row

Figure 3.1: A fully measured 3-bus system.

operations not only separate D-FACTS and non-D-FACTS lines in ∆X, but also D-FACTS

and non-D-FACTS lines in D and AT
−r accordingly. Therefore, D1 and D2 are the meter

deployment matrix of GDF and GDF , respectively. A1 and D2 are the reduced bus-branch
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incidence matrix of GDF and GDF without the row of the slack bus, respectively. From

equation (3.2), the following equations hold:

r(A1) = n− tDF = p1 − lpDF (3.8)

r(A2) = n− tDF = p2 − lpDF (3.9)

We propose the following proposition for a complete MTD, whose proof is given in Ap-

pendix A.1.

Proposition 3.3.1. Necessary conditions for a complete MTD: For a complete MTD, the

following inequality holds

min
{
r(D1), r(∆X′), r(AT

1 )
}
≥ n− 1 (3.10)

Remarks:

• With ∆X′ being a diagonal matrix, r(∆X′) = p1 ≥ n − 1 indicates that there are at

least n− 1 D-FACTS lines in a complete MTD.

• Due to p1 ≥ n − 1 and AT
1 ∈ Rp1×n−1, we have r(AT

1 ) ≤ n − 1. In addition, we

have r(AT
1 ) ≥ n − 1 according to Proposition 3.3.1. Therefore, AT

1 is with the full

column rank, i.e., r(AT
1 ) = n − 1. The full column rank of AT

1 suggests tDF = 1 and

lpDF = p1 − n+ 1 according to equation (3.8). Hence, GDF is a connected graph with

p1 − n+ 1 loops.

• Measurement-to-transmission-line mapping rules97, originally designed for studying the

observability in the SE, are utilized to explain the relationship between sensor deploy-

ment and D-FACTS placement in a complete MTD. In these rules, each measurement

must be assigned to one line: a flow measurement of a line is assigned to itself, and an

injection measurement of a bus is assigned to any of the lines connected to the bus.

r(D1) ≥ n−1 indicates that for at least n−1 D-FACTS lines, each of these lines must
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be mapped to a different sensor. Specifically, a D-FACTS device can contribute to im-

proving the rank of the composite matrix when a sensor is placed associated with this

D-FACTS line under the measurement-to-transmission-line mapping rules. Without a

mapped sensor, a line with the D-FACTS device cannot contribute to the rank of the

composite matrix.

The requirements of the sensor deployment and D-FACTS placement on a complete MTD

are summarized as follows: 1) the sensor deployment makes at least n − 1 D-FACTS lines

satisfy measurement-to-transmission-line mapping rules; and 2) there are at least n − 1 D-

FACTS lines that reach all buses. Specifically, when there are only n − 1 D-FACTS lines,

they should form a spanning tree. The spanning-tree topology of D-FACTS placement can

be elucidated as follows. In the DC power flow model, there are n−1 free variables, including

all voltage angles except for the slack bus. In an observable system, the number of equations

between measurements and states, i.e., z = H · θ , can be reduced to n− 1 by removing all

redundant measurements. Thus, only n−1 independent line reactance variables are necessary

to define these system states. Any n − 1 independent lines can constitute a spanning tree

for a connected grid.

3.3.2 Sufficient Conditions for Complete and Incomplete MTDs

We assume that the system is fully measured with r(D) = p79;84;85. As discussed earlier, the

rank of the composite matrix is indicative of the MTD effectiveness, whose upper bound for

a complete MTD is 2(n–1). The upper bound for an incomplete MTD is discussed in the

following lemmas, the proofs of which are provided in Appendix A.2 and A.3.

Lemma 3.3.1 If the number of lines in a system is less than twice the number of states,

i.e., p < 2(n–1), the maximum rank of the composite matrix equals the number of lines, i.e.,

max {r([H0 H])} = p.

To build a max-rank MTD, we decompose H0 into two parts, i.e., H0 = H0
DF + H0

DF
,
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where H0
DF and H0

DF
are decomposed as follows:

H0
DF = D ·X0

DF ·AT
−r (3.11)

H0
DF

= D ·X0
DF
·AT
−r (3.12)

X0 = X0
DF + X0

DF
(3.13)

where X0
DF ∈ Rp×p is a diagonal reactance matrix whose diagonal elements are original re-

actance for D-FACTS lines, and zero for non-D-FACTS lines. Conversely, diagonal elements

in X0
DF
∈ Rp×p are zero for D-FACTS lines and the original reactance for non-D-FACTS

lines. For instance, we have X0
DF = diag(1/x012, 0, 1/x023), X0

DF
= diag(0, 1/x013, 0) in the

3-bus system as shown in Figure 3.1.

Since H0
DF and ∆H are composed of the same set of D-FACTS lines, H0

DF can be directly

expressed by ∆H, if graph GDF has no loops. The connection between H0
DF and ∆H is

critical to derive the following lemma.

Lemma 3.3.2 If there exists no loop in GDF , the following equation holds, r([H0 ∆H]) =

r([H0
DF

∆H]) = r(A1) + r(A2).

Lemma 3.3.2. correlates the rank of the composite matrix with the rank of incidence

matrices in GDF and GDF based on the assumption of a loopless graph GDF . The correlation

can be further extended as follows:

r(M) = r([H0 ∆H]) = r(A1) + r(A2)

= (p1 − lpDF ) + (p2 − lpDF ) = p− lpDF − lpDF

= n− tDF + n− tDF = 2n− (tDF + tDF )

(3.14)

Based on equation (3.14), we propose the following corollaries that constitute sufficient

conditions for the max-rank incomplete and complete MTD.

Corollary 3.3.1. Sufficient conditions for a max-rank incomplete MTD: In a fully measured
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system with p < 2(n − 1), an MTD is a max-rank incomplete MTD, if the D-FACTS

placement ensures that there exists no loop in either GDF or GDF .

Corollary 3.3.2. Sufficient conditions for a max-rank complete MTD: In a fully measured

system with p ≥ 2(n–1), an MTD is a max-rank complete MTD, if the D-FACTS placement

ensures that: 1) GDF is a connected graph consisting of n nodes and n–1 edges without any

loops, i.e., a spanning tree of the system; and 2) GDF is a connected graph consisting of n

nodes and p− n+ 1 edges.

Again, the proofs of Corollaries 3.3.1 and 3.3.2 are given in Appendix A.4 and A.5. It

is worth noting that the above sufficient conditions are built upon a reasonable assumption

that the reactance of all D-FACTS lines must be perturbed in an MTD, indicating that

no D-FACTS devices ought to work in an idle state. Thus, the MTD planning based on

Corollaries 3.3.1 and 3.3.2 ensures a 100% utilization rate of the installed D-FACTS devices,

which in turn overcomes the drawback of the low utilization rate in existing MTD studies

discussed previously.

Analytically determining the minimum number of D-FACTS devices to realize a max-

rank MTD is of particular use for power system planning. Combining Proposition 3.3.1 and

Corollary 3.3.2, the minimum number of D-FACTS devices for a complete MTD is n–1. In an

incomplete MTD, the minimum number of D-FACTS devices corresponds to the maximum

number of non-D-FACTS lines due to p1 + p2 = p. In fact, Corollary 3.3.1 suggests that a

loopless non-D-FACTS graph with the maximum number of lines is a spanning tree with n–1

lines. Consequently, the minimum number of D-FACTS devices for a max-rank incomplete

MTD is determined as:

min{p1} = p− n+ 1 (3.15)

For instance, a max-rank incomplete MTD can be accomplished when only 37.7% of

transmission lines are equipped with D-FACTS devices on the ACTIVSg2000 system, con-

sisting of 2,000 buses and 3,206 transmission lines98. To the best of our knowledge, the

proposed sufficient conditions, for the first time, provide important guidance on how the
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system operator can place a minimum number of D-FACTS devices to achieve a max-rank

incomplete or complete MTD, translating into cyber-secure power system operations.

The use of the linearized measurement matrix could be ideal to analyze the detection of

stealthy FDI attacks against AC-SE under the MTD. However, it is extremely challenging

to provide analytical solutions in AC-SE. To the best of our knowledge, almost all related

work72;79;84;85 utilizes a DC model to analyze the MTD detection effectiveness since there is no

explicit metric available in AC-SE to quantitatively measure the MTD detection effectiveness.

In addition, the linearized measurement matrix obtained from the Jacobian matrix may be

difficult to be decomposed, or at least may not provide any analytical outcomes as useful

as equation (3.14) in DC-SE. Therefore, we take the customary approach in this work for

analyzing the MTD detection effectiveness, and focus on the max-rank MTD planning in a

DC model while being able to quantitatively measure the MTD detection effectiveness.

3.3.3 Max-rank Planning Algorithms

D-FACTS devices can be used in the power system operation for minimizing system losses

and simultaneously detecting FDI attacks in MTD. However, D-FACTS placement solutions

for serving the above two objectives may be quite different. From the perspective of system

economic operation, D-FACTS devices ought to be installed on the lines with the highest

PLIS values96, whereas the D-FACTS placement topology needs to meet Corollaries 3.3.1

or 3.3.2 for achieving the maximum MTD detection effectiveness. Meanwhile, D-FACTS

placement for the loss minimization is merely determined by PLIS weights, while that for

FDI attack detection is only determined by the D-FACTS placement topology. Therefore, the

concept of MST in graph theory can be fully utilized to combine the two distinct perspectives.

We adopt the absolute value of the median PLIS as the graph weight for each line.

We propose novel MTD planning algorithms that pick the lines with the large median PLIS

values to construct a loopless GDF . Here, we design Algorithm 1 for the incomplete MTD and

Algorithm 2 for the complete MTD, based on the MST identified by the Prime’s algorithm99

and the proposed sufficient conditions for the max-rank MTD. The MST in the proposed
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algorithms refers to a spanning tree in the topology of the power system, which reaches all

buses and has a total PLIS weight no greater than that of any other spanning trees.

With the minimum number of D-FACTS devices identified in equation (3.15), Algorithm

1 first establishes an MST as GDF , suggesting that the remaining lines in GDF are char-

acterized by large PLIS values. The MST identified only ensures that GDF is loopless, but

there might be loop(s) in GDF , leading to a D-FACTS placement that fails to meet Corollary

3.3.1. If GDF is loopless, Algorithm 1 stops with the D-FACTS placement solution procured;

otherwise, the algorithm iteratively updates GDF and GDF by adjusting weights of edges, as

shown in rows 5-21 of Algorithm 1, to warrant that both GDF and GDF are loopless. A loop

in GDF is formed since all edges in the loop have relatively large weights such that none of

them are included in the MST. If the weight of one edge in the loop is reduced, an updated

MST will include this edge and the loop in GDF will be eliminated accordingly. Particularly,

when there are multiple loops in GDF , all edges in the first loop are identified and sorted in

an ascending order of their weights. Algorithm 1 decreases the weight of the edge on the top

of the order and then updates the MST (see row 10 of Algorithm 1). If this edge belongs to

the updated MST, indicating the loop is broken, the edge is moved from GDF to GDF . If

this loop remains, Algorithm 1 restores its weight to the original value and repeat the above

steps on the next edge in that ascending order until the loop is broken. Algorithm 1 handles

the next loop and repeats the above process until the updated GDF is loopless.

For a complete MTD, Algorithm 2 first negates the weights of all edges (see row 2) and

then assigns an MST to GDF such that GDF has the largest absolute values of the median

PLIS. The MST only ensures GDF is connected, but there might be isolated nodes in GDF

, resulting in a D-FACTS placement solution that fails to meet Corollary 3.3.2. Specifically,

each isolated node in GDF decreases the rank of the composite matrix by one according to

(3.14). If the GDF constructed in row 5 is a connected graph, Algorithm 2 terminates with

the D-FACTS placement solution obtained; otherwise, Algorithm 2 updates GDF and GDF ,

shown in rows 6–21, to make sure that both of them have no isolated nodes. For an isolated

node in GDF , all edges connected to this node are contained in the MST (GDF ) due to their

relatively low weights. If the weight of one edge connected to the isolated node is increased,
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Algorithm 1: Max-rank Planning Algorithm for the Incomplete MTD

Input: The edge-weighted graph G(L,E) of a power grid topology
Output: DF : set of D-FACTS lines; NDF : set of non-D-FACTS lines
1: Initialization: Elp = ∅ // set of edges in a loop
2: NDF = find the MST in G // NDF candidates
3: DF = E− NDF
4: Generate a graph GDF composed of DF lines and all nodes
5: while GDF has loops
6: Add all edges in the first loop to set Elp
7: Arrange edges in Elp in ascending order of their weights
8: for each edge ε in Elp // start from the lowest-weight edge
9: ε.ω = ε.ω × λ // decrease the positive weight (λ < 1 )
10: NDF = find the MST in weight-updated G
11: DF = E− NDF
12: Update GDF using new DF lines
13: if GDF has no loops
14: return DF, NDF
15: else if the same loop Elp still exists in GDF

16: ε.ω = ε.ω ÷ λ //restore ε, try the next edge in loop
17: else
18: break //loop Elp doesn’t exist, move to the next loop
19: end if
20: end for
21: end while
22: return DF, NDF
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the updated MST will exclude this edge, and this isolated node in GDF will be removed

consequently. The basic idea of Algorithm 2 is similar to that of Algorithm 1; however, the

major difference is that Algorithm 1 updates the weights to eliminate the loops in GDF ,

while Algorithm 2 updates the weights to find a connected GDF .

Algorithm 2: Max-rank Planning Algorithm for the Complete MTD

Input: The edge-weighted graph G(L,E) of a power grid topology
Output: DF : set of D-FACTS lines; NDF : set of non-D-FACTS lines
1: Initialization: Liso = ∅ // set of isolated nodes in non-D-FACTS

graph
2: Negating the weights of all edges in G
3: DF = find the MST in G // DF candidates
4: NDF = E− DF
5: Generate a graph GDF composed of NDF lines and all nodes
6: Add all isolated nodes in GDF to Liso
7: while ‖Liso‖0 6= 0
8: for each node l ∈ Liso
9: Arrange edges connected to l in descending order of the weights
10: for each edge ε connected to l // start from largest-weight edge
11: ε.ω = ε.ω × λ // increase the negative weight (λ<1)
12: DF = find the MST in weight-updated G
13: NDF = E− DF
14: Generate a graph GDF composed of NDF lines and all nodes
15: Liso = ∅, and add all isolated nodes in GDF to Liso
16: if ‖Liso‖0 = 0
17: return DF, NDF
18: end if
19: if l ∈ Liso // node l still exists in Liso
20: ε.ω = ε.ω ÷ λ // restore ε, try the next edge
21: end if
22: end for
23: end for
24: end while
25: return DF, NDF

The time complexity of Prim’s algorithm is O(ElogL) in a connected edge-weighted

graph with L nodes and E edges. The time complexity of Algorithm 1 and Algorithm 2 is

O(KElogL), where K is the times of updating the edge weights. The value of K depends on

the system topology and the absolute value of the median PLIS of each line. We will show

the CPU time of proposed algorithms on medium- to large-scale power systems in the next
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section.

A max-rank MTD is not attainable if the number of D-FACTS devices is less than the

minimum number identified in equation (3.15). Since r(M) is determined by the number of

loops in GDF , i.e., r(M) = p − lpDF in equation (3.14), each D-FACTS device placed by

Algorithm 1 breaks one loop in GDF and thus increases r(M) by one. Note that equation

(3.14) holds regardless of the number of D-FACTS devices as long as GDF is loopless. For

example, if there are k D-FACTS devices less than min{p1}, r(M) will decrease by k. There-

fore, when the number of D-FACTS devices is less than the minimum number required by

equation (3.15), the placement is equivalent to removing k D-FACTS devices from a place-

ment solution obtained by Algorithm 1. In order to maintain the largest median PLIS in

GDF , the D-FACTS devices on k lines with the lowest absolute values of PLIS are chosen to

be removed.

3.4 Graph-theory-based MTD Planning Algorithm

In this section, we study the metrics of MTD detecting effectiveness from the perspective

of MTD planning. We design a novel detection effectiveness metric for MTD planning to

reflect the detection effectiveness more accurately, i.e., attack detecting probability (ADP).

Then, we highlight the drawbacks of the max-rank planning and further propose a novel

graph-theory-based planning algorithm.

3.4.1 Analysis of MTD Detection Effectiveness

We define below protected and unprotected buses in MTDs in the noiseless condition to

facilitate the presentation.

Definition 3.4.1. In an MTD, Bus i is a protected bus if the corresponding column of this

bus in H0 is linear independent to H, i.e., h0i /∈ col(H); otherwise, it is an unprotected bus

in the MTD, i.e., h0i ∈ col(H).

The protected and unprotected buses in this dissertation are defined from the perspective
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of detection effectiveness. This is superior to the definition in reference87, where protected

buses are merely associated with D-FACTS devices. The drawback of the definition in

reference87 is that while D-FACTS devices are installed on lines connected to a bus, this

bus can still be an unprotected bus under certain circumstances. We propose Lemmas

3.4.1 and 3.4.2 to illustrate the characteristics of protected and unprotected buses in MTDs

against single-bus attacks. Note that a single-bus attack is the simplest FDI attack requiring

the minimum effort from attackers who manipulate measurements only with respect to one

bus. This dissertation focuses on analyzing the MTD detection effectiveness against such

single-bus attacks. However, the theoretical results of this work can be extended to analyze

multiple-bus attacks since a multiple-bus attack can be treated as multiple single-bus attacks

launched at the same time.

Lemma 3.4.1. Any FDI attack on a protected bus is detectable, while any FDI attack on

an unprotected bus is undetectable by an MTD.

The proof of Lemma 3.4.1 is apparent and thus omitted here. It should be noted that the

number of protected buses determines the MTD detecting effectiveness. We further propose

Lemma 3.4.2 to demonstrate the exact relation between the rank of the composite matrix

and the number of protected buses.

Lemma 3.4.2. If the rank of the composite matrix in an MTD is r([H0 H]), there are at

least r([H0 H])− (n− 1) protected buses.

Proof : Since both H and H0 are of full column rank, i.e., r(H) = r(H0) = n−1, there are at

least r([H0 H])− n+ 1 columns in H0 that are linear independent to H in the MTD. Thus,

there are at least r([H0 H])−n+1 protected buses in the MTD with a compose matrix rank

r([H0 H]). �

According to Lemma 3.4.2, the rank of the composite matrix merely reflects the minimum

number of protected buses in an MTD. Therefore, all existing MTD operation and planning

methods in the literature based on the rank maximization of the composite matrix70;79;88

are equivalent to attaining a maximized lower bound on the number of protected buses, i.e.,
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a lower bound on the MTD detection effectiveness. This rank as the only indicator of the

MTD detection effectiveness is insufficient to analytically compare the detection effectiveness

of different MTDs with the same lower bound. Hence, it is necessary to introduce an upper

bound of the MTD detection effectiveness. This upper bound can be determined by the

number of unprotected buses according to Definition 3.4.1. One can maximize this upper

bound of MTD detection effectiveness by minimizing the number of unprotested buses via

MTD planning. We propose the following lemma to show what constitutes an unprotected

bus.

Lemma 3.4.3. 1) An end bus, 2) a non-D-FACTS bus, and 3) a bus fully covered by

D-FACTS lines whose reactances are modified using a unity factor are unprotected buses.

Proof : Since there are three types of unprotected buses, this lemma is proved as follows: 1)

End Bus i has only one transmission line i–j and its reactances before and after an MTD are

x0ij and xij, respectively. It is evident that h0ix
0
ij = hixij holds. In this case, for any value of

xijin different MTDs, h0i is always linear dependent to H due to h0i = (xij/x
0
ij)×hi ∈ col(H).

Thus, an end bus is an unprotected bus in any MTDs. 2) If Bus i is a non-D-FACTS bus,

hi = h0i holds. It is apparent that h0i ∈ col(H) holds. Thus, a non-D-FACTS bus is

an unprotected bus. 3) Suppose all lines connected to Bus i are D-FACTS lines. An MTD

modifies the reactances of these lines with the same factor k, i.e., xj = kx0j , j ∈ Si where Si is

the set of lines connected to Bus i. It is evident that h0i = khi holds. Thus, this bus becomes

an unprotected bus under the MTD. �

It is worthwhile to mention that end buses and non-D-FACTS buses can be identified

based on the power system topology or MTD planning, while a bus fully covered by D-FACTS

lines whose reactances are modified using a unity factor involves both MTD planning and

MTD operation. Additionally, Lemma 3.4.3 points out a limitation of the MTD that a

single-bus FDI attack on any end bus is undetectable regardless of the D-FACTS setpoints

and planning solutions. Therefore, leaving an end bus as a non-D-FACTS bus can reduce

the number of D-FACTS devices without affecting the detection effectiveness. Installing

protected sensors to secure measurements related to the end buses can thwart FDI attacks
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against end buses. However, securing measurement sensors to detect and prevent FDI attacks

belongs to another defense algorithm well studied in the literature59–61;75;76, which is beyond

the scope of this dissertation.

The difference between Lemmas 3.4.1–3.4.3 and Remark 3 in reference79 are summarized

here. Remark 3 claims for an MTD with H, r([Hd H]) = n − 1 + |Sd| holds, where Sd is a

set of columns in H0 independent to H79. However, the following important issues are not

discussed in reference79. Firstly, reference79 only provides a highly abstracted set of states

without concrete instances. In this work, we instantiate the columns in Sd as protected buses

from the standpoint of power systems. Secondly, r([H0 H]) is the MTD detection metric, but

the relationship between r([H0 H]) and r([Hd H])is not directly presented in reference79. In

Lemma 3.4.1, we clarify the relation between FDI attacks and unprotected/protected buses.

In Lemma 3.4.2, we clarify the relation between r([H0 H]) and the number of protected

buses. Thirdly, reference79 doesn’t discuss which buses are included in Sd or not in an

MTD or under an MTD planning solution. In Lemma 3.4.3, we point out three types of

unprotected buses.

Here, we utilize the ADP of an MTD to measure its detection effectiveness against FDI

attacks accurately, which is widely used as attack detection evaluation metric in the litera-

ture72;79;85.

Definition 3.4.2. The ADP of an MTD is defined as the ratio of the number of the FDI

attacks detected by this MTD to the total number of FDI attacks.

In a specific MTD, a bus is either a protected bus or an unprotected bus in accordance

with Definition 3.4.1. Without loss of generality, we assume targeted buses in single-bus

FDI attacks are uniformly distributed. The reference bus is not considered in calculating

the ADP since this bus cannot be a target bus of FDI attacks. Thus, the ADP of an MTD

against single-bus FDI attacks is equal to the ratio of the number of protected buses (np) to

the total number of buses excluding the reference bus, i.e., ADPMTD = np/(n−1), according

to Lemmas 3.4.1 and 3.4.2. Since np in different MTDs varies as their D-FACTS setpoints

change, we propose Theorem 3.4.1 to demonstrate the ADP range of an MTD. Note that
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Lemmas 3.4.1 and 3.4.2 are used to derive the lower bound of an MTD in Theorem 3.4.1,

and Lemma 3.4.3 to derive the upper bound.

Theorem 3.4.1. For an MTD with r([H0 H]), n2 non-D-FACTS buses and n1e end buses

belonging to the D-FACTS buses, its ADP against single-bus FDI attacks satisfies:

r([H0 H])− n+ 1

n− 1
≤ ADPMTD ≤ 1− n2 + n1e

n− 1
(3.16)

Proof : In an MTD with r([H0 H]), np ≥ r([H0 H])−(n−1) holds according to Lemma 3.4.2.

In addition to n2+n1e unprotected buses identified by Lemma 3.4.3, D-FACTS setpoints can

convert some protected buses to unprotected buses. Thus, np ≤ (n− 1)− (n2 + n1e) holds.

Therefore, the ADP of the MTD satisfies equation (3.16). �

It is worth mentioning that the ADP of a complete MTD70;72;79 is a particular case of

Theorem 3.4.1, where the ADP upper and lower bounds are both equal to 1. For the upper

bound, there is neither an end bus nor a non-D-FACTS bus in the complete MTDs, i.e., n1e

= 0 and n2 = 0, since the D-FACTS lines form a spanning tree70. For the lower bound,

r([H0 H]) = 2(n− 1) in the complete MTD.

In addition, we define a novel metric for measuring the detection effectiveness of an MTD

planning solution.

Definition 3.4.3. The ADP of an MTD planning solution is defined as the average ADP

of MTDs under this planning solution.

The ADP of an MTD planning solution is not a fixed value since the number of protected

buses varies depending on the D-FACTS setpoints in each MTD under this planning solution.

Instead, we can calculate an ADP range of an MTD planning solution, as shown in the

following theorem, to represent its detective effectiveness.

Theorem 3.4.2. For an MTD planning solution with a fixed rank of the composite matrix

equal to r([H0 H]), n2 non-D-FACTS buses, and n1e end buses belonging to the D-FACTS

47



buses, its ADP against single-bus FDI attacks satisfies:

r([H0 H])− n+ 1

n− 1
≤ ADPPlanning ≤ 1− n2 + n1e

n− 1
(3.17)

It is trivial to prove Theorem 3.4.2 using Theorem 3.4.1. Note that this dissertation

focuses on the MTD planning with a fixed rank of the composite matrix rather than a

varying rank relevant to the D-FACTS setpoints. The selection of D-FACTS setpoints falls

into the MTD operational issue and is therefore out of the scope of this dissertation. The

MTD planning with a fixed rank of the composite matrix is preferable in the power system

operation. This is because such an MTD planning can provide the system operator with

more freedom for dispatching D-FACTS setpoints to meet system economic and reliability

criteria while assuring the MTD detection effectiveness.

To elucidate Theorem 3.4.2, we demonstrate the relation between protected and un-

protected buses under an MTD planning solution in Figure 3.2. The rank of the composite

matrix solely determines the minimum number of protected buses, i.e., the ADP lower bound.

The system topology and MTD planning jointly decide the number of unprotected buses,

i.e., the ADP upper bound. Under this MTD planning solution, the boundary between the

protected and the unprotected buses (dashed line in Figure 3.2) moves between the two

shadow areas subject to the specific D-FACTS setpoints in an MTD.

Figure 3.2: Relation of protected and unprotected buses in an MTD planning.

One can use Theorem 3.4.2 to analyse the MTD detection effectiveness of any MTD

planning solutions with a loopless D-FACTS graph since the rank of the composite matrix in

these planning is fixed regardless of D-FACTS setpoints70. For example, the max-rank MTD
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planning70 achieves the maximum rank of the composite matrix, i.e., r([H0 H]). This indi-

cates any MTD under the max-rank planning has the maximum ADP lower bound. Besides,

GDF forms a spanning tree in the max-rank planning70, leading to n1e = 0. We illustrate

the ADP range of incomplete MTDs constructed under the max-rank MTD planning in the

following corollary.

Corollary 3.4.1. The ADP of the max-rank MTD planning70 against single-bus FDI attacks

satisfies:
p− (n− 1)

n− 1
≤ ADPPlanning ≤ 1− n2

n− 1
(3.18)

Corollary 3.4.1 shows the merits and drawbacks of the max-rank MTD planning. Com-

pared with (3.17), the max-rank MTD planning increases both the ADP lower and upper

bounds. Nevertheless, the existence of non-D-FACTS buses reduces the ADP upper bound

significantly.

We further propose Corollary 3.4.2 to identify a special class of MTD planning solutions

with a fixed ADP (i.e., the ADP lower bound equates to their upper bound) regardless of

the setpoints of D-FACTS devices. Here, we define a reduced D-FACTS graph as a graph

composed of D-FACTS lines and D-FACTS buses.

Corollary 3.4.2. If the reduced D-FACTS graph is a loopless and connected graph and

G
DF

is a spanning tree, the ADP of this MTD planning solution is a fixed value regardless

of D-FACTS setpoints, i.e., ADPPlanning = (p− n+ 1)/(n− 1).

Proof : According to the theorem of Euler’s formula for a disconnected graph100, in any

planar graph with n vertices, p edges, f faces, and t components, the following equality

holds: n + f − p = 1 + t. Since the number of faces equals to the sum of the number of

interfaces (loops in the graph) and one external face, i.e., f = lp+ 1, we have n− t = p− lp.

Thus, n1 − t1 = p1 − lp1 holds in the reduced D-FACTS graph, where t1 and lp1 are the

number of disconnected components and the number of loops in the reduce D-FACTS graph,

respectively. If the reduced D-FACTS graph is connected and loopless, i.e., t1 = 1 and

lp1 = 0, n1 − 1 = p1 holds. Since the sum of the number of D-FACTS and non-D-FACTS
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buses equals the number of buses in the system, i.e., n1+n2 = n, we have n1−1 = (n−1)−n2.

Therefore, p1 = (n− 1)−n2 holds. As G
DF

is a spanning tree with (n− 1)lines, the number

of D-FACTS lines is p1 = p− (n−1). Then, the ADP lower bound in (3.18) equals the ADP

upper bound, i.e., p−(n−1) = (n−1)−n2. Therefore, this class of MTD planning solutions

has a fixed ADP, i.e., ADP = (p−n+1)/(n−1). �

Although the MTD under the MTD planning identified in Corollary 3.4.2 has a fixed

ADP, one ought to avoid these MTD planning solutions since it has the lowest ADP among

all max-rank planning solutions.

3.4.2 Graph-theory-based MTD Planning Algorithm

We propose a graph-theory-based planning method to simultaneously ensure the ADP lower

bound and increase the ADP upper bound. The proposed method is composed of Algorithm

1 in the previous section and Algorithm 3. In these algorithms, we calculate and assign PLIS

to each line as its weight in G, as PLIS is an indicator to determine the most appropriate

D-FACTS locations to minimize system losses96. A line with a larger absolute PLIS value

indicates installing a D-FACTS device on this line can reduce more system losses.

In Algorithm 1, we aim to maximize the rank of the composite matrix by ensuring both

GDF and GDF loopless. However, there may exist non-D-FACTS buses in the solution

obtained from Algorithm 1.

In Algorithm 3, we remain the maximal rank of the composite matrix and use extra

D-FACTS lines to cover all unprotected buses, excluding end-buses. Algorithm 3 takes the

result in Algorithm 1 as its input. In Algorithm 3, the following four crucial objectives

are holistically accounted for: 1) reducing the investment cost of extra D-FACTS devices;

2) retaining the maximum rank of the composite matrix; 3) achieving better operational

economics in the system; and 4) elevating the ADP upper bound. We establish the following

three rules, each corresponding to one of the first three objectives.

Planning Rule 1. Placing a D-FACTS device only on the line whose two nodes are neither

D-FACTS bus nor end bus. Thus, we can use one D-FACTS device to simultaneously
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eliminate two non-D-FACTS buses for reducing the number of extra D-FACTS devices.

Planning Rule 2. Installing an extra D-FACTS device on a line if the updated D-FACTS

graph containing this line remains loopless. We design Rule 2 to remain the maximum rank

of the composite matrix in MTDs by keeping both GDF and GDF loopless.

Planning Rule 3. Sorting non-D-FACTS lines in descending order of their PLIS values

and sequentially deciding whether to install a D-FACTS device on the non-D-FACTS lines.

We design Rule 3 to select lines with large PLIS values.

It identifies all end buses, D-FACTS buses, and non-D-FACTS lines in the system during

the initialization. In the first part (as shown in Rows 1–14) of Algorithm 3, we sort non-D-

FACTS lines in descending order of their weights according to Rule 3 and iteratively check

each non-D-FACTS line. We place a D-FACTS device on this line if Rules 1 and 2 can

be simultaneously satisfied; otherwise, we skip this line and consider the next. After the

first step, non-D-FACTS buses excluding end buses might still exist, i.e., n2/e 6= 0, if their

neighbor buses are either end buses or D-FACTS buses. Then, we identify all these nodes

in set VNDF . In the second part of Algorithm 3 (Rows 16–26), we convert all buses in

VNDF to D-FACTS buses following Rules 2 and 3. Algorithm 3 stops after eliminating all

non-D-FACTS buses, excluding end buses.

The ADP range of the proposed planning solution is shown in the following corollary.

Corollary 3.4.3. The ADP of the graph-theory-based planning method against single-bus

FDI attacks satisfies:
p− (n− 1)

n− 1
≤ ADPPlanning ≤ 1− ne

n− 1
(3.19)

The ADP lower bound of the proposed MTD planning is no less than that in the max-rank

planning since it remains the maximum rank of the composite matrix. Since all end buses

are non-D-FACTS buses in the max-rank planning, i.e., n2 = n2/e + ne holds. Compared

with the ADP upper bound in (3.18), the proposed planning increases the ADP upper bound

by n2/e/(n−1) though eliminating n2/e non-D-FACTS buses, excluding the end buses in the

max-rank MTD planning.
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Algorithm 3: Covering all unprotected buses, excluding end-buses

Input: The edge-weighted graph G(V, E ) of a power grid topology E0
DF : set of

D-FACTS lines in Algorithm 1
Output: EDF : set of D-FACTS lines in the proposed MTD planning
1: Initialization: EDF =E0

DF

2: Vend = find all end nodes in G(V, E )
3: VDF = find all nodes of edges in EDF // set of D-FACTS buses
4: ENDF=E– EDF // set of non-D-FACTS lines
5: Arrange edges in ENDF in descending order of their weights // Rule 3
6: for each edge ε in ENDF // start from the largest-weight edge
7: if two nodes of ε are neither in Vend nor in VDF // Rule 1
8: Generate a graph G1 composed of EDF and ε : G1(V, EDF + ε )
9: if G1 has no loops // Rule 2
10: Remove ε from ENDF , and add ε to EDF

11: Add two nodes of ε to VDF

12: end if
13: end if
14: end for
15: VNDF=V – VDF – Vend // non-D-FACTS nodes failed to meet Rules1 & 2
16: for each node v in VNDF

17: Generate an empty set E 1, and add all edges connected to v to E 1

18: Arrange edges in E 1 in descending order of their weights // Rule 3
19: for edge ε in E 1 // start from the largest-weight edge
20: Generate a graph G2 composed of EDF and ε : G2(V, EDF + ε )
21: if G2 has no loops // Rule 2
22: Remove ε from ENDF , and add ε to EDF

23: break // deal with the next node in VNDF

24: end if
25: end for
26: end for
27: return EDF
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Based on Theorem 3.4.2, we derive the ADP range of different MTD planning methods

in Corollaries 3.4.1, 3.4.2, and 3.4.3. Specifically, we present the ADP range in max-rank

planning methods in Corollary 3.4.1, and derive the ADP range in the proposed planning in

Corollary 3.4.3. In Corollary 3.4.2, we identify a class of planning methods that has a fixed

ADP.

3.5 Experiment Results

The MTD planning algorithms are implemented using the Java programming language. The

PLIS calculation, state estimation (SE), bad data detection (BDD), and FDI attacks are

all programmed in MATLAB. The algorithms are performed on a laptop with Intel Core i5

processor CPU 2.70 GHz dual-core with 8 GB RAM. Data of all power systems used in this

section are obtained from the MATPOWER package101.

3.5.1 Numerical Results in Max-rank Planning Algorithms

To evaluate the effectiveness of the proposed MTD planning approaches, we perform numer-

ical tests on a 6-bus system for the validation of a complete MTD, as well as on the IEEE

14-bus and IEEE 118-bus systems for incomplete MTDs. We examine the MTD detection

effectiveness on FDI attacks in these systems.

MTD Planning Solutions

Since the PLIS calculated in (3.3) is with respect to the time-variant system operating

point, we take the absolute value of the median PLIS of each line over a 24-hour schedul-

ing horizon as its weight. The hourly system load over a 24-hour period can be found at

http://motor.ece.iit.edu/data. The nodal load distribution factor is assumed to be fixed over

time.

The PLIS of each line and MTD planning solution in the 6-bus system are shown in

Figures 3.3 and 3.4, respectively. For each transmission line, the band inside the box, the
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lower and upper ends of the whisker, displayed in Figure 3.3, are the median, minimum, and

maximum PLIS over 24 hours, respectively. Lines 2, 3, 5, 8 and 9, which have the largest

absolute values of the median PLIS, are the five (identified by Corollary 3.3.2) most suitable

lines to install D-FACTS devices. The GDF (red dotted lines in Figure 3.4) is constructed

by five D-FACTS lines forming a spanning tree of the 6-bus system. The GDF is a connected

graph depicted by the solid lines in Figure 3.4. The MTD planning ensures that both the

GDF and the GDF satisfy Corollary 3.3.2. Therefore, any MTD under this MTD planning

is a complete MTD able to detect any FDI attack.

Figure 3.3: The PLIS of each line in the 6-bus system.

Figure 3.4: Max-rank planning of the 6-bus system.

The PLIS of each line and MTD planning solution on the IEEE 14-bus system are shown
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in Figures 3.5 and 3.6, respectively. The D-FACTS are installed on most of the lines with

large absolute values of PLIS, because GDF is the MST of the IEEE 14-bus system in

Algorithm 1. Figure 3.5 shows that the median PLIS of Lines 1–7 are comparatively larger

than that of others in the IEEE 14-bus system. As shown in Figure 3.6, Lines 1, 3 and 4 are

selected by Algorithm 1 to install D-FACTS devices, while Lines 2, 5, 6, and 7 are not chosen

to avoid any loop. Instead, Algorithm 1 chooses Lines 8, 10, 12, and 13 to maintain both

GDF and GDF loopless. Furthermore, the MTD planning solution has the largest absolute

values of the median PLIS out of all feasible solutions according to Corollary 3.3.1.

Figure 3.5: The PLIS of each line in the IEEE 14-bus system.

For the IEEE 118-bus system101, D-FACTS devices are installed on 62 lines indexed by

LDF={2, 3, 4, 5, 12, 21, 23, 31, 36, 38, 39, 41, 42, 43, 47, 50, 51, 52, 56, 61, 63, 67, 69, 70,

73, 76, 83, 84, 86, 87, 91, 93, 94, 95, 99, 100, 101, 102, 103, 104, 106, 110, 112, 114, 119,

120, 126, 131, 133, 135, 139, 140, 141, 144, 148, 152, 154, 157, 160, 161, 163, 167}. Both

GDF and GDF are loopless to guarantee a max-rank incomplete MTD. As a result, 34.6% of

transmission lines on the IEEE 118-bus system are equipped with D-FACTS devices.

To demonstrate the computational efficiency of the proposed MTD planning algorithms,

we test them in other medium- to large-scale power systems101. Table 3.2 illustrates the

CPU time of the proposed algorithm in each system. The proposed MTD planning algo-

rithms are used at the planning stage of D-FACTS devices, which in general does not have

stringent time requirements. Due to the high efficiency of the proposed algorithms as shown
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Figure 3.6: Max-rank planning of the IEEE 14-bus system.

in Table 3.2, they can be applied in the real-time RMTD to maximize the MTD effectiveness

without running the MTD-based ACOPF model proposed in the next Chapter. This will be

investigated in our future work.

Table 3.2: CPU time of proposed max-rank planning algorithms
Power system CPU

time (ms)
IEEE 118-bus system 18

ACTIVSg 200-bus system101 20
ACTIVSg 500-bus system101 26

2746 bus system101 276

Comparison of the Composite Matrix Rank

Despite the setpoints of D-FACTS devices, any non-zero perturbation under the proposed

MTD planning is a max-rank MTD. This allows for the use of the simplest MTD (i.e.,

RMTD) to evaluate the efficacy of the proposed MTD planning. In RMTD, the incremental

reactance of the D-FACTS line is randomly generated satisfying constraint (15j). In this

section, we set η = 0.2 and τ = 0.05, consistent with the settings in reference79.

In each of the above three systems, we compare the rank of the composite matrix under

the proposed MTD planning with that under an arbitrary planning. The arbitrary planning
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randomly selects a subset of lines to install the D-FACTS devices by using the minimum

number of D-FACTS devices identified in (3.15). We implement the RMTD for 10,000 times

under either of the proposed and arbitrary planning.

Figure 3.7: The histogram on the rank of the composite matrix.

A histogram comparing the rank of the composite matrix over the 10,000 RMTDs is

illustrated in Figure 3.7. According to Lemma 3.3.1, the maximum rank of the composite

matrix in the three systems is 10, 20 and 179, respectively. In Figure 3.7, the proposed MTD

planning, as expected, always leads to the max-rank MTD, while it is not the case under the

arbitrary planning. In addition, the rank of the composite matrix deviates further from the

corresponding maximum rank as the system size increases. The results demonstrate that

the proposed MTD planning approach can guarantee the max-rank MTD and is thus much

superior to the arbitrary planning especially in large systems.
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MTD Detection Effectiveness for FDI Attacks

Simulations are carried out to test the RMTD effectiveness against stealthy FDI attacks

under the proposed MTD planning in a noisy environment in both DC-SE and AC-SE.

Without loss of generality, we consider a single time period in MTD, in which the system

loads are assumed to be constant. Regarding DC-FDI attacks a = H0∆θ, we randomly

generate attack vector ∆θ with a fixed number of attack buses, i.e., ||∆θ||0 = q, q = 1, 2, ...5.

Then, we inject a = H0∆θ into the real measurement vector. For each q, we simulate

1,000 distinct FDI attacks. Five thousand FDI attacks are constructed as an attack pool

for each system to calculate the ADP of an MTD, which is defined as the true positive rate

(sensitivity) of detecting FDI attacks.

Furthermore, one hundred different RMTDs are constructed as a defense pool under the

proposed MTD planning. For each system, all FDI attacks in this attack pool are sequentially

implemented on each of the RMTDs in the defense pool. We highlight the average ADP to

reflect the effectiveness of the RMTD in detecting FDI attacks. In a noisy condition, the

measurement noise is assumed to be Gaussian distributed with zero mean and the standard

deviation as 3% of the actual measurement. BDD is used to detect the FDI attacks, and its

threshold is set at a false positive rate of 0.05.

Figure 3.8: ADP under the proposed planning with measurement noises in DC-SE.

The average ADP of RMTDs under the proposed MTD planning in DC noisy conditions
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is shown in Figure 3.8. Since the MTD planning solution in the 6-bus system (see Figure

3.4) ensures a complete MTD, the RMTD is capable of detecting any FDI attack regardless

of the number and location of attack buses, leading to an ADP of 100%. The detection

effectiveness is highly desirable for the power system operator as a cyber-attack defender.

Nevertheless, the requirements on a complete MTD discussed in Section 3.3.1 can no longer

be met on the IEEE 14-bus and the IEEE 118-bus systems. In those two systems, nearly

60% of FDI attacks with q = 1 can be detected by the RMTD as illustrated in Figure 3.8.

The ADP increases with a growing number of attack buses and becomes close to 1 when

q ≥ 4. The results show that FDI attacks on more buses are more likely to be detected by

the RMTD under the proposed MTD planning.

Further, we test the RMTD effectiveness under the proposed MTD planning in the AC

power flow model. To facilitate the comparison between AC and DC power flow models, we

generate AC FDI attacks by using the same attack vector ∆θ in the DC attack pool. Different

from DC-FDI attacks, attackers need to know system states (i.e., voltage magnitude and

angle) to construct AC-FDI attacks. It is reasonable to assume that attackers know the actual

system states after the MTD through data infiltration and use the original line parameters

before the MTD to calculate the manipulated measurements, i.e., za = h(V, θ + ∆θ,x0).

The ADP is calculated by sequentially launching FDI attacks against AC-SE, when the

system operator uses the same D-FACTS setpoints in the defense pool generated previously.

Regarding the sensor deployment, we adopt a 2.5 redundant factor (i.e., a ratio between the

numbers of measurements and system states) to guarantee the observability in SE. Sensors for

voltage magnitude, active and reactive power flow, active and reactive nodal power injection

are randomly deployed in each system. The average ADP of RMTDs under the proposed

MTD planning in AC noisy conditions is demonstrated in Figure 3.9. When comparing

Figures 3.9 and 3.8, it is seen the MTD detection effectiveness under the proposed MTD

planning in AC-SE is generally consistent with that in DC-SE. The results in Figure 3.9

demonstrates the effectiveness of the proposed MTD planning in AC-SE.
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Figure 3.9: ADP under the proposed planning with measurement noises in AC-SE.

3.5.2 Numerical Results in Graph-theory-based MTD Planning

Algorithm

We perform the proposed MTD planning method on the IEEE 14-bus system, the IEEE 118-

bus system, the ACTIVSg 500-bus system, the 2746-bus system, and the 3012-bus system101.

The proposed MTD planning method is programmed in the Java programming language.

The MTD, FDI attacks, and SE are implemented using MATLAB.

Graph-theory-based MTD Planning Solutions

The proposed MTD planning method for the IEEE 14-bus system is shown in Figure 3.10.

It is seen in the system there are no non-D-FACTS buses except an end bus, i.e., Bus 8.

The minimum number of non-D-FACTS buses contributes to an improvement in the ADP

upper bound. Furthermore, both GDF and GDF are loopless such that any MTDs under

this planning solution remain the maximum rank of the composite matrix. Compared with

the max-rank planning70, the proposed planning installs only two extra D-FACTS devices

on Lines 17 and 18 to transform four non-D-FACTS buses (i.e., Buses 9, 10, 11, and 14) in

the max-rank planning to D-FACTS buses according to Rule 1. Although Lines 2, 5, and 6

have large PLIS values, placing D-FACTS devices on any of them would form a loop and, in

turn, reduce the rank of the composite matrix. Therefore, no D-FACTS device is installed
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on these three lines.

Figure 3.10: The proposed MTD planning solution of the IEEE 14-bus system.

For the IEEE 118-bus system, D-FACTS devices in the proposed MTD planning are

installed on 97 branches indexed by LDF={2, 3, 4, 5, 7, 8, 12, 13, 15, 18, 19, 21, 22, 23, 25,

27, 28, 29, 31, 35, 36, 38, 39, 41, 42, 43, 47, 48, 49, 50, 51, 52, 56, 59, 61, 63, 66, 67, 68, 69,

70, 72, 73, 76, 79, 81, 83, 84, 86, 87, 91, 93, 94, 95, 96, 99, 100, 101, 102, 103, 104, 106, 107,

110, 112, 114, 118, 119, 120, 122, 124, 126, 127, 128, 131, 132, 133, 135, 136, 139, 140, 141,

144, 148, 151, 152, 154, 155, 157, 160, 161, 163, 166, 167, 171, 175, 178}. In the max-rank

planning, there are total 46 non-D-FACTS buses, including seven end buses. In the proposed

MTD planning, additional 35 D-FACTS devices are used to cover these 39 non-D-FACTS

buses and all seven end buses are left as non-D-FACTS buses. No loops exist in either GDF

or GDF , which guarantees the maximum rank of the composite matrix.

We test the computational efficiency of the proposed MTD planning in medium- to large-

scale power systems. The CPU time of the proposed algorithm in each system is shown in

Table 3.3. The results here show the proposed MTD planning is computationally efficient

even on large-scale power systems.
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Table 3.3: CPU time of proposed algorithm on different systems
Power system 118-bus

system
500-bus
system

2746-bus
system

3012-bus
system

CPU time (ms) 12 69 515 402

Comparison of Planning Methods

We compare the proposed planning method with four other planning methods on a medium-

scale system and a large-scale system in Table 3.4. There are seven end buses and 179 lines

in the IEEE 118-bus system, and 550 end buses and 3566 lines in the 3012-bus system. Thus,

the maximum rank of the composite matrix in the IEEE 118-bus and the 3012-bus systems

are 179 and 3566, respectively. Furthermore, the ADP ranges in Table 3.4 are derived based

on Theorem 3.4.1 and Corollaries 3.4.1–3.4.3.

As seen, the proposed planning method has zero non-D-FACTS buses, excluding end

buses in both systems. Thus, the ADP upper bound of the proposed planning method is

much higher than that of the max-rank planning. In addition, the proposed planning has the

same ADP lower bound as the max-rank planning. Compared with the arbitrary planning,

the proposed planning has a higher ADP range and a larger PLIS sum, resulting in better

performances in detecting FDI attacks and minimizing system losses. The proposed planning

has the same ADP range as that of the full planning and spanning-tree planning. However,

the proposed planning uses a much smaller number of D-FACTS devices than full planning

and spanning-tree planning, especially in the 3012-bus system. Even though the price of a

D-FACTS device is lower than that of a conventional FACTS device, the cost of D-FACTS

devices is still not negligible. Therefore, the proposed planning can significantly reduce the

cost of deploying D-FACTS devices, especially in such a large-scale system with thousands

of lines.

Comparison of ADP in both DC- and AC-SE

In this section, we compare the ADP of four MTD planning methods in both DC- and AC-SE

in IEEE 118-bus system, including the proposed planning, the arbitrary planning, the full
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Table 3.4: Planning method comparison in medium- and large-scale systems
Power
system

Planning
method

PLIS
sum

p1 r(M) n2/e ADP
range (%)

Proposed 8.62 97 179 0 [53.0, 94.0]
Max-rank 7.89 62 179 39 [53.0, 60.7]

118-bus Full 10.27 179 179 0 [53.0, 94.0]
system Arbitrary 5.4 97 173 11 [47.9, 84.6]

Spanning-tree 2.38 117 179 0 [53.0, 94.0]
Proposed 207.5 1844 3566 0 [18.4, 81.7]
Max-rank 185.5 555 3566 1695 [18.4, 25.4]

3012-bus Full 227.2 3566 3566 0 [18.4, 81.7]
system Arbitrary 53.2 1844 3555 438 [18.1, 67.2]

Spanning-tree 41.7 3011 3566 0 [18.4, 81.7]

planning, and the max-rank planning.

To simulate FDI attacks, we randomly generate a voltage angle increment vector ∆θ with

a fixed number of attack buses, i.e.,||∆θ||0 = q, q = 1, 2, ...5. For each q, we simulate 1,000

distinct voltage angle increment vectors. Using these vectors, we construct both a DC-FDI

attack pool and an AC-FDI attack pool, each of which has five thousand FDI attacks. For

the DC-FDI attacks, we inject a = H0∆θ in the real measurement vector. For the AC-FDI

attacks, we assume that attackers know the actual system states after the MTD through

data infiltration and use the original line parameters before the MTD, i.e., x0 to calculate

the manipulated measurements, i.e., za = h(V, θ + ∆θ, x0). RMTD operation method, the

simplest MTD operation method, is adopted in all four planning methods to determine

the setpoints of D-FACTS devices. In RMTD, we set η = 0.2 and τ = 0.05, consistent

with the settings in reference79. For each planning method, one hundred different RMTDs

are constructed as a defense pool. Note that we generate 100 different D-FACTS random

placement solutions for the arbitrary planning method.

For each planning method, all attacks generated in the attack pool are sequentially

launched on each MTD in the corresponding defense pool. Then, the average ADP is cal-

culated as an indicator of the detection effectiveness of this planning method. In the noisy

condition, the measurement noise is assumed to be Gaussian distributed with zero mean and
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the standard deviation as 3% of the actual measurement. The SE and BDD are used to

detect the FDI attacks, the threshold of which is set to have a 0.5% false-positive rate.
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Figure 3.11: The ADP of the four MTD planning algorithms versus q in DC-SE.

The ADP of the four planning methods against FDI attacks with q varying from 1 to 4

in the DC noisy condition is demonstrated in Figure 3.11. As seen, the max-rank planning

method has the lowest ADP, consistent with the range derived in Table 3.4. This is because

there are 39 non-D-FACTS buses excluding end buses, which seriously reduces the MTD

detection effectiveness. In Figure 3.11, the proposed planning has the best detection effec-

tiveness, as it ensures the maximum rank of the composite matrix and efficiently eliminates

all non-D-FACTS buses at the same time. The comparison between the max-rank planning

and proposed planning highlights the importance of covering buses with D-FACTS devices.

It is interesting to compare the ADPs between the full and the proposed planning. Even

though the full planning has zero non-D-FACTS buses, its detection performance is not

as good as the proposed planning. This is because if an RMTD happens to changes the

reactance of all lines connected to one bus using a unity factor, any single-bus FDI attack on

this bus is undetectable, according to Lemma 3.4.3. Since D-FACTS devices are placed on

all lines connected to each bus in the full planning, this special case happens many times in

the IEEE 118-bus system under the one hundred RMTDs. However, it rarely occurs in the

RMTDs under the proposed planning due to Rule 1, where there are only ten buses whose
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connecting lines are all D-FACTS lines.

With the same number of D-FACTS devices as the proposed planning, the one hun-

dred arbitrary planning solutions have 18 non-D-FACTS buses on average, which limits the

performance of detecting single-bus FDI attacks. Furthermore, there are 21 buses whose

connecting lines are all D-FACTS lines on average in the one hundred arbitrary planning.

The ADP of the arbitrary planning method further decreases when an RMTD happens to

modify the reactance of all lines connected to one of these buses using a unity factor. In

addition, the ADP range of the four planning methods under the single-bus FDI attacks

in Figure 3.11 is consistent with the analytically derived ADP range in Table 3.4. The

consistency shows the validity of Theorem 3.4.2 and Corollaries 3.4.1–3.4.3.

It is necessary to investigate the MTD detection effectiveness under each MTD planning

method against FDI attacks with different magnitudes of injected false data. Here, we

introduce voltage angle injection magnitudes (VAIM) to measure the magnitude of injected

false data. For an FDI attack with a given VAIM, injected voltage angle increment ∆θ is

randomly generated in the range ∆θ ∈ [0.9, 1.1] · θ̄ · V AIM , where θ̄ is the average voltage

angle. According to the attack vector equation a = H · ∆θ , the injected false data are

proportional to VAIM. We generate FDI attack pools under 13 different VAIMs, ranging

from 0.001 to 1.5. For each VAIM, we simulate 1170 single-bus FDI attacks, in which each

bus, except the slack bus, in the IEEE 118-bus system is attacked ten times. We adopt

the defense pool of each planning method generated previously. The standard deviation of

Gaussian noise is 1% of the actual measurement.

Comparative results are shown in Figure 3.12. As seen, MTD detection effectiveness

increases with the increase of VAIM. MTDs under all planning methods have very limited

capability to detect the FDI attacks with VAIM less than 0.02. This is because when VAIM

is extremely small, the injected false data in FDI have the same order of magnitude as

measurement noises. When VAIM is less than 0.1, MTDs fail to detect part of these FDI

attacks. MTDs increase the estimation residual in these attacks compared with the situation

free of attacks, but the increased residual is not large enough to alert the BDD threshold.

When the VAIM is more than 0.25, MTDs under each planning method reach their best

65



detection effectiveness. In addition, simulation results demonstrate that the proposed graph-

theory-based planning method has the best detection performance under each magnitude of

injected false data magnitude.

Figure 3.12: The impact of VAIM on the MTD detection effectiveness under each planning
algorithm.

We further investigate the MTD detection effectiveness under each MTD planning method

under different noise magnitudes. The standard deviation of Gaussian noise increases from

1% to 4% of the actual measurements. Here, we use the attack pool composed of 1170

single-bus FDI attacks with 0.5 VAIM. As seen, simulation results demonstrate that low

measurement noises contribute to improving the MTD detection effectiveness. This is be-

cause a higher noise level causes the BDD to tolerate more deviations between the measured

and estimated power flows. However, this tolerance reduces the defenders’ capability in de-

tecting FDI attacks. In Figure 3.13, even though the standard deviation of measurement

noise reaches 4%, the ADP of the proposed planning method is still more than 0.80. The

proposed graph-theory-based planning method has the best detection performance under

each level of measurement noise.

We evaluate the detection effectiveness of MTD under the proposed MTD planning under

AC-FDI attacks. The average ADP of the four planning methods in the AC noisy condition

is illustrated in Figure 3.14. The ADP is calculated by sequentially launching attacks in the
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Figure 3.13: The impact of measurement noises on the MTD detection effectiveness under
each planning algorithm.

AC-FDI attack pool against AC-SE and BDD, when the system operator uses the same D-

FACTS setpoints in the generated defense pool of each planning. For the sensor deployment,

we adopt a 2.5 redundant factor (i.e., a ratio between the number of measurements and the

number of system states) to guarantee the observability in AC-SE. It is seen in Figure 3.14

that the ADP of the max-rank planning and the proposed planning in AC-SE are consistent

with those in DC-SE in Figure 3.11. The ADP of the full planning in AC-SE is higher than

that in DC-SE. This is because the end bus belonging to the D-FACTS bus is no longer

an unprotected bus in AC-SE due to the non-linear relation between the system state and

measurements in AC-SE.

3.6 Summary

In this chapter, we address the MTD planning issue considering both MTD detection ef-

fectiveness and MTD planning cost. We derive analytical conditions that exhibit distinct

MTD requirements on the sensor deployment and the D-FACTS placement. Furthermore,

we propose novel max-rank MTD planning algorithms for complete and incomplete MTDs
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Figure 3.14: The comparison of ADPs under the four planning algorithms in AC-SE.

with the goal of maximizing the rank of the composite matrix, which is indicative of the

MTD effectiveness. Additionally, we derive an equation to analytically determine the mini-

mum number of D-FACTS devices required to achieve the maximum rank of the composite

matrix. Numerical results show that system operators can install D-FACTS devices on less

than 40% of transmission lines to reach the maximum rank of the composite matrix. Unlike

the existing studies, MTD under the proposed max-rank planning approach leads to a high

utilization rate of installed D-FACTS devices. In addition, the proposed max-rank planning

solutions guarantee the detection effectiveness of the simplest MTD as long as the D-FACTS

devices work in non-idle states.

In addition, we demonstrate the rank of the composite matrix merely determines the

lower bound of ADP, and the number of unprotected buses decides the upper bound of

ADP. In addition, we rigorously derive the ADP range of several MTD planning methods and

propose a graph-theory-based planning method to achieve maximal detection effectiveness.

The proposed method eliminates non-D-FACTS buses to increase the ADP upper bound and

simultaneously remain a high ADP lower bound. Numerical results show the ADP range in

the proposed graph-theory-based planning is consistent with the range we mathematically

derive. The ADP of the proposed planning is better than that of the arbitrary planning, the
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max-rank planning, and the full planning in DC-SE. But it is slightly less than that of the

full planning in AC-SE.
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Chapter 4

AC Optimal Power Flow-based MTD

Operation Model

After the allocation of distributed flexible AC transmission system (D-FACTS) devices is

determined, D-FACTS setpoints need to be determined by the system operator in the mov-

ing target defense (MTD) operation. This chapter proposes an AC optimal power flow

(ACOPF)-based MTD operation algorithm, in which generation costs and system losses are

minimized by introducing the reactance of lines equipped with D-FACTS devices as the

extra decision variables in the traditional ACOPF. Furthermore, an interior-point solver is

developed for efficiently resolving the proposed ACOPF-based MTD model.

4.1 Introduction

As MTDs on the proposed MTD planning have maximal detection effectiveness, the MTD

operation algorithm can focus on exploiting the economic benefits of D-FACTS devices. In

addition, as the D-FACTS devices are installed on the lines sensitive to system losses in the

MTD planning, D-FACTS devices ought to be utilized to reduce system losses. As we know,

D-FACTS devices are traditionally used to manage power flows and minimize system losses

in the power system operation96. In the current grid operation, system operators install D-
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FACTS devices mainly for economic considerations. Cyber-defense benefits from D-FACTS

devices in MTD can be viewed as an important by-product in the future smart grid. To fully

utilize D-FACTS devices, integration of D-FACTS devices into the mathematical model of

real-time operations is necessary. As significant tools in real-time power system operation

and control, OPF models can determine the minimum operating cost and system losses, as

well as retain the control variables in secure boundaries.

In the literature, work has been done on the incorporation of D-FACTS devices in DC

optimal power flow (DCOPF) to study the impact of MTD on generation costs79. However,

the DCOPF model cannot be used to minimize system losses, which is one of the main func-

tions of D-FACTS devices. A rectangular representation of FACTS devices such as Phase

Shift Transformer and the Unified Power Flow Controller were integrated into ACOPF102.

It is worth mentioning that there are mainly three types of D-FACTS devices, namely, dis-

tributed series static compensator (DSSC), distributed series reactor (DSR), and distributed

series impedance (DSI). DSSC is similar to a phase shifter studied in reference102, while

DSR and DSI are designed to adjust the impedance of power lines, i.e., the D-FACTS model

used in MTD. Although AC power flow models are widely used in practical power systems,

ACOPF with the model of DSR and DSI is still missing in the literature. To fill this gap,

we propose an ACOPF model considering the D-FACTS devices, in which the reactance of

lines equipped with D-FACTS devices are introduced as decision variables. The proposed

ACOPF model can be applied in the control center to achieve the minimum system losses

and generation costs in real-time while determining the setpoints of D-FACTS devices in

MTD simultaneously.

An important reason for the existence of this gap is that the development of an efficient

solver to solve the ACOPF model considering D-FACTS devices remains challenging, as the

impedance variables introduced substantially complicate the solution of the ACOPF prob-

lem. Even though intelligent computational algorithms, such as particle swarm optimization

(PSO), genetic algorithm (GA), simulated annealing (SA), and differential evolution (DE),

can be used to resolve ACOPF model and ACOPF model considering the FACTS device

without deriving the gradient and Hessian matrices103–105, low computational efficiency of

71



these algorithms exclude themselves to be used in real-time. On the other hand, it has been

proven that interior-point methods are efficient tools to resolve the ACOPF problem106;107.

Therefore, we first derive the gradient and Hessian matrices of the objective function and

the constraints in the proposed ACOPF model with respect to branch impedance. Then, we

develop an interior-point solver to resolve the proposed ACOPF by modifying and extend-

ing Matlab Interior-Point Solver (MIPS) in MATPOWER developed for the conventional

ACOPF108.

In summary, this chapter fills the gap by answering the following research questions.

1) In MTD operation, how can system operators maximize the economic benefit of D-

FACTS devices? How can system operators integrate MTD operation into real-time EMS

function? Is there any trade-off between the economic benefit and the MTD detection

effectiveness?

2) How can system operators solve the proposed ACOPF model considering D-FACTS

devices efficiently?

The first question is solved in Section 4.2, and the second question is answered in Section

4.3.

4.2 ACOPF-based MTD Operation Model

After the installation of D-FACTS devices, system operators can change the setpoints of

D-FACTS devices for 1) reducing the system loss through power flow control provided by

D-FACTS devices; 2) managing power congestion and reducing the generation cost; and 3)

detecting false data injection (FDI) attacks by actively changing the setpoints of D-FACTS

devices to prevent attackers from knowing true system configurations. Since D-FACTS

devices are installed on the lines with high power loss to impedance sensitivity (PLIS) values

under the proposed MTD planning to guarantee the MTD detection effectiveness, a natural

idea is that we can also take advantage of these D-FACTS devices to effectively manage

system losses. We propose an ACOPF-based MTD operation model, in which the reactance

of D-FACTS lines is introduced as decision variables in the traditional ACOPF. The ACOPF-
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based MTD model with the objective of minimizing system losses and generation costs is

formulated as:

min
Y

ω1L
s(X) +ω2

ng∑
i=1

f i(pig) (4.1)

s.t. Ls(X) =

nl∑
i=1

Sfi + Sti (4.1a)

gP (θ,V,Pg,x) = 0 (4.1b)

gQ(θ,V,Qg,x) = 0 (4.1c)

hf (θ,V,x) ≤ 0 (4.1d)

ht(θ,V,x) ≤ 0 (4.1e)

θref ≤ θ0 ≤ θref (4.1f)

vmin
i ≤ vi ≤ vmax

i , i = 1, ...., nb (4.1g)

pmin
i ≤ pi ≤ pmax

i , i ∈ Kg (4.1h)

qmin
i ≤ qi ≤ qmax

i , i ∈ Kg (4.1i)

τx0i ≤ |xi − x0i | ≤ ηx0i , i ∈ KDF (4.1j)

where X =

[
θ V Pg Qg x

]
are decision variables corresponding to voltage angle, volt-

age magnitude, generator active generation, generator reactive generation, and reactance of

D-FACTS lines, respectively; ω1 and ω2 are weight parameters; nb, nl, ng and nDF are the

number of buses, lines, generators, and D-FACTS lines, respectively; KDF is the line index

set of D-FACTS lines, and Kg is the bus index set of generators; Ls (X) is the system loss;

f i is the active power generation cost of the i -th generator; Sfi and Sti are complex power

flows at the from-end and to-end of the i -th line; (4.1b) and (4.1c) are nonlinear equality

constraints of the nodal active and reactive power balance, respectively; (4.1d) and (4.1e)

are nonlinear inequality constraints of line power flow limits corresponding to lines starting
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from from-end and to-end, respectively; (4.1f) and (4.1g) are voltage angle and magnitude

constraints; (4.1h) and (4.1i) are generator constraints; in (4.1j), η in % reflects the physical

capacity of D-FACTS devices and τ in % is introduced to decide if D-FACTS devices can be

operated in an idle state. It is worth mentioning that, in order to maximize the utilization

of installed D-FACTS devices (i.e., to minimize the number of required D-FACTS devices),

none of D-FACTS devices ought to work in the idle state (i.e.,τ 6= 0) under the proposed

MTD planning. Nevertheless, when the D-FACTS device is allowed to operate in an idle

state, the proposed ACOPF-based MTD model (4.1) is also applicable by setting τ = 0,

whereby its operating point can be optimally determined.

The proposed operating approaches can be seamlessly integrated into the existing energy

management system (EMS) of a power system in the control room. In the control room,

the SE, usually launched every 5-10 minutes in real-time, provides the current system states

for ACOPF109. The conventional ACOPF is launched every 5-10 minutes in the real-time

operation of the transmission system110. The proposed ACOPF-based MTD can have the

same periodicity as ACOPF. Thus, system operators can apply the proposed ACOPF-based

MTD to manage the system operation in real-time and determine the setpoints of D-FACTS

devices in their control room. In this way, the maximum rank of the composite matrix

is guaranteed, translating to effective MTD. The proposed MTD planning and operational

approaches enable the system operator to detect FDI attacks by directly using the existing

state estimation (SE) and bad data detection (BDD).

We demonstrate the time-sequence diagram of SE and MTD in Figure 4.1, where T1 is

the time period of SE and MTD, and T2 is the detection time for FDI attacks. During each

time period, system operators perform SE by using updated line parameters containing new

setpoints of D-FACTS devices, followed by BDD to detect the existence of FDI attacks. It

can be seen that the maximum detection time for FDI attacks is T1 with reference to the

FDI attacks launched. In addition to running MTD periodically, MTD can be used as an

event-based defense strategy. Specifically, system operators can apply MTD on an ad-hoc

basis if they find abnormal situations attributed to possible cyber-attacks.

74



Figure 4.1: Time-sequence diagram of FDI attacks and MTDs.

4.3 An Interior-Point Solver for ACOPF-based MTD

Model

In this section, we utilize the interior-point solver to solve the proposed ACOPF-based MTD

model by modifying and extending the MIPS in MATPOWER108. Work108 provides the first

derivatives and Hessian matrices of objective function and constraints in the conventional

ACOPF model. More specifically, voltages are in polar coordinates and nodal balance equa-

tions are expressed by complex power. Here, we follow suit and extend the interior-point

solver for the proposed ACOPF-based MTD model. We derive the gradient and Hessian ma-

trices of nonlinear equality constraints, inequality constraints, and objective function with

respect to the reactance of lines equipped with D-FACTS devices.

4.3.1 Preliminaries in Derivatives in ACOPF Model

Let V be a vector of complex voltages of all buses. Then, the first derivatives of complex

voltage with respect to voltage angle and magnitude are given as follows:

Vθ =
∂V

∂θ
= j[V]

Vυ =
∂V

∂υ
= [E]
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where θ is the voltage angle vector; υ is the voltage magnitude vector; E = [υ]−1V; [�] is a

diagonalizable operator defined in reference108, which converts a vector to a diagonal matrix,

i.e., [�] : Cn → Cn×n. For example, when we apply the diagonalizable operator on b =


1

2

3

,

we have [b] =


1 0 0

0 2 0

0 0 3

.

As independent variables in the proposed ACOPF model, the line reactance controlled

by the D-FACTS devices directly determines the nodal admittance matrix. Since the nodal

admittance matrix plays an important role in deriving the derivatives of objective function

and constraints with respect to the reactance, we present the definition of nodal admittance

in MATPOWER. MATPOWER models line parameters, transformers and shunt elements

in the nodal admittance matrix, which is defined as:

Ybus = CT
f

(
[Yff ]Cf + [Yft]Ct

)
+ CT

t

(
[Ytf ]Cf + [Ytt]Ct

)
+ [Ysh] (4.2)

where Y i
ft = −yis(τe−jθsh)

−1
, Y i

tf = −yis(τejθsh)
−1

, Y i
tt = yis+j0.5bc and Y i

ff = (yis+j0.5bc)τ
−2

are equivalent admittance of the i -th line between different ends in the standard π trans-

mission line model; yis is the admittance of the i -th line, i.e., yis = (ri + jxi)
−1, and ri and

xi are resistance and reactance of the i -th line, respectively; τ is the transformer tap ratio

magnitude, and θsh is the transformer phase shift angle; Y i
sh is admittance of shunt elements

of the i -th bus; Ct and Cf are connection matrices used in building the system admittance

matrices, defined in reference108. The first and second derivatives of yis with respect to the

line reactance are calculated as:

∂yis
∂xi

=
−2xiri + j(x2i − r2i )

(x2i + r2i )
2

∂2yis
∂x2i

= 2
r(3x2i − r2i ) + jxi(3r

2
i − x2i )

(x2i + r2i )
3
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The gradient of Yff ,Yft,Ytf and Ytt with respect to line reactance are diagonal matrices

and their diagonal entries can be calculated as follows:

∇xYff (i, i) =
∂Yff

∂x
(i, i) =

1

τ 2
∂yis
∂xi

(4.3)

∇xYft(i, i) = − 1

τe−jθsh
∂yis
∂xi

(4.4)

∇xYtf (i, i) = − 1

τejθsh
∂yis
∂xi

(4.5)

∇xYtt(i, i) =
∂yis
∂xi

(4.6)

Similarly, the Hessian matrices of Yff , Yft, Ytf , Ytt are diagonal matrices as shown

in (4.7), whose diagonal entries can be calculated as ∇2
xxYff (i, i) = 1

τ2
∂2yis
∂x2i

, ∇2
xxYtt(i, i) =

∂2yis
∂x2i

, ∇2
xxYft(i, i) = − 1

τe−jθsh
∂2yis
∂x2i

, and ∇2
xxYtf (i, i) = − 1

τejθsh
∂2yis
∂x2i

, respectively. Note that

the first and second derivatives of the admittance of shunt elements with respect to reactance

are zero matrices, i.e., ∇xYsh = 0 and ∇2
xxYsh = 0. For presentation simplicity, the

subscripts of the gradient and Hessian matrices of all admittance matrices with respect to

the reactance are omitted hereinafter, i.e., ∇Yff = ∇xYff and ∇2Yff = ∇2
xxYff .

∇2Yff = ∂
∂x

(( ∂
∂x

YT
ff )× a) =

=



∂
∂x1

(
∂Y 1

ff

∂x1
) ∂

∂x2
(
∂Y 1

ff

∂x1
) · · · ∂

∂xnl
(
∂Y 1

ff

∂x1
)

∂
∂x1

(
∂Y 2

ff

∂x2
) ∂

∂x2
(
∂Y 2

ff

∂x2
) · · · ∂

∂xnl
(
∂Y 2

ff

∂x2
)

...
...

. . .
...

∂
∂x1

(
∂Y nff
∂xnl

) ∂
∂x2

(
∂Y nff
∂xnl

) · · · ∂
∂xnl

(
∂Y nff
∂xnl

)


=



∂2Y 1
ff

∂x21
0 · · · 0

0
∂2Y 2

ff

∂x22
· · · 0

...
...

. . .
...

0 0 · · · ∂2Y nff
∂x2nl


(4.7)

where a = 1 ∈ Rnl×1.
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4.3.2 Gradient of Power Injection Constraints

The complex power balance equations can be expressed as Gs (X) = Sbus + Sd −CgSg = 0,

where Sd is a complex power load vector of all buses; Sg is a complex power generation vector

of all buses; Sbus is a complex power injection vector of all buses, i.e., Sbus = [V]Ibus∗, and

Ibus is a complex current injection vector, i.e., Ibus = YbusV. The gradient of power balance

equations can be expressed as follows:

Gs
X (X) = [Gs

θ Gs
ν Gs

Pg
Gs

Qg
Gs

x
]

where the first four items irrelative to the line reactance are consistent with the results in

reference108. We can calculate Gs
x by using equations (4.1) and (4.3)-(4.6) as follows:

Gs
x = Sbusx = ∂

∂x
([V]Y∗busV

∗)

= ∂
∂x

{
[V]
{
CT
f

(
[Yff ]Cf + [Yft]Ct

)
+ CT

t

(
[Ytf ]Cf + [Ytt]Ct

)
+ [Ysh]

}
V∗
}

= ∂
∂x

{
[V]
{
CT
f

(
[CfV

∗]Y∗ff + [CtV
∗]Y∗ft

)
+ CT

t

(
[CfV

∗]Y∗tf + [CtV
∗]Y∗tt

)}}
= [V]CT

f

(
[CfV

∗]∇Y∗ff + [CtV
∗]∇Y∗ft

)
+ [V]CT

t

(
[CfV

∗]∇Y∗tf + [CtV
∗]∇Y∗tt

)
(4.8)

4.3.3 Hessian Matrix of Power Injection Constraints

The Hessian matrix of complex power balance constraints in the proposed ACOPF can be

expressed as:

Gs
XX (X) = ∂

∂X
(Gs

X
Tλ) =



Gs
θθ Gs

θν 0 0 Gs
θx

Gs
νθ Gs

νν 0 0 Gs
νx

0 0 0 0 0

0 0 0 0 0

Gs
xθ Gs

xν 0 0 Gs
xx


(4.9)

where λ is a constant vector for calculating the Hessian matrix; the expressions of Gs
θθ,

Gs
θν , G

s
νθ and Gs

νν can be found in reference108; Gs
xx, Gs

xν , Gs
xθ, G

s
θx, and Gs

νx need to be

derived for the proposed ACOPF model. Due to the space limit, we ignore the derivation
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process and directly present the calculation results. First, we calculate Gs
xx using equation

(4.8).

Gs
xx = ∂

∂x
(GT

xλ)

= [Cf [V]λ]([CfV
∗]∇2

xxY
∗
ff + [CtV

∗]∇2Y∗ft)

+ [Ct[V]λ]([CfV
∗]∇2

xxY
∗
tf + [CtV

∗]∇2Y∗tt)

Similarly, we calculate Gs
xν , G

s
νx, Gs

xθ, and Gs
θx as follows:

Gs
xν = ([∇Y∗ffCf [V]λ] + [∇Y∗tfCt[V]λ])Cf [E]∗ + ([∇Y∗ftCf [V]λ] + [∇Y∗ttCt[V]λ])Ct[E]∗

+ [CfV
∗](∇Y∗ffCf +∇Y∗tfCt)[λ][E] + [CtV

∗](∇Y∗ftCf +∇Y∗ttCt)[λ][E]

Gs
θx = j[V][λ]CT

f

(
[CfV

∗]∇Y∗ff + [CtV
∗]∇Y∗ft

)
+ j[V][λ]CT

t

(
[CfV

∗]∇Y∗tf + [CtV
∗]∇Y∗tt

)
− j[V∗]CT

f

(
[Cf [V]λ]∇Y∗ff + [Ct[V]λ]∇Y∗tf

)
− j[V∗]CT

t

(
[Cf [V]λ]∇Y∗ft + [Ct[V]λ]∇Y∗tt

)
Gs

xθ = j
{

[CfV
∗](∇Y∗ffCf +∇Y∗tfCt) + [CtV

∗](∇Y∗ftCf +∇Y∗ttCt)
}

[λ][V]

− j
{

[∇Y∗ffCf [V]λ] + [∇Y∗tfCt[V]λ]
}
Cf [V]∗ − j

{
[∇Y∗ftCf [V]λ] + [∇Y∗ttCt[V]λ]

}
Ct[V]∗

Gs
νx = [E][λ]CT

f

(
[CfV

∗]∇Y∗ff + [CtV
∗]∇Y∗ft

)
+ [E][λ]CT

t

(
[CfV

∗]∇Y∗tf + [CtV
∗]∇Y∗tt

)
+ [E∗]CT

f ([Cf [V]λ]∇Y∗ff + [Ct[V]λ]∇Y∗tf ) + [E∗]CT
t ([Cf [V]λ]∇Y∗ft + [Ct[V]λ]∇Y∗tt)

4.3.4 Gradient and Hessian Matrix of Power Flow Constraints

In the power flow constraints, we derive the gradient and Hessian matrix for the complex

power flow at the from-ends of the lines. The derivative results for the to-ends of the line

can be identically calculated by replacing all f sub/super-scripts with t. Similar to power

injection constraints, the first derivatives of the power flow with respect to voltage angle,

voltage magnitude, real and reactive power generation are identical to that in reference108.
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We only derive the first derivatives of power flow with respect to reactance as follows.

Sfx = ∇xSf = ∂
∂x

{
[CfV]([Y∗ff ]Cf + [Y∗ft]Ct)V

∗}
= [CfV]([CfV

∗]∇Y∗ff + [CtV
∗]∇Y∗ft)

The Hessian matrix of complex power flow constraints in the proposed ACOPF has the

same form as that of power flow constraints. In the Hessian matrix, Sfθθ, Sfθν , Sfνθ and Sfνν

are identical to that in reference108; Sfxx, Sfxν , Sfxθ, Sfθx and Sfνx can be derived as follows,

using Sfθ and Sfν in reference108.

Sfxx = ∂
∂x

(STxλ) = [CfV][λ]([CfV
∗]∇2Y∗ff + [CtV

∗]∇2Y∗ft) (4.10)

Sfxv = ∇Y∗ff [λ]([CfV]Cf [E]∗+[CfV
∗]Cf [E])+∇Y∗ft[λ]([CfV]Ct[E]∗+[CtV

∗]Cf [E]) (4.11)

Sfxθ = j∇Y∗ff [λ](−[CfV]Cf [V]∗ + [CfV
∗]Cf [V]) + j∇Y∗ft[λ](−[CfV]Ct[V]∗ + [CtV

∗]Cf [V])

(4.12)

Sfvx = [E]CT
f [λ]([CfV

∗]∇Y∗ff + [CtV
∗]∇Y∗ft) + [E∗](CT

f [CfV][λ]∇Y∗ff + CT
t [CfV][λ]∇Y∗ft)

(4.13)

Sfθx = j[V]CT
f [λ]([CfV

∗]∇Y∗ff +[CtV
∗]∇Y∗ft)−j[V∗](CT

f [CfV][λ]∇Y∗ff +CT
t [CfV][λ]∇Y∗ft)

(4.14)

4.3.5 Gradient and Hessian Matrix of System Losses

The system complex power loss is the sum of complex power loss of each line, and the line

power loss is the sum of complex power flows at the from-end and to-end of this line, as

shown in (4.1a). The system loss can be expressed in matrix form, i.e., Ls = aT (Sf + St),

where a = 1 ∈ Rnl×1. Therefore, the first derivative of the system loss is Lsx = aT (Sfx + Stx).

The Hessian matrix of the system loss has the same form as that of power injection
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constraints in equation (4.9). Take Lsxx for example, Lsxx can be calculated as follows:

Lsxx = ∂
∂x

((Lsx)T ) = ∂
∂x

(SfTx a+ StTx a)

= ∂
∂x

(SfTx λ)
∣∣
λ=a

+ ∂
∂x

(StTx λ)
∣∣
λ=a

= Sfxx
∣∣
λ=a

+ Stxx
∣∣
λ=a

Note that we have ∂
∂x

(SfTx a) = Sfxx
∣∣
λ=a

according to equation (4.10).

Similarly, the remaining none-zero matrix blocks in the Hessian matrix can be calculated

as follows:

Lsθθ = ∂
∂θ

((Lsθ)
T ) = ∂

∂θ
(SfTθ a+ StTθ a) = Sfθθ

∣∣∣
λ=a

+ Stθθ
∣∣
λ=a

Lsvv = ∂
∂v

((Lsv)T ) = ∂
∂v

(SfTv a+ StTv a) = Sfvv
∣∣
λ=a

+ Stvv
∣∣
λ=a

Lsxθ = ∂
∂θ

((Lsx)T ) = ∂
∂θ

(SfTx a+ StTx a) = Sfxθ

∣∣∣
λ=a

+ Stxθ
∣∣
λ=a

Lsxv = ∂
∂v

((Lsx)T ) = ∂
∂v

(SfTx a+ StTx a) = Sfxv
∣∣
λ=a

+ Stxv
∣∣
λ=a

Lsθν = ∂
∂v

((Lsθ)
T ) = ∂

∂v
(SfTθ a+ StTθ a) = Sfθv

∣∣∣
λ=a

+ Stθv
∣∣
λ=a

Lsνθ = ∂
∂θ

((Lsν)
T ) = ∂

∂θ
(SfTv a+ StTv a) = Sfvθ

∣∣∣
λ=a

+ Stvθ
∣∣
λ=a

Lsθx = ∂
∂x

((Lsθ)
T ) = ∂

∂x
(SfTθ a+ StTθ a) = Sfθx

∣∣∣
λ=a

+ Stθx
∣∣
λ=a

Lsνx = ∂
∂x

((Lsν)
T ) = ∂

∂x
(SfTv a+ StTv a) = Sfvx

∣∣
λ=a

+ Stvx
∣∣
λ=a

This work only minimizes the active power loss. Then, the gradient and Hessian matrix

of the reactive power loss can be simply obtained by taking the imaginary part of that of

the complex power loss. Note that matrix blocks in the gradient and Hessian matrix of

generation costs related to line reactance are zero matrices, and the remaining matrix blocks

are identical to the results in reference108.
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4.4 Experiment Results

To validate the validity of the proposed ACOPF model and effectiveness of the developed

interior-point solver, we conduct case studies on the IEEE 118-bus transmission system. The

algorithms are performed on a laptop with Intel Core i7 processor CPU 2.90 GHz with 8 GB

RAM.

4.4.1 Comparison of Traditional ACOPF and ACOPF-based MTD

We compare generation costs, system losses, and CPU time in the following three cases. Case

0: the conventional ACOPF is applied; Case 1: the proposed ACOPF model with ω1 = 0

and ω2 = 1 is used only to minimize the generation cost; Case 2: the proposed ACOPF

model with ω1 = 1000 and ω2 = 1 is used to minimize the generation cost and the system

loss. We identify the maximum line power flow using the conventional ACOPF under the

default load in MATPOWER, denoted by Sfmax. Then, we make the power flow limit of each

line equal to k × Sfmax, where factor k = {0.4, 0.6, 0.8, 1} in different tests. We assume

that D-FACTS devices are installed on all lines, and set η = 20% to be consistent with the

D-FACTS setting in reference79.

The simulation results are listed in Table 4.1. The generation cost in the proposed

ACOPF is always less than that in the conventional ACOPF since the dispatchable line

reactance can reduce the congestion in the system. The system loss in Case 2 is always

less than that in Cases 0 and 1 under different flow limit conditions, which indicates the

effectiveness of the proposed ACOPF model in minimizing system losses. The CPU time

for solving the proposed ACOPF is less than 15 seconds in most cases, suggesting that the

proposed ACOPF model can be applied in real-time system operations using the modified

interior-point solver.
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Table 4.1: Costs, losses and CPU time under different flow limit conditions
k 0.4 0.6 0.8 1.0

Generation Cost ($)
Case 0 131,395 130,337 129,830 129,660
Case 1 131,219 130,150 129,643 129,475
Case 2 131,242 130,170 129,664 129,498

System Loss (MW)
Case 0 67.33 70.73 73.54 77.39
Case 1 65.45 67.09 70.25 74.07
Case 2 60.63 63.04 65.91 69.18

CPU Time (s)
Case 0 0.22 0.20 0.41 0.45
Case 1 5.58 3.93 2.41 3.26
Case 2 4.81 5.66 4.64 13.24

4.4.2 Impact of MTD Planning on System Losses

Installing D-FACTS devices on the lines with the highest PLIS values generally results in

the minimum system losses96. However, the proposed MTD planning algorithms do not

necessarily install D-FACTS devices on the entirety of those lines to maximize the MTD

detection effectiveness, which may in turn increase system losses. To investigate the impact

of MTD planning on system losses and the MTD detection effectiveness, simulations are also

carried out in the IEEE 118-bus system at the peak hour. We construct the following six

MTD planning cases, in which 62 is the number of D-FACTS devices identified by Algorithm

1, and the proposed ACOPF-based MTD with τ = 0 is conducted.

Case 0: This is the base case where no D-FACTS devices are used in the system.

Case 1: D-FACTS devices are installed on 62 lines with the lowest PLIS.

Case 2: D-FACTS devices are placed on 62 randomly selected lines.

Case 3: D-FACTS devices are placed on 62 lines chosen by Algorithm 1.

Case 4: D-FACTS devices are installed on 62 lines with the highest PLIS.

Case 5: D-FACTS devices are installed on all 179 lines in the system.

The total PLIS of D-FACTS lines, system losses, the rank of the composite matrix, and

the loss reduction in the above six cases are summarized in Table 4.2. It is seen that installing

D-FACTS devices using the max-rank planning algorithm can reduce 1.29% of the system

loss compared with that in Case 0. The system loss reduction in Case 3 is higher than that
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in Cases 1 and 2, and slightly lower than that in Cases 4 and 5. However, the rank of the

composite matrix resulted from the proposed max-rank planning algorithm in Case 3 is the

same as that in Case 5, which is significantly higher than that in Cases 1, 2 and 4. The

comparison in Table 4.2 illustrates that the proposed MTD planning solution is effective

in finding a trade-off between the system loss minimization and the rank maximization of

the composite matrix, translating into economic yet cyber-secure operations of the power

system.

Table 4.2: System losses under different MTD planning algorithms
MTD

planning
PLIS
sum

Loss
(MW)

Loss
decrease (%)

Rank of
composite

matrix
Case 0 0 30.67 – 117
Case 1 0.10 30.59 0.25 155
Case 2 1.55 30.55 0.38 162
Case 3 6.33 30.27 1.29 179
Case 4 8.55 30.21 1.52 161
Case 5 9.19 30.08 1.93 179

4.4.3 Impact of τ on System Losses

As discussed in Section 4.2, the value of parameter τ in constraint (4.1j) imposes constraints

on whether the D-FACTS devices can operate in an idle state. Simulations are further

conducted to study the impact of τ on system losses in the IEEE 118-bus system. Figure 4.2

shows the system loss under the proposed MTD planning with τ varying from 0 to 15%. As

seen, the system loss slightly increases with an increase in τ . Nonetheless, such an increase

is trivial. For instance, the system loss at τ = 10% only increases by 0.02% compared with

that at τ = 0. Compared with the system loss under other MTD plannings at τ = 0 in

Table 4.2, the system loss under the max-rank planning at τ = 0.10 is lower than that in

Cases 1 and 2, and slightly higher than that in Cases 4 and 5. From the perspective of

the MTD effectiveness, each idle-state D-FACTS device under the proposed MTD planning

will decrease the rank of the composite matrix by one. By setting τ > 0, it ensures the
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maximum MTD effectiveness with a slight increase in the system loss, whereas setting τ = 0

could further reduce the system loss, but may decrease the MTD effectiveness. The results

here show that the proposed MTD planning and operational approaches can yield a good

trade-off between the system loss and the MTD effectiveness.

Figure 4.2: System losses versus τ .

4.5 Summary

We propose an ACOPF model considering D-FACTS devices as an MTD operating model, in

which generation costs and system losses are minimized. The proposed model introduces the

reactance of lines equipped with D-FACTS devices as the decision variables, which provides

the ACOPF model with the extra capability to manage power flow. The proposed model can

be seamlessly integrated into the existing energy management system of a power system in

the control room. System operators can apply the proposed ACOPF model to manage the

real-time system operation and determine the setpoints of D-FACTS devices. Furthermore,

the setpoints of D-FACTS devices can be adopted by MTD to safeguard a cyber-secure

power system. Therefore, economic benefits and additional cyber-defense benefits can be

simultaneously obtained from D-FACTS devices.

In order to efficiently solve the ACOPF-based MTD model, we build an interior-point

solver of the proposed ACOPF. We derive the gradient and Hessian matrices of the objective
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function and constraints with respect to the line reactance. As the derivations adopt the same

voltage coordinate and complex power expression as MIPS in MATPOWER, the derived

gradient and Hessian matrices can be simply integrated into MIPS. The case study compares

the proposed ACOPF with the conventional ACOPF regarding generation costs, system

losses, and CPU time under different power flow limits. The results show that D-FACTS

devices can effectively reduce the system loss, and the CPU time of solving the proposed

ACOPF is generally less than 15 seconds in the IEEE 118-bus system. The results verify

the effectiveness of the proposed ACOPF model and the interior-point solver.

We further investigate the impact of the proposed MTD planning on the system loss.

The proposed MTD planning and operational approaches present a trade-off between the

system loss and the MTD effectiveness. Numerical results show that, at a slight increase in

the system loss, these new approaches ensure the maximum rank of the composite matrix

while using the minimum number of D-FACTS devices, which in turn reduce the cost of

deploying D-FACTS devices.
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Chapter 5

Hidden MTD Planning and Operation

Algorithm

In previous sections, the proposed moving target defense (MTD) planning algorithms and

MTD operation models maximize the MTD detection effectiveness and minimize the MTD

application costs. However, MTD hiddenness is not considered in the previous methods.

This chapter derives a novel hidden MTD (HMTD) operation condition, proposes a hidden

MTD planning method, and hidden MTD operation models in both the DC and AC models.

5.1 Introduction

A random MTD (RMTD) approach was proposed in reference84, in which the reactance

of distributed flexible AC transmission system (D-FACTS) equipped lines was randomly

changed without considering the detection effectiveness. However, one inherent drawback

of the RMTD is that a strong adversary can easily detect whether an MTD is in place

by eavesdropping measurements. As shown in the dotted red box of Figure 5.1, an alert

and sophisticated attacker can detect the existence of MTDs, if the attacker conducts the

residual-based bad data detection (BDD) based on the eavesdropped measurements and his

knowledge about the system parameters, i.e., the original line susceptance b0. The detection
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of the existence of MTD can drive the attacker to postpone the planned attacks, invest more

resources to gain updated system knowledge through topology learning (TL), and potentially

intrude into more critical parts. Consequently, a power grid may face a higher level of cyber

threats. To overcome this drawback, hidden MTD (HMTD) operation approaches were

initially presented in the transmission system72 and the distribution system91, in which

setpoints of the D-FACTS devices were delicately changed to make system measurements

unchanged after the HMTD.

Figure 5.1: Illustration of HMTD and smart attack model in the smart grid.

In the construction of an HMTD, the MTD hiddenness and detection effectiveness are

two primary objectives that are closely related and mostly conflicting. Specifically, the hid-

denness is not achievable in a system with the highest detection effectiveness, i.e., a complete

MTD system, which can detect all FDI attacks72. On the other hand, while incomplete MTD

systems have limited detection effectiveness, their incompleteness provides viability for the

MTD hiddenness. Fortunately, HMTDs can be constructed in the majority of power systems

since most systems belong to incomplete MTD systems owning to the restrictive requirements

of a complete MTD70;79. It is worth noting that some HMTDs are ineffective in detecting

FDI attacks, even though they are hidden to attackers72;86. Consequently, the main concern
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in the construction of HMTDs becomes how to maximize detection effectiveness.

D-FACTS placement in the context of MTDs has been recently studied to improve the

detecting effectiveness. In Chapter 3, we proved that the rank of the composite matrix, i.e.,

one metric on the detection effectiveness, could be determined by the D-FACTS placement

regardless of the D-FACTS setpoints. Max-rank planning algorithms were proposed in Chap-

ter 3 to achieve the maximum rank of the composite matrix using the minimum number of

D-FACTS devices. Zhang et al.88 proposed a heuristic-based D-FACTS placement algorithm

to maximize the rank of the composite matrix and cover the largest number of buses. Tian et

al.72 showed that the rank of the composite matrix in HMTD is related to D-FACTS place-

ments, but no solution was further proposed to construct an HMTD with the maximum rank

of the composite matrix. Zhang et al.86 proposed a joint HMTD algorithm by combining

D-FACTS placement with protected meters placement. More specifically, the joint algorithm

places a protected meter in each loop to achieve an HMTD with the maximum rank of the

composite matrix. They concluded that an MTD is hidden only if the reactance of branches

in a loop is modified by a unity factor. However, this is an overly strong condition for an

HMTD. In this chapter, we will show, for the first time, that HMTDs are achievable and

their detection effectiveness is guaranteed without using a unity factor or protected meters.

Towards practical applications of HMTD, the optimal planning and operation of D-

FACTS devices that ensure the MTD hiddenness and maximal detection effectiveness are

challenging yet unresolved issues. In this chapter, we aim at addressing these two intertwined

issues by establishing a systematic planning and operation approach for HMTDs. In the

planning stage, our objective is to identify a D-FACTS placement, which ensures HMTDs

can always be constructed under different load conditions and D-FACTS setpoints. During

the operation stage, our objective is to achieve the hiddenness operation condition efficiently.

Additionally, the proposed planning and operation together ought to guarantee the maximum

detection effectiveness of HMTDs and reduce the MTD operation cost.

In summary, this chapter fills the gap by answering the following research questions:

1) The hidden MTD operation condition in reference72 is difficult to be used in the

construction of HMTDs. Can we derive a novel hidden MTD operation condition that can
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be easily integrated into HMTD operation methods?

2) How can system operators guarantee the existence of HMTD in a given system? How

can MTD planning guarantee the MTD hiddenness and MTD detection effectiveness at the

same time? Are HMTDs achievable without using a unity factor or protected meters?

3) The existing DC-HMTD operation72 is based on random weight searching. What

are the drawbacks of this DC-HMTD operation? How can the proposed operation model

overcome these drawbacks? Specifically, how can the proposed operation model obtain the

D-FACTS setpoints in HMTD more efficiently and avoid the D-FACTS devices working in

the idle state?

4) How can system operators construct an HMTD in the AC model? How can AC-HMTD

operation model explore the economic benefit from D-FACTS devices?

5) Does HMTD need more generation costs compared with that in the system without

MTD, in the RMTD, and in the OPF-based MTD? Can we present a cost-benefit analysis

of HMTD in both the DC and AC models?

6) Is the proposed HMTD planning better than other planning methods regarding the

detection effectiveness and the MTD hiddenness? Does the proposed DC-HMTD operation

model outperform the existing HMTD operation method72? Is there any trade-off between

the MTD hiddenness and MTD detection effectiveness?

Question 1 is solved in Section 5.3, Question 2 is answered in Section 5.4, Questions 3,

4, and 5 are answered in Section 5.5, and the answer for Question 6 is presented in Section

5.6.

5.2 Preliminaries

5.2.1 MTD Hiddenness and Detection Effectiveness

Encrypted commands from the system operator’s control room can be securely transmitted

to the D-FACTS gateway for changing the setpoint in D-FACTS devices through DNP3,

IEC 61850, and 60870-5-104 protocol81. MTD takes advantage of D-FACTS devices to
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create uncertainties for attackers. The incremental reactance of line i–j can be periodically

modified by the D-FACTS device within |xij−x0ij| ≤ |ηx0ij|, where the upper bound η = 20%,

generally referred to as the MTD magnitude, reflects the physical capacity of D-FACTS

devices70;72;79. Consequently, the measurement matrix H used in the state estimation (SE)

becomes a time-variant matrix. If attackers construct FDI attacks based on an outdated

knowledge of H, the estimation residual in the defender’s BDD is no longer zero.

HMTD, a superior MTD, is stealthy to alert attackers who use the well-known, residual-

based BDD to detect the existence of MTD72;86;91. The key idea of HMTD is to create little

to no changes in system measurements after HMTD is applied, i.e., H0θ0 = Hθ, such that

the estimation residual in the attacker’s BDD verification remains the same after HMTD.

The defense stealthiness probability (DSP) is a widely used metric to quantify the MTD

hiddenness from the perspective of attackers, which is defined as:

DSP =
Number of MTDs hidden to attackers

Total number of MTDs

Since HMTD cannot be constructed in all power systems72, whether or not the hiddenness

of an MTD can be attained in a particular power system becomes a primary concern. A

sufficient and necessary condition for the existence of HMTD was proposed in reference72.

Let us denote the immutable part of H by H̃, consisting of the H’s rows corresponding to

all non-D-FACTS lines. An HMTD exists if and only if r(H̃) < r(H)72. This condition is

beneficial for checking the existence of HMTD when the locations and setpoints of D-FACTS

devices are all given. Nevertheless, this condition provides no guidance on how to optimally

place and operate D-FACTS devices in a particular system. This chapter bridges this gap by

deriving the existence requirements of HMTD for the D-FACTS placement and operation.

Once the existence of HMTDs is guaranteed, the detection effectiveness of HMTDs be-

comes a prominent concern. The rank of the composite matrix M = [H0 H] is a good

metric to quantify the MTD detection effectiveness79. The HMTD with the maximum rank

of the composite matrix, which is referred to as a max-rank MTD, is desirable. Besides, the

attack detection probability (ADP), another widely utilized metric to measure the detection

91



effectiveness of an MTD, is defined as:

ADP =
Number of FDIs detected by the MTD

Total number of FDIs

A max-rank MTD with both high ADP and high DSP is a more desired MTD. An MTD

with high ADP and low DSP is good at detecting FDI attacks but can be easily detected

by alert attackers. An MTD with low ADP is least desirable as detection capability is the

primary concern of an MTD.

5.2.2 Max-rank MTD Planning Algorithms

The power system topology can be treated as an edge-weighted graph with buses as nodes

and lines as edges. The rank of the composite matrix of an MTD is determined by the MTD

planning70. We summarize below the relation between the MTD planning and the rank of

the composite matrix. Suppose all D-FACTS devices work in non-idle (compensating) states

and GDF is loopless, the rank of the composite matrix in MTDs is determined by the number

of loops in GDF as follows:

r(M) = p− lpDF (5.1)

where lpDF is the number of loops in GDF . Note that equation (5.1) does not hold if there

exists any loop in GDF and each loop in GDF decreases r(M) by one. Thus, an MTD

is a max-rank MTD if the MTD planning ensures either GDF or GDF is loopless70. It is

worth mentioning that neither the number of connected components in GDF nor that in

GDF influence the rank of the composite matrix. In this chapter, we utilize the connected

components to construct HMTDs and apply the relationship (5.1) to achieve a max-rank

MTD.
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5.3 Novel HMTD Operation Condition

In DC-SE, the objective of HMTD is to remain all measurements on active power flow and

active power injection unchanged after the setpoint changes of D-FACTS devices. After the

control signal is sent to D-FACTS devices from the control room, the line reactance can be

changed within seconds. During the activation of the MTD, the change in nodal active power

injection measurements is minute. Thus, it is reasonable to assume that the system loads

are constant during the activation of the MTD for analysis. This assumption was also made

in other HMTD analyses72;86. In cases that this assumption does not hold, the influence of

variant loads on the hiddenness of the proposed HMTD will be evaluated in the subsequent

case studies of this chapter. We focus on the power flow measurements in the HMTD model

to facilitate the analysis.

Suppose power flow measurements are arranged in the following order, i.e., z = [ zT z̃T ]T ,

where z and z̃ are power flow measurements of the D-FACTS lines and non-D-FACTS lines,

respectively. Accordingly, the measurement matrices before and after the HMTD in the DC

model are expressed as H0 =

 H0

H̃

 and H =

 H

H̃

, where H0 and H are the submatri-

ces of the measurement matrix and represent power flow measurements of the D-FACTS lines

before and after the HMTD, respectively; and H̃ corresponds to power flow measurements

of non-D-FACTS lines. Thus, the power flow measurements before and after the HMTD are

z0 =

 H0

H̃

 θ0 + e and z =

 H

H̃

 (θ0 + ∆θ) + e, respectively, where ∆θ is the incremental

voltage angle introduced by the HMTD. Since all measurements remain unchanged after the

HMTD, i.e., z0 = z, we can derive the hiddenness condition in the noiseless condition as

follows:

H0θ0 = H(θ0 + ∆θ) (5.2)

H̃∆θ = 0 (5.3)

As H̃ is a fixed matrix, equation (5.3) indicates that ∆θ determined by the system operator

(defender) must belong to the null space of H̃:
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∆θ = UW (5.4)

where U = [u1, u2, ..., us] ∈ Rp1×s is the matrix of kernel bases of H̃; W = [w1, w2, ..., ws]
T ∈

Rs×1 is the weight determined by the system operator; and s is the dimension of kernel

bases. In addition, D-FACTS setpoints ought to be delicately chosen to make H satisfying

equation (5.2). The hiddenness condition demonstrates that the D-FACTS setpoints are

closely related to incremental voltage angle.

5.4 HMTD Planning Algorithm

5.4.1 Requirements of MTD Planning for HMTD

We utilize the topology analysis to derive a sufficient condition for D-FACTS placement to

achieve the MTD hiddenness. The decomposition of H in reference79 can be applied on H

and H̃, respectively, as follows:

H = D1 ·X1 ·AT
1 (5.5)

H̃ = D2 ·X2 ·AT
2 (5.6)

where X1 ∈ Rp1×p1 and X2 ∈ Rp2×p2 are the diagonal reactance matrix of the D-FACTS lines

and non-D-FACTS lines, respectively; A1 ∈ Rn−1 ×p1 and A2 ∈ Rn−1 ×p2 are the reduced

bus-branch incidence matrix of GDF and GDF , respectively, in which the row of the slack bus

is removed; In a power flow fully measured power system, D1 and D2 are of full column rank

since D1 = [I1 −I
1
]
T

and D2 = [I2 −I
2
]
T

, where I1 ∈ Rp1×p1 and I2 ∈ Rp2×p2 are identity

matrices. Note that if the system is not power flow fully measured, the decomposition in

equations (5.5) and (5.6) become H = C1 ·D1 ·X1 ·AT
1 and H̃ = C2 ·D2 ·X2 ·AT

2 , where C1

and C2 are meter selection matrices defined in reference79. As long as C1 ·D1 and C2 ·D2

are of full column rank, the conclusions in a fully measured system can be extended to a

partially measured system. More specifically, C1 ·D1 with a full column rank indicates the

power flow of each D-FACTS line is at least measured either at the from-bus or the to-bus.

The same requirements apply for non-D-FACTS lines to achieve the full column rank of
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C2 ·D2.

A sufficient condition for the existence of HMTD is given by the following lemma from the

perspective of D-FACTS placement.

Lemma 5.4.1. an HMTD exists if no D-FACTS devices work in the idle state and GDF is

a disconnected graph, i.e., tDF > 1.

Proof : Since D2 and X2 are of full column rank, the rank of H̃ equals to r(A2), i.e.,

r(H̃) = r(A2). According to graph theory, the rank of incidence matrix A in a planar graph

with n nodes and t components is n− t, i.e., r(A) = n− t95. Thus, in GDF , the following

equation holds:

r(H̃) = rank(D2 ·X2 ·AT
2 ) = rank(AT

2 ) = n− tDF (5.7)

Suppose GDF is a disconnected graph, i.e., tDF > 1, r(H̃) < n− 1 holds. Thus, r(H̃) <

r(H) = n− 1 holds. Thus, an HMTD exists according to the sufficient and necessary condi-

tion of HMTD mentioned in Section 5.2.1. �

As mentioned earlier, not all HMTDs are effective in detecting FDI attacks. The hid-

denness and the detection effectiveness must be simultaneously considered in the D-FACTS

placement. To ensure the detection effectiveness, HMTDs constructed on a D-FACTS place-

ment ought to have the maximum rank of the composite matrix. Here, we propose Lemma

5.4.2 to present the requirements of D-FACTS placement for constructing max-rank HMTDs.

Lemma 5.4.2. a max-rank HMTD exists if the following conditions are satisfied: 1) all D-

FACTS devices work in the non-idle states; 2) GDF is loopless; and 3) GDF is a disconnected

loopless graph.

Proof : According to equation (5.1), if both GDF and GDF are loopless, any MTD under this

topology is a max-rank MTD, i.e., r(M) = p70. According to Lemma 5.4.1, ifGDF is a discon-

nected and loopless graph, an HMTD exists. Therefore, a max-rank HMTD exists in the D-

FACTS placement. �

In addition to maximizing the rank of the composite matrix, it is important to cover all
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necessary buses using D-FACTS lines concluded in Section 3.3. If a bus is not in any loop,

an FDI attack on this bus is undetectable regardless of D-FACTS placement and setpoints86.

Thus, there is no need to cover these buses, whereas the other buses need to be covered.

As no D-FACTS devices work in the idle state is the prerequisite of Lemma 5.4.2, it is

necessary to consider this MTD operation requirement during the MTD planning. According

to the hiddenness condition (5.2), setpoints of D-FACTS devices are closely related to the

nodal incremental voltage angle in HMTD. Understanding how voltage angles change is the

key to constructed HMTD. Here, we propose Lemma 5.4.3 to demonstrate how the nodal

incremental voltage angle is related to the MTD planning.

Lemma 5.4.3. In an HMTD, all buses in a connected component in GDF must have the

same nodal incremental voltage angle.

Proof : Assume Bus i and Bus j are two neighbor nodes in the same connected component in

GDF , and their voltage angle before the HMTD is θi and θj, respectively. Before the HMTD,

the power flow on branch i-j is p0ij = (θi−θj)/xij, where xij is the reactance of branch i-j. Note

that xij cannot be modified by the D-FACTS device, as branch i-j is a non-D-FACTS line.

Assume Buses i and j have different incremental voltage angles after the HMTD, i.e., ∆θi

and ∆θj (∆θi 6= ∆θj). The power flow on branch i-j becomes pij = (θi + ∆θi− θj−∆θj)/xij

after the HMTD. It is obvious that p0ij 6= pij, which conflicts with the fact that power flow

remains the same before and after the HMTD. Therefore, any pair of neighbor nodes in GDF

has the same nodal incremental voltage angle in an HMTD. It infers all nodes in the same

connected component have the same nodal incremental voltage angle in the HMTD. �

We can further explain the HMTD operation characteristics by combining Lemma 5.4.3

and equation (5.4). The i th kernel base in equation (5.4), i.e., i th column in U, identifies all

buses in the i th connected component in GDF . Weight wi in equation (5.4) indicates that

all buses in the i th connected component have the same incremental voltage angle, which

is equal towi. For example, in Figure 5.2(a), Buses 1 and 6 are in the same connected

component in the GDF , and they need to have the same incremental voltage angle in an

HMTD. Let an isolated node refers to a bus whose branches are all D-FACTS lines. For
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each isolated node in GDF , it has its own kernel base and weight. For example, in Figure

5.2(a), Buses 2 and 5 are two isolated nodes in the GDF .

We further propose Corollaries 5.4.1 and 5.4.2 to identify two special cases in which

D-FACTS devices must work in the idle state.

Corollary 5.4.1. In an HMTD, if a D-FACTS line’s two nodes belong to the same connected

component in GDF , the D-FACTS device associated with this line must work in the idle state.

Corollary 5.4.2. In an HMTD, if a D-FACTS line’s two nodes are two isolated nodes in

GDF and have the same incremental nodal voltage angle, i.e., wi = wj, the D-FACTS device

associated with this line must work in the idle state.

Note that Corollary 5.4.1 is in the context of the HMTD planning, whereas Corollary 5.4.2

is on the HMTD operation. Based on the above theoretical foundations, the requirements of

MTD planning to construct a max-rank HMTD covering all necessary buses is summarized

as follows: 1) GDF is a disconnected and loopless graph; 2) GDF is a loopless graph, and

its links should cover all buses except for the buses not in any loops; and 3) no D-FACTS

devices should work in the idle state. In the following subsection, we will design D-FACTS

placement rules and an algorithm to achieve these requirements.

5.4.2 Hidden MTD Planning Algorithm

We design the following D-FACTS placement rules in each loop of power system topology.

Rule 1 is proposed for two purposes. Firstly, it can effectively prevent D-FACTS devices from

working in the idle state identified in Corollary 5.4.1. In a loop (with more than two links),

if two end-nodes of a D-FACTS line belong to the same connected component in GDF , there

must be at least two successive non-D-FACTS lines in the loop, which is forbidden according

to Rule 1. Secondly, it makes D-FACTS lines to cover all nodes in the loop. Since the degree

of each node in the loop is no less than two, any end-node of a non-D-FACTS line has to

connect to another D-FACTS line due to Rule 1. By extending Rule 1 from a single loop to

all loops in the entire system, all buses in all loops of the system are covered by D-FACTS
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lines.

Rule 1. In each loop of system topology, two or more than two successive non-D-FACTS

lines are not allowed.

Further, we design Rule 2 to avoid the appearance of idle D-FACTS devices identified

in Corollary 5.4.2. This is because that if three or more than three successive D-FACTS

lines may generate two or more isolated nodes in GDF . As two successive D-FACTS lines

generate no more than one isolated node in GDF , the scenario described in Corollary 5.4.2

is excluded in the MTD planning.

Rule 2. In each loop of the system, more than two successive D-FACTS lines are not

allowed.

Note that Rules 1 and 2 propose requirements on the topology of non-D-FACTS and D-

FACTS lines in each loop, respectively. Thus, they provide essential guidance on the MTD

planning. We take a loop with six transmission lines as an example. Figure 5.2 demonstrates

all five feasible solutions subject to Rules 1 and 2. It is seen that all these solutions effectively

cover all buses in the loop and avoid idle D-FACTS devices identified in Corollaries 5.4.1

and 5.4.2.

Based on these two rules, we propose a depth-first-search (DFS)-enabled, hidden MTD

planning algorithm, which is illustrated in Algorithms 4 and 5. Since the existence of HMTD

directly relies on the topology of GDF as demonstrated in Lemma 5.4.1, here we focus on

finding the location of non-D-FACTS lines. In Algorithm 4, we initialize all lines as D-FACTS

lines by using the system graph G as GDF and utilize the DFS algorithm to place non-D-

FACTS lines. Note that we use set EDF and ENDF to store the D-FACTS and non-D-FACTS

lines determined by DFS, respectively.

The proposed DFS algorithm (Algorithm 5) traverses all loops in the order of a stack

(first-in, last-out) based on recursion. In each iteration, we first check whether the following

stopping criteria are simultaneously met: 1) GDF is are loopless; 2) GDF is a loopless and

disconnected graph, and 3) the placement satisfies Rules 1 and 2. If they are satisfied, the

98



Figure 5.2: An illustration of D-FACTS placement solution in HMTD.

algorithm returns the D-FACTS placement solution and stops searching. Otherwise, the

algorithm continues to deal with the next loop in GDF , where the D-FACTS lines already

placed are identified. Then, all solutions in the loop subject to Rules 1 and 2 are found and

saved in a set called solutionsInSingleLoop. For each of the stored solutions, we make the

recursive call to search in the next loop by updating the latest D-FACTS and non-D-FACTS

lines in the system. Algorithm 4 stops after finding a feasible solution or traversing all loops.

Algorithm 4: Hidden MTD Planning Algorithm

Input: The edge-weighted graph G(V, E ) of a power grid topology
Output: Results: set of non-D-FACTS line placement solution

1: Initialization: Suppose all lines are D-FACTS lines, i.e., GDF= G. EDF = ∅
ENDF = ∅, Global variable Results = ∅

2: dfs(GDF , EDF , ENDF , V )
3: return Results

When a system operator has a constrained budget for D-FACTS devices, the number

of D-FACTS devices can be reduced by removing D-FACTS devices from the hidden MTD

planning solution until the budget is met. Additionally, if D-FACTS devices are also used

to minimize the power losses in the system operation, D-FACTS devices on lines with lower

power loss to impedance sensitivity (PLIS) are suggested to be removed. However, one must

take into consideration the impact of removing D-FACTS devices on the MTD hiddenness
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Algorithm 5: Depth-First Search (DFS)

Input: D-FACTS graph GDF , set of placed D-FACTS line EDF , set of placed
non-D-FACTS line ENDF , System buses V
1: dfs(GDF , EDF , ENDF , V )
2: Generate a non-D-FACTS graph GNDF composed of ENDF and V
3: if (GDF has no loops and GNDF is a disconnected graph without loops && placement

subjects to Rules 1 and 2)
4: Add ENDF to Results
5: return
6: end if
7: Select a loop in GDF and add all lines in the loop to a set, denoted by Ei

8: EDF0 = Ei ∩ EDF // DF lines already placed in the loop
9: Find all feasible solutions in the loop subject to Rules 1 and 2, and save in

solutionsInSingleLoop
10: if (PlaceSet == ∅)
11: return
12: end if
13: for each feasible placement solution in solutionsInSingleLoop
14: ∆EDF = DF lines in placement−EDF0 // new DF lines placed
15: ∆ENDF =NDF lines in placement // new NDF lines placed
16: GDF1 = GDF , and update GDF1 by removing new NDF lines ∆ENDF

17: dfs(GDF1, EDF + ∆EDF , ENDF + ∆ENDF , V )
18: end for
19: end dfs

and detection effectiveness. Hiddenness can still exist after removing D-FACTS devices

as long as tDF > 1 according to Lemma 5.4.1. This is because the removal of D-FACTS

devices, equivalent to adding links to GDF , doesn’t necessarily reduce tDF to one. However,

the MTD planning ought to simultaneously guarantee the max rank of the composite matrix

and cover all buses in loops to achieve the maximal detection effectiveness. Removing D-

FACTS devices can result in uncovered buses and forming loops in GDF . Consequently, the

rank of the composite matrix will decrease by the number of loops in GDF and MTD cannot

detect FDI attacks on uncovered buses.

The differences between the proposed hidden MTD planning and the max-rank planning

established in Chapter 3 are summarized into the following two aspects. From the aspect of

hiddenness, the proposed hidden MTD planning requires the number of connected compo-

nents in a non-D-FACTS graph to be greater than one to guarantee the existence of HMTD,
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whereas the max-rank planning has no such requirement. From the aspect of detection ca-

pability, both MTD planning methods ensure the max-rank MTDs. The max-rank planning

focuses on using the minimum number of D-FACTS devices such that certain buses may

thus be uncovered. In contrast, the proposed hidden MTD planning in this chapter places

D-FACTS lines and non-D-FACTS lines alternately in each loop such that all buses in loops

are covered, contributing to much improved detection effectiveness.

In summary, the proposed hidden MTD planning algorithm ensures 1) the maximum

rank of the composite matrix; 2) the coverage of all necessary buses; and 3) the existence of

the HMTD. To further achieve the HMTD with maximal detection effectiveness, we propose

an HMTD operation model to determine setpoints of D-FACTS devices in the following

subsections.

5.5 HMTD Operation Model

5.5.1 DC-HMTD Operation Model

The non-idle setpoints of D-FACTS devices ought to be delicately chosen in the HMTD

operation. We propose a non-convex, nonlinear, optimization-based DC-HMTD operation

model in (5.8), which maximizes the susceptance changes of D-FACTS lines and utilizes the

hiddenness condition as constraints.

max
b,W
‖b− b0‖2 (5.8)

s.t. H0θ̂0 = H(b)(θ̂0 + ∆θ) (5.8a)

∆θ = UW (5.8b)

bmin
0 ≤ b ≤ bmax

0 (5.8c)

where b is the susceptance of each D-FACTS line, which is the reciprocal of reactance x;

bmin
0 and bmax

0 are the vector of lower and upper bound of susceptance for D-FACTS lines
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due to the physical capacity of D-FACTS devices; W = [w1, w2, ..., ws]
T ∈ Rs×1 is the vector

of voltage angle incremental in each connected component of GDF . Note that we replace θ0

in (5.2) with estimated nodal voltage angle θ̂0 in SE as θ0 is unknown to system operators.

Constraint (5.8a) aims to remain measurements of non-D-FACTS lines unchanged in HMTD.

As measurements contain noises, we use the estimated measurements H0θ̂0 instead to reduce

the impact of noise. If significant measurement errors occur, BDD can detect and identify

the erroneous measurements before running the proposed HMTD operation model.

The proposed model can be seamlessly integrated into the existing energy management

system (EMS) in the system control room. Specifically, after determining the optimal genera-

tion and power flow using DC optimal power flow (OPF), the system operator can calculate

the setpoints of the D-FACTS devices by solving model (5.8), and then send the calcu-

lated setpoints to the field devices for implementation. Note that while model (5.8) retains

the power flow unchanged, it maximizes the susceptance changes for two purposes: 1) fur-

ther deviating D-FACTS devices from their idle states; and 2) allowing sufficient changes

to accommodate measurement noises. The proposed method is more robust and efficient in

calculating the setpoints of D-FACTS devices due to its optimization-based model, compared

with the random-weight-based HMTD method72, referred to as RW-HMTD hereafter.

5.5.2 AC-HMTD Operation Model

In the construction of an AC-HMTD, a set of system measurements before HMTD is needed

as a reference. This reference operating point is usually obtained by running ACOPF before

HMTD, where the system operation cost and/or system losses are minimized. In a trans-

mission system, it is reasonable to assume the voltage magnitude of each bus and the active

power flow of each transmission line are measured in AC-SE72. An AC-HMTD operation

model needs to reduce the measurement changes as much as possible to achieve MTD hidden-

ness. Additionally, this model ought to consider the economic benefits of D-FACTS devices

in the power system operation96. Therefore, we propose an ACOPF-based HMTD operation

model in (5.9), in which the reactance of each D-FACTS line is introduced as a decision
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variable in the traditional ACOPF. The proposed model minimizes a weighted sum of 1) the

generation cost; 2) the negative of reactance changes, which is consistent with the proposed

DC-HMTD model; and 3) the normalized difference in active power measurements before

and after HMTD by relaxing the AC counterpart of the DC hiddenness equality constraint

(5.8a).

min
Y

λ0cost(Y)+λ1distP (Y)− λ2distX(x) (5.9)

s.t. cost(Y) =

ng∑
i=1

f i(pig) (5.9a)

distP (Y) =

nl∑
i=1

(P f
i − P

f
i,0)

2/P f
i,0

2 (5.9b)

distX(x) =
∑
i∈EDF

(xi − x0i )2 (5.9c)

gP (θ,V,Pg,x) = 0 (5.9d)

gQ(θ,V,Pg,x) = 0 (5.9e)

hf (θ,V,x) ≤ 0 (5.9f)

ht(θ,V,x) ≤ 0 (5.9g)

θref ≤ θi ≤ θref , i = 1 (5.9h)

vmin
i ≤ vi ≤ vmax

i , i = 1, ...., nb (5.9i)

pmin
i ≤ pi ≤ pmax

i , i = 1, ...., ng (5.9j)

qmin
i ≤ qi ≤ qmax

i , i = 1, ...., ng (5.9k)

|xi − x0i | ≤ ηx0i , i ∈ EDF (5.9l)

In (5.9), Y = [θ V Pg Qg x] are decision variables corresponding to voltage angle,

voltage magnitude, generator active generation, generator reactive generation, and the re-
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actance of D-FACTS lines, respectively; cost(Y) is the system generation cost; distP(Y)

is the squared Euclidean distance between the normalized active power flow measurements

before and after HMTD; distX (x) is the squared Euclidean distance between the reactance

before and after HMTD; λ0, λ1 and λ2 are finely tuned weight parameters. In (5.9), active

power flows and voltage magnitudes with subscript 0 are the measurements before HMTD;

EDF is the index set of D-FACTS lines; x0i is the original reactance of i -th transmission line

equipped with a D-FACTS device before HMTD; nb, nl, and ng are the number of buses,

lines, and generators, respectively. Constraints (5.9d) and (5.9e) are nonlinear equality con-

straints of the nodal active and reactive power balance, respectively. Constraints (5.9f)

and (5.9g) are nonlinear inequality of line power flow limits corresponding to lines starting

from from-end and to-end, respectively. Constraints (5.9h) and (5.9i) are voltage angle and

magnitude constraints. Constraints (5.9j) and (5.9k) are generator constraints. In (5.9l),

η in % reflects the physical capacity of D-FACTS devices and η = 20% is generally used

in MTD70;72;79;84;86–88;91. In (5.9i), the per unit voltage magnitude boundary of Bus i is set

as vmax
i = min{(1 + τ)vi,0, 1.05} and vmin

i = max{(1 − τ)vi,0, 0.95}, where τ is the voltage

perturbation magnitude. Note that a small τ (τ<0.5%) is suggested to ensure the voltage

stability and MTD hiddenness. We solve the proposed AC-HMTD operation model (5.9)

by using a modified MATLAB Interior Point Solver based on our prior work71. We high-

light that the proposed AC-HMTD model can be easily integrated into the existing ACOPF

function in EMS. It simultaneously dispatches the optimal power generations and D-FACTS

setpoints.

It is worth mentioning that this chapter focuses on constructing HMTD with maximal

detection effectiveness in transmission systems traditionally equipped with the supervisory

control and data acquisition (SCADA) measurements. If phasor measurement unit (PMU)

devices are installed at certain buses in the transmission system, one can add specific con-

straints in the proposed DC-HMTD operation model (5.8) and introduce extra terms in the

objective function of the proposed AC-HMTD model (5.9). For example, in the DC-HMTD

operation model (5.8), we can set the elements in W corresponding to the buses equipped

with PMU devices to zero such that the voltage angle of buses equipped with PMU devices
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remains unchanged after HMTD. In the AC-HMTD operation model (5.9), an additional

term regarding the difference of PMU measurements before and after HMTD can be added

into the objective function. However, this is beyond the scope of this work and will be

investigated in our future work.

5.5.3 Cost-benefit Analysis of DC- and AC-HMTD Model

We conduct qualitative cost-benefit analyses of HMTD in both the DC and AC models.

We compare the system generation cost in the following four cases, as summarized in Table

5.1. Case 0 is the base case, where the traditional OPF is conducted without MTD. Case 1

and Case 2 are the HMTD and RMTD, respectively. Case 3 is the OPF-based MTD71, in

which only generation cost is minimized while the hiddenness is not considered. The rela-

tionship among C0, C1, and C2 has been discussed in72. In the DC model, the relationship is

C0=C1≤C2 in a no-congestion condition and C0=C1≥≤C2 in a transmission congestion con-

dition72. In the AC model, the relationship is C1≤C0≥≤C2
72. Here, we focus on discussing

the relationship between C1 and C3.

Table 5.1: Generation costs in OPF and different MTD methods
C0 Generation costs in OPF without MTD
C1 Generation costs in HMTD
C2 Generation costs in RMTD
C3 Generation costs in OPF-based MTD

Compared with HMTD, the OPF-based MTD can dispatch the line reactance through

D-FACTS devices to relieve line congestion within the physical operation range of D-FACTS

devices. If the congestion is relieved, generation cost will decrease, i.e., C3≤C0. If the

congestion is not relieved at all or there is no congestion in the system, the generation

cost in the OPF-based MTD is the same as that in OPF, i.e., C3=C0. In summary, we have

C3=C0=C1≤C2 in a no-congestion condition and C3≤C0=C1≥≤C2 in a congestion condition

in the DC model.

Since the constraints in the AC-HMTD operation model (5.9) are a subset of the con-
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straints in the OPF-based MTD71, the optimal solution obtained from AC-HMTD must

be a feasible (but may not be the optimal) solution of the OPF-based MTD, i.e., C3≤C1.

Therefore, we have C3≤C1≤C0≥≤C2 in the AC model.

The qualitative cost-benefit analysis in both the DC and AC models above shows that

HMTD will not increase generation costs as opposed to RMTD, but it may lead to a higher

generation cost than that in the OPF-based MTD. As a result, HMTD accomplishes the

MTD hiddenness by compromising the maximum economic benefits that D-FACTS devices

could potentially achieve, representing a trade-off between the system economic and cyber-

secure operations.

5.6 Experiment Results

We perform the proposed MTD planning and operation approach in the IEEE 14-bus system

and the IEEE 57-bus system101. We use the former to show the hidden MTD planning

solution and the latter to evaluate both the hiddenness and detection effectiveness as opposed

to other existing methods. In either system, we take a customary approach where multiple

lines sharing the same from-bus and to-bus are merged as a single line. The hidden MTD

planning algorithm is implemented using the Java programming language. We solve the

HMTD operation model using fmincon function of MATLAB. In a noisy condition, the

measurement noise is assumed to be Gaussian distributed with zero mean and the standard

deviation as 1% of the actual measurement. The threshold of BDD used by attackers and

defenders is set to have a 1% false-positive rate. The algorithms are performed on a laptop

with Intel Core i5 processor CPU 2.70 GHz dual-core with 8 GB RAM.

5.6.1 HMTD Planning Solution

The hidden MTD planning solution for the IEEE 14-bus system obtained by using Algorithms

4 and 5 is shown in Figure 5.3. It is seen that both GDF (the red graph) and GDF (the black

graph) are loopless, indicating the HMTD under this MTD planning solution is a max-rank
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MTD. In addition, GDF is a disconnected graph, which ensures the existence of HMTD. The

D-FACTS and non-D-FACTS lines in each loop satisfy Rules 1 and 2, which prevents the

D-FACTS devices from working idly. Furthermore, D-FACTS lines cover all buses except

for Bus 8, which is not in any loop.

Figure 5.3: Hidden MTD planning of the IEEE 14-bus system.

In the IEEE 57-bus system, the proposed algorithms place D-FACTS devices on 47 lines,

i.e., 60% of the transmission lines in this system, which are indexed by LDF={2, 3, 4, 6, 9,

10, 11, 12, 13, 14, 15, 17, 19, 21, 22, 26, 29, 31, 32, 33, 35, 37, 39, 40, 43, 45, 46, 48, 50, 51,

52, 54, 57, 58, 59, 60, 63, 64, 67, 69, 71, 74, 75, 77, 78, 79, 80}.

5.6.2 DC-HMTD Operation Solution

In this subsection, based on the hidden MTD planning in the IEEE 57-bus system, we

compare the HMTD operation model with the simplest MTD operation method, i.e., RMTD,

in terms of the hiddenness and the detection effectiveness. We assume the attackers have

the knowledge about the original line parameters and have read and write access to all

measurements. In addition, the SE and BDD are used by attackers to detect if an MTD is

in place.

We adopt a 24-hour load profile, which can be found at http://motor.ece.iit.edu/data.

Under each load, we constructed 100 HMTDs and 100 RMTDs, respectively. For each MTD,
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we assume the attacker launch BDD 100 times. Then, the DSP of each MTD is calculated

and their mean value is treated as the DSP under that given load.

Regarding DC-FDI attacks a = H0∆θa, we generate 560 attack vectors, i.e., ∆θa with a

single attack target bus, i.e., ||∆θa||0 = 1 as an attack pool. More specifically, we generate

ten attack vectors for each bus in the IEEE 57-bus system (except for the reference bus),

where the manipulated incremental voltage angle on the bus is uniformly distributed between

(0.2, 0.4). For each MTD under each load, these 560 attacks, i.e., a = H0∆θa, are injected

into the real measurement vector. Then, SE and BDD launched by system operators are

used to detect the attacks. Similar to DSP, the ADP of each MTD is calculated, and their

mean value is treated as the ADP under that given load.

Figure 5.4: ADP and DSP of HMTD and RMTD under different MTD magnitudes.

Figure 5.4 demonstrates the ADP and the DSP of HMTDs and RMTDs versus different

MTD magnitudes. Each node in Figure 5.4 represents the corresponding ADP and DSP

under one load condition. It is seen that the HMTD operation method is always hidden

to attackers regardless of MTD magnitudes, while a larger MTD magnitude contributes to

an improved DSP of the HMTD. With the same MTD magnitude, the HMTD outperforms

RMTD in terms of detection effectiveness since the proposed HMTD operation model max-

imizes the susceptance changes to introduce more uncertainties for attackers. Additionally,
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when the MTD magnitude is small, the RMTD has very limited detection effectiveness, but

it is hidden to attackers. This is because the susceptance changes introduced by the RMTD

are too small to cause any change in power flow measurements. In RMTD, its DSP decreases

while its ADP increases with an increase in the MTD magnitude.

We evaluate the influence of variant loads on the hiddenness of the proposed HMTDs

through simulations. Suppose the system operator launches MTDs every T time period

and setpoints of D-FACTS devices only change at the beginning of each time period by the

proposed HMTD operation model, while the load of each bus can vary during this time

period. Thus, we test the hiddenness of the proposed HMTD method under different levels

of load changes in the IEEE 57-bus system. First, we assume the load of each bus randomly

varies in the following range, i.e., d ∈ [(1 − λ)d0, (1 + λ)d0], where λ is the load changing

magnitude and d0 is the load used to construct HMTDs. In the attackers’ point of view, an

average DSP of 100 HMTDs is calculated when the system loads keep changing under the

given load magnitude.

The impact of variant loads on the hiddenness of the proposed HMTD method under

different levels of noise standard deviation σ is shown in Figure 5.5. It is seen that the DSP

decreases as the load magnitude increases. This is because the load changes result in power

flow changes that deteriorate the hiddenness condition. In Figure 5.5, a higher noise level

mitigates the negative impact of variant load on the hiddenness, leading to a higher DSP.

This can be explained by investigating the attacker’s BDD. Specifically, a higher noise level

makes the attacker’s BDD tolerate higher deviations between the measured and estimated

power flows.

5.6.3 AC-HMTD Operation Solution

In this subsection, we compare the proposed AC-HMTD operation model with the traditional

ACOPF model based on the proposed hidden MTD planning in the IEEE 14-bus system

in terms of the generation cost, DSP and ADP. First, the traditional ACOPF is conducted

in the IEEE 14-bus system, denoted as Case 0 (i.e., a no-MTD case), and its resultant
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Figure 5.5: The impact of variant loads on the hiddenness of proposed HMTD.

measurements are adopted as the reference before HMTD. In Case 1, only the generation

cost is minimized without considering the hiddenness or reactance changes. Accordingly, let

λ1 and λ2 be zeros, and the lower and upper bounds on the voltage magnitude in constraint

(5.9i) be 0.95 and 1.05, respectively. In Cases 2, 3, and 4, we apply the proposed HMTD

operation approach with a decreasing value of λ0 in model (5.9) to show the impact of λ0 on

the hiddenness.

A comparison of these five cases is summarized in Table 5.2. Here, we choose the system

without MTD (Case 0) as a baseline. We calculate the generation cost savings accrued by

a MTD as MTD savings, and compare this to the generation cost in the baseline. In Table

5.2, the average reactance changes in percentage (RCP) in the proposed HMTDs are more

than 10%, which ensures the attack detection capability of HMTDs. It is observed that

the proposed HMTD operation approach creates MTD savings compared to the baseline

generation cost. Table 5.2 exhibits a trade-off between the MTD savings and its hiddenness.

As seen in Table 5.2, the MTD without considering the hiddenness in Case 1 has the highest

MTD savings. When DSP increases to 90% in Case 4, its MTD savings decreases to $7.57.

We further demonstrate the trade-off in Figure 5.6, where λ0 varies from 10−6 to 10−4. With

a decreasing λ0, the hiddenness of MTD increases but the MTD savings decreases. The
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simulation results in Table 5.2 and Figure 5.6 verify the cost-benefit analysis of HMTD in

Section 5.5.3.

We further evaluate the detection effectiveness of the proposed AC-HMTD operation

model in the IEEE 14-bus system. We construct 130 single-bus AC-FDI attacks, in which

each bus is attacked ten times except for the reference bus. Each attack is launched on each

of MTDs outlined in Table 5.2. The ADP of each MTD is calculated as shown in the last

column of Table 5.2. As the node degree of Bus 8 is one, attacks on Bus 8 are undetectable

due to a limitation of MTD87. Thus, the largest ADP in the IEEE 14-bus system is 92.3%.

The ADP of HMTDs in Cases 3 and 4 is lower than 92.3% since the reactance change of

Line 4-7 is low under the given load. The attack detection performance of the AC-HMTD

is consistent with that in the DC model.

Table 5.2: The performance of AC-HMTD operation
Case λ0 λ1 λ2 Cost ($) MTD

Savings
($)

DSP
(%)

RCP
(%)

ADP
(%)

Case 0 1 N/A N/A 8131.52 0 N/A 0 N/A
Case 1 1 0 0 8115.69 15.83 0 18.0 92.3
Case 2 1e-4 0.01 0.05 8119.36 12.16 1.0 11.0 92.3
Case 3 1e-5 0.01 0.05 8122.67 8.85 83.0 12.2 83.1
Case 4 1e-6 0.01 0.05 8123.95 7.57 90.0 12.2 85.4

5.6.4 Comparison between Proposed and Existing DC-HMTD Op-

erations

In this section, we compare the proposed HMTD operating method (5.8) with RW-HMTD72

under the proposed MTD planning in both the IEEE 14-bus and 57-bus systems.

In the RW-HMTD, a weight searching range must be initialized to find a feasible solution.

However, strategies of searching range initialization are not provided in reference72. In

this case, we design two simple strategies, i.e., a direct searching and an indirect searching

strategy. The direct searching method sets the searching boundary using searching radius
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Figure 5.6: The trade-off between MTD savings and MTD hiddenness under different λ0.

γ, i.e., w ∈ [−γ, γ]. The indirect searching method takes the solution w0 from (5.8) as the

center and then specifies the searching radius using a factor β, i.e., w ∈ [(1−β)w0, (1+β)w0].

Note that 4 weights and 25 weights need to be determined by HMTD in IEEE 14-bus and

57-bus systems, respectively. In RW-HMTD, we apply the direct searching method in the

IEEE 14-bus system and the indirect searching method in the IEEE 57-bus system. This

is because the direct searching method fails to find feasible solutions in the IEEE 57-bus

system in a reasonable amount of time. We have to take advantage of the results in our

proposed method and narrow down the searching range using the indirect searching method.

The performance of the proposed HMTD operation is summarized in Table 5.3. It is

observed that the reactance changes more than 14% compared with the original line reactance

in both systems. The CPU time of the proposed HMTD operation is less than 1.1 seconds

in both systems.

Table 5.3: Performance of the proposed HMTD operation
System RCP (%) CPU Time (s)

14-bus System 14.50 0.31
57-bus System 14.71 1.06

The performance of the RW-HMTD in the 14-bus and 57-bus systems is summarized in
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Tables 5.4 and 5.5, respectively. We obtain five feasible solutions in each searching range and

then calculate the minimum, maximum, and mean of the reactance changes in percentage

(RCP) as well as the CPU time. It is observed that the CPU time dramatically increases as

the searching radius increases, especially in the IEEE 57-bus system. The RCP can be as

low as 3.16% in the IEEE 14-bus system. In the IEEE 57-bus system, the RCP decreases

accordingly when the searching radius increases. This is because the RW-HMTD solutions

obtained within a larger searching range may deviate further from the optimal solution (i.e.,

the largest RCP point) provided by our proposed model (5.8).

Table 5.4: Performance of RW-HMTD using direct searching in the IEEE 14-bus system
Searching RCP (%) CPU Time (s)

range min max mean min max mean
[-0.01,0.01] 3.16 12.10 7.35 0.001 0.021 0.007
[-0.05,0.05] 6.48 8.70 7.76 0.002 0.506 0.200
[-0.10,0.10] 3.54 11.00 7.69 0.868 3.901 1.950
[-0.15,0.15] 5.11 9.64 7.84 2.872 31.351 19.702
[-0.20,0.20] 5.90 8.97 7.51 0.348 91.923 30.409

Table 5.5: Performance of RW-HMTD using indirect searching in the IEEE 57-bus system
Factor RCP (%) CPU Time (s)
β min max mean min max mean

0.05 12.62 12.84 12.73 1.4 20.1 9.1
0.10 11.45 12.76 12.10 20.0 192.2 97.5
0.15 10.79 11.57 11.31 20.4 2488.2 741.9
0.20 10.01 11.30 10.80 400.2 3185.2 2374.9

We further compare the detection effectiveness of the proposed HMTD and three RW-

HMTDs under FDI attacks with different voltage angle injection magnitudes (VAIM) in

the IEEE 14-bus system. Specifically, FDI attacks with ∆θa are randomly generated in

the range ∆θa ∈ [0.8, 1.2] · θ̄ · V AIM , where VAIM reflects the strength of FDI attacks.

Comparative results are shown in Figure 5.7. The proposed HMTD has the largest ADP.

Low reactance changes in RW-HMTD decrease the detection capability of MTDs, especially

under the FDI attacks with the small voltage angle injection magnitude. Note that these
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three RW-HMTDs are constructed under the proposed HMTD MTD planning solution,

which has maximal detection effectiveness. If an RW-HMTD is constructed under other

MTD planning methods, its ADP can further decrease.

Figure 5.7: ADP of RW-HMTD and proposed HMTD under FDI attacks with different
VAIMs.

In summary, the drawbacks of the RW-HMTD method72 are two-fold. First, this method

may generate an MTD with small reactance changes resulting in a low attack detection

capability. Second, its CPU time heavily depends on the weight searching range. A larger

searching radius will result in a much longer searching time, especially in large-scale systems.

To make things worse, an improper searching range can cause no solution obtained. The

proposed method circumvents these drawbacks by utilizing optimization to find the largest

reactance changes in HMTD efficiently.

5.6.5 Comparison between Hidden and Existing MTD Planning

Algorithms

In this subsection, we compare the proposed MTD planning with the other four existing

planning methods, including the max-rank planning70 in Chapter 3, the full planning, the

arbitrary planning84, and the spanning-tree planning87. These MTD planning methods are
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summarized in Table 5.6. Except for the max-rank planning and the hidden planning, the

rank of the composite matrix under other planning methods depends on the setpoints of

D-FACTS devices.

Table 5.6: Existing MTD planning algorithms
MTD planning Description of MTD planning p1

Arbitrary planning84 Install on the randomly selected lines 47
Full planning Install on all transmission lines 78
Spanning-tree

planning87

Install on lines that form a spanning tree of the
system topology

56

Max-rank planning70 Non-D-FACTS lines form a spanning tree, and
D-FACTS are placed on the remaining lines

22

Consistent with the experiment setup in the previous subsection, we apply MTDs under

the above planning methods and calculate the ADP and the DSP under each load with a fixed

MTD magnitude of 0.2. We run the HMTD operation model under the hidden planning and

RMTDs under other planning methods. It is worthwhile to mention that the same attack

pool is used to calculate the ADP. The ADP and the DSP under five MTD planning methods

are shown in Figure 5.8. As seen, MTDs under the hidden planning are hidden to attackers,

while MTDs under the max-rank planning can be detected by attackers. In addition, the

ADP of MTDs under the hidden planning is higher than that under the max-rank planning

due to the covered buses in the hidden planning. RMTDs under the other planning methods

can always be detected by attackers.

Even though the rank of the composite matrix is maximized, the max-rank planning has

the worst detection effectiveness due to 27 uncovered buses. Arbitrary planning uses extra

25 D-FACTS devices compared with that in the max-rank planning. The arbitrary planning

used in this case study has five uncovered buses. Thus, its detection effectiveness is better

than the max-rank planning but worse than either the spanning-tree planning or the full

planning. Both the spanning-tree and the full plannings have similar detection effectiveness

since they both cover all the buses using the D-FACTS devices. However, their ADPs are

still worse than that of the hidden planning. This is because their rank of the composite

matrix depends on the setpoints of D-FACTS devices. Specifically, if the reactance of all lines
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Figure 5.8: ADP and DSP of five MTD planning algorithms under 0.2 MTD magnitude.

connected to one bus is modified by multiplying a unity factor, their rank of the composite

matrix will decrease by one. Consequently, any FDI attack on this bus is undetectable.

Figure 5.9 demonstrates a transition between the MTD hiddenness and the detection

effectiveness in each MTD planning method. For each planning, we apply six discrete MTD

magnitudes, i.e., 1%, 2%, 3%, 4%, 5%, and 20%, to calculate the ADP and the DSP. Note

that the green arrows on each line in Figure 5.9 show the direction in which the MTD

magnitude is increasing. We observe, for the first time, that the proposed MTD planning

and operation method is always hidden to attackers and provides an excellent ADP under the

MTD magnitude of 0.2. In comparison, when the MTD magnitude is increased, each other

planning method shows a clear transition from a low ADP with a high DSP to a high ADP

with a low DSP. As opposed to the MTD hiddenness, the detection effectiveness of MTDs

is the fundamental requirement. Therefore, a large MTD magnitude is always desirable for

the RMTD operation.
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Figure 5.9: ADP and DSP of five MTD planning algorithms with MTD magnitude varying
from 1% to 20%.

5.7 Summary

In this chapter, we propose a DFS-based hidden D-FACTS devices planning algorithm as well

as the DC- and AC-HMTD operation models. We emphasize that the MTD hiddenness and

detection effectiveness can be achieved simultaneously in incomplete MTDs. The proposed

planning algorithm ensures the existence of HMTD and enables MTDs to have maximal

detection effectiveness. The proposed hidden planning uses fewer D-FACTS devices to reach

the maximal detection effectiveness compared to the full planning and spanning-tree plan-

ning.

We propose an optimization-based DC-HMTD operation model, which integrates the

derived hidden operation condition as constraints. Case studies show that the proposed

model is superior to the existing HMTD operation method in terms of computational time

and detection effectiveness. The transition between the MTD hiddenness and the detection

effectiveness versus the MTD magnitude is also presented. Additionally, we propose an

ACOPF-based HMTD operation model, which minimizes the generation cost and achieves

the MTD hiddenness. Simulation results show a trade-off between the generation cost savings

by MTD and MTD hiddenness in the AC-HMTD operation. The results demonstrate that

117



the attack detection performance of AC-HMTD is consistent with that in the DC model.

118



Chapter 6

Conclusion and Future Work

This chapter concludes the dissertation with the main research results and provides directions

for possible future work.

6.1 Conclusion

This dissertation aims to investigate the moving target defense (MTD) approaches to detect

false data injection (FDI) attacks against power system state estimation (SE). This disser-

tation distinguishes the role that MTD planning and operation play in the MTD detection

effectiveness, MTD cost, and MTD hiddenness. I prove that MTD planning determines the

MTD detection effectiveness and highlight that MTD operation needs to focus on reduc-

ing the MTD operation cost. My contributions to the MTD theory in power systems are

summarized from the following perspectives:

• MTD detection effectiveness. Chapter 3 proves that an MTD is a max-rank MTD if

no distributed flexible AC transmission system (D-FACTS) devices work in idle states,

and there exists no loop in either D-FACTS graph or non-D-FACTS graph. It indicates

that any MTDs under the MTD planning satisfying this sufficient condition guarantee

their detection effectiveness regardless of the D-FACTS setpoints, which contributes

to separating MTD planning and MTD operation as two independent problems. In
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addition, Chapter 3 reveals that the maximum rank of the composite matrix is not

equivalent to the maximal MTD detection effectiveness, which is merely the lower

bound of attack detection probability (ADP). Chapter 3 further identifies three types

of unprotected buses in MTD, which determine the upper bound of ADP.

• MTD planning cost. Chapter 3 derives the minimum number of D-FACTS devices

required to achieve the complete MTD and max-rank incomplete MTDs, respectively.

It requires at least n–1 D-FACTS devices for a complete MTD and at least p− n + 1

D-FACTS devices for a max-rank incomplete MTD.

• MTD operation cost. Chapter 4 integrates D-FACTS devices into the optimal power

flow (OPF) model to minimize system generation costs and system losses. Chapter 5

conducts qualitative cost-benefit analyses of MTD in both the DC and AC models.

The OPF-based MTD operation model has the lowest generation costs. Hidden MTD

(HMTD) will not increase generation costs as opposed to random MTD (RMTD), but

it may lead to a higher generation cost than that in the OPF-based MTD. As a result,

HMTD accomplishes the MTD hiddenness by compromising the maximum economic

benefits that D-FACTS devices could potentially achieve, representing a trade-off be-

tween the system economic and cybersecure operations.

• MTD hiddenness. Chapter 5 derives a novel and explicit hiddenness condition in

HMTD, which can be easily integrated into MTD operation methods. It is proved that

a max-rank HMTD exists if non-D-FACTS graph is a disconnected loopless graph and

D-FACTS graph is a loopless graph with no idle-state D-FACTS devices. This work

also demonstrates the characteristics of voltage angle changes in HMTD, which bridge

the HMTD operation and HMTD planning.

Furthermore, this dissertation proposes four MTD planning algorithms with different

objectives. I summarize the characteristics of these MTD planning algorithms as follows:

• Max-rank planning algorithm. Chapter 3 proposes two max-rank planning algo-

rithms for constructing complete and incomplete MTD, respectively. These algorithms
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maximize the rank of the composite matrix to ensure detection effectiveness, and utilize

the minimum number of D-FACTS devices to minimize the MTD planning cost. In ad-

dition, D-FACTS devices are installed on the lines with large power loss to impedance

sensitivity (PLIS), which contributes to reducing system losses, equivalent to reducing

MTD operation cost. However, the detection effectiveness of the max-rank planning

algorithm for the incomplete MTD is limited due to the existence of non-D-FACTS

buses in this planning.

• Graph-theory-based planning algorithm. Chapter 3 further proposes a graph-

theory-based planning algorithm that ensures maximal detection effectiveness and con-

siders the economic benefits from D-FACTS devices. The proposed algorithm elimi-

nates non-D-FACTS buses to increase the ADP upper bound and simultaneously re-

main the maximum rank of the composite matrix to achieve a high ADP lower bound.

Numerical results verify that the ADP of the proposed planning is better than that of

the arbitrary planning, the max-rank planning, and the full planning in DC-SE.

• Hidden planning algorithm. Chapter 5 proposes a depth-first-search-based hidden

planning algorithm, which ensures the existence of HMTD and maximal detection ef-

fectiveness without using protected meters. The proposed planning method ensures the

maximum rank of the composite matrix and eliminates non-D-FACTS buses. In addi-

tion, the proposed planning method uses fewer D-FACTS devices to reach the maximal

detection effectiveness compared to the full planning and spanning-tree planning.

Finally, this dissertation proposes an ACOPF-based MTD operation model and DC- and

AC-HMTD operation models. All three MTD operation models can be seamlessly integrated

into the existing energy management system in the system control room. In addition, this

dissertation develops an interior-point solver to resolve the ACOPF-based MTD operation

models. I summarize the proposed MTD operation models and the interior-point solver as

follows:

• ACOPF-based MTD operation model. Chapter 4 proposes an ACOPF-based
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MTD operation model, which minimizes the system losses and generation costs to

reduce the MTD operation cost. The proposed method can save more generation costs

and system losses compared with that in the traditional ACOPF model due to the

D-FACTS devices. The proposed method prevents the D-FACT devices from working

in the idle state at the expense of a slight increase in system losses to ensure the

maximum rank of the composite matrix. System operators can simultaneously obtain

the economic benefits and cyber-defense benefits from D-FACTS devices.

• Optimization-based DC-HMTD operation model. Chapter 5 proposes a DC-

HMTD operation model, which integrates the derived hiddenness condition as con-

straints. Case studies show that the proposed model is superior to the existing HMTD

operation method in terms of CPU time and detection effectiveness. Specifically, reac-

tance changes in percentage (RCP) is more than 14%, and CPU time is less than 1.1

seconds in both the IEEE 14-bus and 57-bus systems.

• ACOPF-based HMTD operation model Chapter 5 proposes an ACOPF-based

HMTD operation model, which minimizes a weighted sum of the generation cost, the

negative of reactance changes, and the squared Euclidean distance between the normal-

ized active power flow measurements before and after HMTD. Minimizing the changes

in measurements contributes to achieving the MTD hiddenness, and maximizing the

reactance changes ensures detection effectiveness. Simulation results verify that the at-

tack detection performance of the AC-HMTD is consistent with that in the DC-HMTD

operation.

• Modified Matlab interior-point solver. Chapter 4 builds an interior-point solver

for the proposed ACOPF-based MTD operation model by deriving the gradient and

Hessian matrices of the objective function and constraints with respect to the line

reactance. Since the derivations adopt the same voltage coordinate and complex power

expression as MATPOWER, the derived gradient and Hessian matrices can be easily

integrated into the existing Matlab interior-point solver. The numerical results show
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that CPU time of solving the ACOPF-based MTD model is generally less than 15

seconds in the IEEE 118-bus system.

6.2 Future Work

This section summarizes some potential research directions as follows:

Chapter 3 analyzes the MTD detection effectiveness in the DC model. However, the

metric of the MTD detection effectiveness in the AC model is missing in the literature.

Thus, it is necessary to propose a novel metric of the MTD detection effectiveness in the

AC model and analyze the detection effectiveness of existing MTD operation and planning

methods in AC-SE.

Chapter 4 focuses on the MTD operation model. The proposed operation models consider

the MTD operation cost, and MTD hiddenness, and MTD detection effectiveness. However,

the impact of MTD operation model on system stability is not considered in the literature.

Investigate this impact will contribute to the application of MTD in practical power grids.

Chapter 5 focuses on constructing HMTD with maximal detection effectiveness in trans-

mission systems traditionally equipped with the supervisory control and data acquisition

(SCADA) measurements. However, phasor measurement unit (PMU) devices are the most

advanced metering devices which can provide voltage and current synchrophasor measure-

ments in real-time. It is therefore necessary to investigate the integration of PMU devices

into HMTD planning and operation methods.

This dissertation studies the detection effectiveness of MTD against general stealthy FDI

attacks in the case study. It is necessary to investigate the performance of MTD under more

specific sophisticated adversary models in the future. In addition, this dissertation studies

the application of MTD in transmission systems. It is therefore worthwhile to investigate

the performance of MTD in distribution systems. The application of MTD in distribu-

tion systems needs to consider the low-observability in distribution system state estimation

methods111;112.
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Appendix A

Graph-theory-based Topology

Analysis

A.1 Proof of Proposition 3.3.1

Definition 3.2.1 suggests that ∆H has full column rank in a complete MTD, i.e., r(∆H) =

r(D1 ·∆X′ ·AT
1 ) = n− 1. Given the properties of matrix products, the following inequality

holds:

min
{
r(D1), r(∆X′), r(AT

1 )
}
≥ r(D1 ·∆X′ ·AT

1 ) = n− 1

A.2 Proof of Lemma 3.3.1

The composite matrix is expressed as:

[H0H]= D · [X0 X] ·

AT
−r 0

0 AT
−r

 (A.1)

Given the properties of matrix products, we have
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r([H0H]) ≤ min

r(D), r([X0 X]), r(

AT
−r 0

0 AT
−r

)

 (A.2)

We have r([H0H]) ≤ min {p, p, 2(n− 1)}. As p<2(n−1), it infers max {r([H0 H])} = p.

A.3 Proof of Lemma 3.3.2

First, we prove that if GDF is free of loops, there exists a non-zeros matrix V, such that

H0
DF=∆H ·V.

Since H0
DFand ∆H share the same D-FACTS lines, H0

DF can also be decomposed as

H0
DF = D1 · (X0

DF )′ · AT
1 , where (X0

DF )′ ∈ Rp1×p1 is a full rank diagonal matrix obtained

from X0
DF by removing rows and columns of all zeros. No loop in GDF suggests A1 has full

rank columns, i.e., r(A1) = p1, implying that AT
1 A1 is invertible.

Thus, there exists a matrix V ∈ Rn−1×n−1 defined as V = A1 · (AT
1 ·A1)

−1 · (∆X′)−1 ·

(X0
DF )′ ·AT

1 satisfying:

∆H ·V = D1 ·∆X′ ·AT
1 ·A1 · (AT

1 ·A1)
−1 · (∆X′)−1 · (X0

DF )′ ·AT
1

= D1 · (X0
DF )′ ·AT

1 = H0
DF

(A.3)

It is seen that H0
DF=∆H · V.Then, we can prove r([H0 ∆H]) = r([H0

DF
∆H]). There

exists an elementary column operation T1 =

 I 0

−V I

, which transforms [H0 ∆H] as fol-

lows:

[H0 ∆H] T1 =
[
(H0

DF
+ H0

DF ) ∆H
]  I 0

−V I

 = [H0
DF

∆H] (A.4)

Since the rank of a matrix remains unchanged after an elementary column operation,

r([H0 ∆H]) = r([H0
DF

∆H]) holds.

Finally, we prove r([∆H H0
DF

]) = r(A1) + r(A2). Similar to (6), we can decompose

matrix H0
DF

as follows: H0
DF

= D2 · (X0
DF

)′ ·AT
2 , where (X0

DF
)′ ∈ Rp2×p2 . Thus, [∆H H0

DF
]
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is expressed as:

[∆H H0
DF

] = [D1 D2]

∆X′ ·AT
1 0

0 (X0
DF

)′ ·AT
2

 (A.5)

With D, ∆X′ and (X0
DF

)′ of full column rank, we have

r([∆H H0
DF

]) = r


∆X′ ·AT

1 0

0 (X0
DF

)′ ·AT
2




= r(∆X′ ·AT
1 ) + r((X0

DF
)′ ·AT

2 )

= r(A1) + r(A2)

(A.6)

Therefore, if there is no loop in the GDF , r([H0 ∆H]) = r([H0
DF

∆H]) = r(AT
1 ) + r(AT

2 )

holds.

A.4 Proof of Corollary 3.3.1

According to Lemma 3.3.2 and (3.14), if there is no loop in the GDF , we have r(M) =

p− lpDF − lpDF . Since both the GDF and the GDF are free of loops, i.e., lpDF = lpDF = 0,

we have r(M) = p. Thus, the MTD constructed by GDF is a max-rank incomplete MTD

according to Lemma 3.3.1.

A.5 Proof of Corollary 3.3.2

If there is no loop in the GDF , r(M) = 2n − (tDF + tDF ) holds. If both the GDF and the

GDF are connected graphs, we have tDF = tDF = 1. Thus, r(M) = 2(n−1) holds, indicating

that an MTD constructed in the GDF is a complete MTD.
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