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Abstract

A new era in ultrafast science has started in the last decade with the advent of x-ray free-

electron lasers (XFELs). These machines, which deliver ultra-intense (up to 1020 W/cm2)

and ultrashort (down to hundreds of attoseconds) x-ray pulses, have enabled numerous ex-

citing spectroscopic and imaging techniques for exploring structures and dynamics of atoms,

molecules, nanomaterials and biological objects. This thesis aims at advancing our under-

standing of the fundamental interactions between XFEL pulses and molecules by employing

experimental techniques based on coincident momentum spectroscopy of the resulting ions

and electrons. The work presented here describes the dependence of molecular response on

basic x-ray pulse parameters such as wavelength, pulse energy and pulse duration, which is

essential for all XFEL applications, and explores the potential of the employed experimental

approach for imaging of ultrafast molecular dynamics.

More specifically, the dominant x-ray induced processes including sequential photoion-

ization, ultrafast charge rearrangement and molecular fragmentation are studied. And it

is observed that because of the charge rearrangement, molecules exposed to ultra-intense

x-rays can be ionized more heavily than the isolated atoms with similar photoabsorption

cross sections. While the pulse energy mainly determines what interaction products are cre-

ated (i.e., what is the charge state distribution of the resulting ionic fragments), the pulse

duration is found to be the key parameter which determines how fast a particular charge

state is reached, and, thus, how large is the kinetic energy of the corresponding ion. With

shorter pulses, a certain pair of ionic fragments is created faster and, thus, at a shorter

internuclear distance, resulting in more efficient charge rearrangement. This, in turn, re-

sults in the enhancement of sequential ionization for shorter pulses. Moreover, signatures of

resonance-enhanced x-ray multiple ionization, which were previously reported for atoms, are

presented here for molecules.



In addition to the fundamental investigations of x-ray – molecule interactions, two imag-

ing schemes for studying molecular dynamics with free-electrons lasers are explored in proof-

of-principle experiments. One is the so-called ”Coulomb explosion imaging” method. The

fragment momentum distribution from iodomethane molecules exploded by XFEL pulses

is found to resemble the one expected from the instantaneous explosion of a molecule at

equilibrium geometry, potentially providing a robust tool for ultrafast imaging of evolving

molecular structures. A time-dependent explosion model is implemented to account for the

charge buildup process. The other method is based on ion and electron coincidence measure-

ment, which can fix the ejected electrons with respect to the molecular frame. Combining

this method with a sequential two-photon absorption from a single XFEL pulse, a one-pulse

pump-probe experiment is carried out on N2 molecules. The transition from the molecular

ion N2+
2 created by the first absorbed photon to two isolated atomic ions N+ and N+ is

observed from the perspective of core-shell electrons, demonstrating the feasibility of time-

resolved x-ray electron spectroscopy in the molecular frame.
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Chapter 1

Introduction

Light-matter interaction is the fundamental driver for many of nature’s phenomena. Under-

standing and utilizing light-matter interactions involving different quantum systems is at the

heart of ultrafast science. The advent of x-ray free-electron lasers (XFELs) in the last decade

has opened up a new frontier to study light-matter interactions in a hitherto uncharted ter-

ritory. Compared with those from synchrotron facilities which are previously most powerful

x-ray sources, the pulses from x-ray free-electron lasers are three orders of magnitude shorter

(few tens of fs), and one to ten billion times brighter (with peak brightness on the order of

1033 (photons/s/mrad2/mm2/0.1%−BW )). This makes XFEL pulses interact with matter

in a drastically different way from what has been observed before. Even though photoab-

sorption and scattering are the two underlying processes accounting for interactions between

matter and x-rays from all kinds of sources, XFEL pulses with their ultrahigh intensity (up

to 1020 W/cm2) take such interactions from the linear regime to nonlinear. Sequential multi-

photon absorption [1] was found to be the major electronic response of atoms to such intense

x-rays. Other less likely nonlinear processes such as direct two-photon absorption [2], stimu-

lated Raman scattering [3] and nonlinear Compton scattering [4] have also been observed. If

the photon energy is high enough, inner-shell electrons of the atom are sequentially ejected

into the continuum via multiple photoabsorption and Auger decay steps on the ultrashort

time scale defined by the pulse duration, leaving the remaining part of the atom in a very
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high charge state. For heavy atoms, resonance and relativistic effects [5–8] were found to

be important to describe the ionization process. With molecules, novel phenomena such

as the production of double-core-hole states in molecules [9–12] have been observed. For

polyatomic molecules, sequential x-ray absorption is localized at particular elements which

have the largest photoabsorption cross sections. This localized interaction, which can make

these particular sites highly charged, induces charge rearrangements and nuclear dynamics

[13–19]. With larger molecules containing several tens of atoms, apart from molecular Auger

process and charge transfer which also play a role in the ionization of small molecules, the ef-

fects of secondary ionization by photo- and Auger electrons, electron-ion recombination and

chemical bonding were found to be important to describe their interaction with ultra-intense

XFEL pulses [20, 21].

Some of the above findings which are relevant to the work of this thesis will be discussed

in more detail in Chapter 2, where the theory of ultra-intense x-ray interaction with atoms

and molecules will be presented in a self-contained manner. Despite the dramatic progress

made in our understanding of ultra-intense x-ray interaction with matter at the atomic and

molecular levels, many open questions still remain. The work in this thesis aims to address

some of these open questions through the experiments made possible by the combination of

the x-ray free-electron laser and the ”ion and electron momentum imaging” technique, both

of which will be discussed in Chapter 3, with the data analysis aspect of such experiments

presented in Chapter 4. Some of these to-be-addressed questions are general for both atoms

and molecules, including how the ultra-intense x-ray ionization of atoms or molecules scales

with the photon flux and what determines the average ionization rate leading to a particular

ion charge state. Other questions are molecule-specific, including how charge-rearrangement

and resonance effects influence the ionization of molecules compared with the independent-

atom model, whether there is an interplay among the three key processes in the interaction:

photoionization, charge rearrangement, and fragmentation, and how theses processes depend

on pulse parameters such as pulse energy and duration.

Chapter 5 addresses these questions through the results of two experiments with gas-phase

iodomethane (CH3I) molecules, one using hard x-rays (8.3 keV) from the Linac Coherent
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Light Source (LCLS) and the other using soft x-rays (1.2 keV, 1.5 keV and 2 keV) from the

European X-Ray Free-Electron Laser Facility (EuXFEL). A simple sequential multiphoton

ionization model is developed which can explain the experimental data and answer the first

two general questions raised in previous paragraph. The probability to obtain a certain

interaction product is found to be proportional to e−bffn, with b the constant depending

on the pulse duration and photoabsorption cross section, f the photon flux, and n the

number of photoabsorptions needed to reach this interaction product. This model also

indicates that the average ionization rate leading to a particular ion charge state is only

proportional to the inverse of the pulse duration, and independent of all other XFEL pulse

parameters. Such dependence is confirmed with the measurement of ion kinetic energy

which shows no dependence on pulse energy, but increases with shorter pulses because of

their larger ionization rates. Charge rearrangement effect is found to greatly enhance the

ionization of molecules compared with the independent-atom model. Resonance effect is

observed for the first time for ionization of molecules by XFEL pulses. Compared with the

atomic case [5], new resonance structures appear in the charge state distributions of ionic

fragments from molecules, which can be attributed to the effect of charge rearrangement.

The three processes: photoionization, charge rearrangement, and fragmentation are shown

to be interdependent through their dependence on pulse duration. With the larger ionization

rate of shorter pulses, a particular total molecular charge state is reached faster at shorter

internuclear distances before the atoms can move farther apart through fragmentation. The

shorter distance makes it easier for electrons to be transferred from the low-charged site of

the molecule to the highly charged site where photoionization is localized. These transferred

electrons can enhance further ionizations of the highly charged site and hence increase the

yield of high-charge-state ions.

The operation of high-repetition-rate XFEL facilities such as the EuXFEL enables new

experimental capabilities in ultrafast science. One of them is to shorten the experimental

time needed for coincidence measurement of multiple charged particles, which requires low

interaction rate (< 1) and needs pulses at high-repetition rates in order to accumulate

enough statistics in a reasonably short time window.
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Multiple-ion coincidence measurement is explored in Chapter 6 where the ”Coulomb

Explosion Imaging” technique is used to study the charge buildup, electron redistribution

and fragmentation processes in the interaction of CH3I molecules with 2 keV x-rays from the

EuXFEL. Thanks to the ultrashort and ultra-intense x-ray pulses, which charge up molecules

on a ultrafast time scale before the nuclei can move further apart, the relative momentum

distribution of the coincidently detected ionic fragments resembles the one expected from

the explosion of a molecule which is instantaneously charged up. This makes it possible

to retrieve the initial structure of the molecule before its interaction with x-rays, making

”Coulomb Explosion Imaging” of molecules with XFEL pulses a promising time-resolved

technique, which complements the imaging methods based on x-ray [22, 23] or electron [24,

25] scattering as well as those based on photoelectron diffraction with table-top lasers [26–

28] and XFELs [29–31]. The small discrepancy between the measured relative momentum

distribution and the one expected from the instantaneous charge-up model is due to the

neglected charge buildup and redistribution processes. A model taking into account of these

two processes [18], developed by Motomura and Kukk et al., is implemented in the Coulomb

explosion simulation and a better match with the experimental momentum distribution is

achieved.

The first ion-electron coincidence measurement with an x-ray free-electron laser is pre-

sented in Chapter 7, applied to studying the interaction between N2 molecules and 506

eV, 100 fs x-rays. This proof-of-principle experiment was done at the LCLS with 120 Hz

repetition rate, as a preparation for the future ion-electron coincidence experiment at high-

repetition-rate facilities such as the LCLS-II. By sorting the detected electrons according to

the kinetic energy release (KER) of coincident ionic fragments and establishing the relation

between the measured KER and the internuclear separation in the molecular ion prior to

the Coulomb explosion (larger KERs correspond to smaller internuclear distances and vice

versa), the change of core electron binding energy (or corresponding photoelectron energy)

in a dissociating molecular ion is observed. The observation of such ”dynamic line shift” is

supported by calculations. It is worth noting that the combination of ion-electron coinci-

dence technique with an XFEL enables such time-resolved observation with a single x-ray
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pulse configuration. When applicable, this single-pulse x-ray-pump and x-ray-probe scheme,

where one photon in the pulse initiates the dynamics which are then probed by a time-

delayed second photon within the same pulse, can be a simple alternative to the two-pulses

x-ray-pump and x-ray-probe method [32].

From the general perspective of x-ray interaction with matter, the work in this thesis

focuses on the photoabsorption by molecules and the processes it induces, because pho-

toabsorption is the mostly likely process in such interactions, with a probability typically

orders of magnitude larger than x-ray scattering. However, the findings of this thesis are

still relevant to x-ray scattering-based applications such as coherent imaging of biomolecules

[33–35], nano-sized clusters [36–38] and droplets [39]. In a typical imaging experiment, pho-

toabsorption causes radiation damage to the being-imaged structure. For XFEL pulses with

their ultrashort duration, even though this issue can be mitigated through the concept of

”diffraction before destruction” [40], radiation damage is still present [41, 42]. The findings

on the molecular response to ultra-intense x-rays can help understand the mechanisms of

such radiation damage in XFEL imaging applications.

Most of the findings in this thesis are also reported in [43–47]. The results presented in

Chapter 5 originate from the coordinated analysis of the hard x-ray data acquired in the

experiment at the Coherent X-ray Imaging (CXI) instrument of the LCLS and recent soft

x-ray data obtained using the Small Quantum Systems (SQS) instrument at the EuXFEL.

These results are to a large extent reflected in [43, 44] and [45] for hard and soft x-rays,

respectively. The ”Coulomb explosion imaging” results presented in Chapter 6 were obtained

during the same SQS experiment and will be reported in [46]. Finally, the ion-electron

coincidence data presented in Chapter 7 are from the experiment performed at the Atomic,

Molecular and Optical (AMO) physics instrument of the LCLS and are summarized in [47].
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Chapter 2

Theory of ultra-intense x-ray

interaction with molecules

The basics of ultra-intense x-ray interaction with atoms and molecules will be presented

in this chapter. Starting with the first three sections, which introduce the formulations

for describing x-rays, atoms and molecules, the physical processes important for the ultra-

intense x-ray interaction with molecules will be discussed in the framework of quantum state

evolution in the last section. Some of the most recent findings on such processes relevant to

the work of this thesis will also be briefly reviewed. The physical variables of this chapter

are in atomic units.

2.1 X-rays

X-rays are a kind of electromagnetic radiation with wavelength ranging from 0.01 nm to 10

nm or with photon energy from 100 eV to 100 keV. X-rays with photon energies below 5 keV

are typically called soft x-rays, and above 5 keV hard x-rays. It can be described by either

the classical or quantum electromagnetic field theory. The subsections below only consider

the field in empty space.
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2.1.1 Classical representation

Electromagnetic field

The electric field E and magnetic field B in empty space satisfy the Maxwell equations

(Gaussian units)



5 · E = 0 (2.1)

5 × E = −α∂B
∂t

(2.2)

5 · B = 0 (2.3)

5 × B = α
∂E

∂t
, (2.4)

and can be calculated from the vector potential A (assuming Coulomb gauge O · A = 0

from hereon)

E = −α∂A

∂t
(2.5)

B = 5 × A, (2.6)

with the vector potential A given by the wave equation

52 A − α2∂
2A

∂2t
= 0, (2.7)

where α = e2

4πε0~c is the fine structure constant, and in atomic units the speed of light

c = 1
α
≈ 137.

A solution to Eq. (2.7) is

A(r, t; ω) = εA0(ω)cos(k · r − ωt + δ(ω)) (2.8)

= εA0(ω)ei(k·r − ωt + δ(ω)) + cc., (2.9)

which describes a plane wave with frequency ω, amplitude A0(w) and polarization in the

direction of the unit vector ε. It propagates along the direction of the wave vector k, which
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is related to ω by the relation ω = |k|c. The constant phase offset for this wave is δ(ω).

According to Eqs. (2.5), (2.6) and (2.9), a solution for the electromagnetic field is

{
E(r, t; ω) = ε|k|A0(ω)ei(k·r − ωt + δ(ω) + π

2
) + cc. (2.10)

B(r, t; ω) = (k × ε)A0(ω)ei(k·r − ωt + δ(ω) + π
2

) + cc.. (2.11)

The electromagnetic field Eg(r, t) and Bg(r, t) of a general x-ray pulse can be expressed

by a linear superposition of different monochromatic wave components (all have the same

polarization and propagation directions) as


Eg(r, t) =

∫
E(r, t; ω) dω (2.12)

Bg(r, t) =

∫
B(r, t; ω) dω, (2.13)

or in complex representation


Ẽg(r, t) =

∫
Ẽ(r, t; ω) dω (2.14)

B̃g(r, t) =

∫
B̃(r, t; ω) dω, (2.15)

where Ẽ(r, t; ω) and B̃(r, t; ω) are the first terms respectively in Eqs. (2.10) and (2.11).

Eg and Bg are respectively the real parts of Ẽg and B̃g.

The energy density u and flux (Poynting vector) S are given by

u =
|Eg|2 + |Bg|2

8π
and S =

1

4πα
Eg × Bg. (2.16)

Ultrashort x-ray pulse

X-rays used in typical ultrafast science experiments have very narrow extents in both space

and time domain. It’s convenient to utilize the complex representation in Eq. (2.14),

and describe the x-ray beam in space and time separately as Us(r) = Um
s (r)eiϕs(r) and

Utime(t) = Um
time(t)e

iϕtime(t), where Um
s (r) and Um

time(t) are respectively the magnitude
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of Us(r) and Utime(t). ϕs(t) and ϕtime(t) are respectively the space- and time-dependent

phases. With a Fourier transform of Utime(t), x-rays can also be represented spectrally as

Uf (ω) = Um
f (ω)eiϕf (ω), with Um

f (ω) being the magnitude of Uf (ω) and ϕf (ω) the spectral

phase.

z0 2z0

W0

3z0-z0-2z0-3z0
-W0

W(z)

z

Figure 2.1: Sketch of a Gaussian beam.

In space, assuming the x-rays to be a Gaussian beam [48] (propagating in z direction)

as shown in Fig. 2.1:

Us(r) = U0
s

W0

W (z)
e
− ρ2

W2(z) e−ikz−ik
ρ2

2R(z)
+iζ(z). (2.17)

U0
s is the square root of the x-ray peak intensity. W0 is the beam waist radius or half the focal

spot size. Together with the wavelength λ0, it determines the Rayleigh range z0 = π2W0

λ
.

ρ =
√
x2 + y2 is the distance of the point (x, y, z) from the beam center axis z = 0.

W (z) = W0

√
(1 + ( z

z0
)2) is the beam radius at z. R(z) = z[1 + ( z0

z
)2] is the radius of

curvature of the wavefront at z. ζ(z) = tan−1( z
z0

) is the Gouy phase, which changes from

−π
2

at z = −∞ to π
2

at z = ∞. It causes an excess delay of the wavefront defined by the

first two phase terms −ikz − ik ρ2

2R(z)
, which is called the Gouy effect.

Also assuming the x-ray pulse in the time domain is a Gaussian, at a fixed location r
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Figure 2.2: Temporal representation of an up-chirped (the instantaneous frequency increases
with time) 500 eV (the photon energy corresponding to the center frequency) x-ray pulse
(τ = 100 as). (a) Real part of Utime(t). (b) Pulse intensity Itime(t) and temporal phase
φtime(t).

and with peak intensity given by Us(r), the x-ray can be expressed as

Utime(t) = Us(r)e−2ln2( t
τ

)2

ei[ω0t + φtime(t)], (2.18)

where ω0 is the center frequency and φtime(t) is the general time-dependent phase. τ is

the pulse duration, which is defined as the full width at half maximum (FWHM) of the

time-dependent x-ray intensity,

Itime(t) = [Utime(t)]
2 = U2

s (r)e−4ln2( t
τ

)2

. (2.19)

The real part of Utime(t), Itime(t) and φtime(t) are plotted in Fig. 2.2 for an up-chirped

(the instantaneous frequency increases with time.) 500 eV x-ray pulse (τ = 100 as). If

φtime(t) = 0, the spectral representation obtained by the Fourier transform of Eq. (2.18)

is also a Gaussian, which centers around ω0 and has a FWHM (bandwidth) ∆ ω related to

the pulse duration τ by ∆ ω = 4ln2
τ

. It’s worth noting that most of the discussion in this

section also applies to ultrashort pulses at other wavelengths after corresponding changes.
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2.1.2 Quantized electromagnetic field

In the description of x-ray interaction with atoms and molecules, the ”photon picture” is

often very convenient, which requires the quantization of electromagnetic field. The total

energy of electromagnetic field (E, B) confined in a cube with length L and volume V = L3

is

Hclassical =

∫
V

|E|2 + |B|2

8π
d3r. (2.20)

Upon decomposing the field into different modes characterized by the wave vector k and

polarization vector εk,ξ (ξ = 1, 2), and introducing the creation and annihilation operators

â†k,ξ and âk,ξ in analogy to the ones used in solving the quantum harmonic oscillator problem,

the electromagnetic field Hamiltonian can be shown to become (see e.g. [49])

Ĥ =
∑
k,ξ

ωk(â†k,ξâk,ξ +
1

2
). (2.21)

The vector potential operator in this quantized formulation is given by

Â(r, t) =
∑
k,ξ

√
2π

V ωkα2
[âk,ξεk,ξe

i(k·r − ωkt) + â†k,ξε
∗
k,ξe

−i(k·r − ωkt)]. (2.22)

From Eqs. (2.5), (2.6) and (2.22), the electric and magnetic field operators are


Ê =

∑
k,ξ

i

√
2πωk

V
[âk,ξεk,ξe

i(k·r − ωkt) − â†k,ξε
∗
k,ξe

−i(k·r − ωkt)] (2.23)

B̂ =
∑
k,ξ

i

√
2π

V ωkα2
[âk,ξ(k × εk,ξ)e

i(k·r − ωkt) − â†k,ξ(k × ε∗k,ξ)e
−i(k·r − ωkt)].(2.24)

n̂k,ξ = â†k,ξâk,ξ is the photon number operator and its eigenstate is the photon number

state |nk,ξ〉:

n̂k,ξ |nk,ξ〉 = nk,ξ |nk,ξ〉 , (2.25)
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where nk,ξ is the number of photons in the mode (k, ξ).

For multiple modes, the photon number state becomes

∣∣nk1,ξ1 , nk2,ξ2 , . . . , nkj ,ξj , . . .
〉

= |nk1,ξ1〉
⊗

|nk2,ξ2〉
⊗

· · ·
⊗ ∣∣nkj ,ξj

〉 ⊗
· · · .

(2.26)

which is still an eigenstate of the photon number operator n̂kj ,ξj :

n̂kj ,ξj

∣∣nk1,ξ1 , nk2,ξ2 , . . . , nkj ,ξj , . . .
〉

= nkj ,ξj

∣∣nk1,ξ1 , nk2,ξ2 , . . . , nkj ,ξj , . . .
〉
. (2.27)

And the multi-mode state can be changed by the creation and annihilation operators ac-

cording to

â†kj ,ξj
∣∣nk1,ξ1 , nk2,ξ2 , . . . , nkj ,ξj , . . .

〉
=
√
nkj ,ξj + 1

∣∣nk1,ξ1 , nk2,ξ2 , . . . , (nkj ,ξj + 1), . . .
〉
,

(2.28)

and

âkj ,ξj
∣∣nk1,ξ1 , nk2,ξ2 , . . . , nkj ,ξj , . . .

〉
=
√
nkj ,ξj

∣∣nk1,ξ1 , nk2,ξ2 , . . . , (nkj ,ξj − 1), . . .
〉
.

(2.29)

2.2 Atom

2.2.1 Hydrogenic atoms and ions

For hydrogenic atoms and ions with atomic number Z, the electronic eigenstate Φ(r) and

energy E satisfy the Schrödinger equation

(−1

2
52 −Z

r
)φ(r) = Eφ(r). (2.30)
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After separation of variables with φ(r) = R(r)Y (θ, φ) and Y (θ, φ) = f(θ)g(φ) (r, θ and

φ are respectively the radial distance, polar angle and azimuthal angle) and solving each of

the three separated ordinary differential equations, the eigenstates are obtained as

φn, l, m(r) =

√
(
2Z

n
)3

(n − l − 1)!

2n[(n + l)!]
(
2Zr

n
)le−

Zr
n L2l+1

n−l−1(
2Zr

n
)Y m

l (θ, φ), (2.31)

with eigen energy

En = − Z
2

2n2
(2.32)

where L2l+1
n−l−1(x) are associated Laguerre polynomials and Y m

l (θ φ) are spherical harmonics.

The eigenstate is uniquely defined by the three quantum numbers n, l, and m and can be

represented by the ”ket” notation |n, l, m〉, with

n = 1, 2, . . . (2.33)

l = 0, 1, . . . , n− 1 (2.34)

m = 0, ±1, . . . , ±l. (2.35)

Since the Hamiltonian in Eq. (2.30) commutes with the squared angular momentum op-

erator L2 and z direction angular momentum operator Lz, φn, l, m(r) is also an eigenfunction

of these two angular momentum operators:

{L2φn, l, m(r) = l(l + 1)φn, l, m(r) (2.36)

Lzφn, l, m(r) = mφn, l, m(r). (2.37)

So the magnitude of angular momentum of an electron in hydrogenic atoms or ions at state

|n, l, m〉 is
√
l(l + 1), and the z direction angular momentum is m.
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2.2.2 Many-electron atoms

When there are more than one electrons in the atom, simple analytical solution to the

Schrödinger equation doesn’t exist anymore, and numerical methods or approximations are

required. With the independent-particle model, the many-electron state Ψ(q1, q2, . . . , qi,

. . . , qn), which is antisymmetric upon exchange of two electrons as required by the Fermi-

Dirac statistics, can be expressed by the Slater determinant:

Ψ(q1, q2, . . . , qi, . . . , qn) =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ψα1(q1) ψα1(q2) · · · ψα1(qi) · · · ψα1(qn)

ψα2(q1) ψα2(q2) · · · ψα2(qi) · · · ψα2(qn)

...
...

...
...
...

...
...
...
...

...

ψαs(q1) ψαs(q2) · · · ψαs(qi) · · · ψαs(qn)

...
...

...
...
...

...
...
...
...

...

ψαn(q1) ψαn(q2) · · · ψαn(qi) · · · ψαn(qn)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

, (2.38)

where ψαs(qi) = φαs(ri)χ
σ
αs is the single particle state, with the subscript αs representing

the spin quantum number σ = ±1
2
, as well as the quantum numbers n, l, and m which have

analogous meanings as the corresponding quantum numbers specified for hydrogenic atoms

in the last subsection. φαs(ri) and χσαs are the spatial and spin parts of the wave function

respectively, and ψαs(qi) is also called the spin orbital.

The Hartree-Fock method, which is an independent-particle model approximating the

effect on one electron from the other electrons to be an averaged repulsion (mean field) from

these other electrons, can be used to solve for the spin orbitals ψαs(q), with the Hartree-Fock

equation (see e.g. [50] for a derivation)

[
− 1

2
52 − Z

r

]
ψαs(q) +

[
J − K

]
ψαs(q) = εαsψαs(q) (2.39)
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where the Coulomb and Exchange operators J and K act on ψαs(q) according to


Jψαs(q) =

[∑
αt

∫
φ∗αt(r

′)
1

|r − r′|
φαt(r

′) d3r′
]
ψαs(q) (2.40)

Kψαs(q) =
[∑

αt

〈
χασt
∣∣χασs 〉 ∫ φ∗αt(r

′)
1

|r − r′|
φαs(r

′)) d3r′
]
φαt(r). (2.41)

From Eqs. (2.40) and (2.41), the Coulomb operator J represents the averaged effect of all

the other electrons has on the electron occupying spin orbital ψαs(q), whereas the Exchange

operator K is non-local and attributable to the exchange effects between ψαs(q) and other

spin orbitals.

The Hartree-Fock equation (2.39) looks similar in form to the time-independent Schrödinger

equation if rewritten with the Hartree-Fock operator HHF =
[
− 1

2
52 − Z

r
+ J − K

]
:

HHFψαs(q) = εαsψαs(q). (2.42)

εαs in Eqs. (2.39) and (2.42) can be taken as the eigen value of the spin orbital ψαs(q). It’s

often the case that the n spin orbitals ψαs0(q) which can be used to construct the many-

electron ground state Ψ0(q1, q2, . . . , qi, . . . , qn) with Eq. (2.38) are these orbitals with the

n lowest eigenvalues εαs0 . The approximate value to the total ground state energy is given

by

E0 = 〈Ψ0|HHF |Ψ0〉 =
∑
αs0

εαs0 +
1

2

∑
αs0,αt0

[
Jαs0,αt0 − Kαs0,αt0

]
, (2.43)

where Jαs0,αt0 = 〈ψαs0(q)ψαt0(q′)| 1
|r − r′| |ψαs0(q)ψαt0(q′)〉 and Kαs0,αt0 = 〈ψαs0(q)ψαt0(q′)|

1
|r − r′| |ψαt0(q)ψαs0(q′)〉.

If the electron occupying spin orbital 〈ψαs(q)| is removed, the ionic state 〈Ψion| can be

constructed accordingly with Eq. (2.38) assuming all the other orbitals are unchanged, with
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its energy given by

Eion = 〈Ψion|HHF |Ψion〉 = E0 − εαs . (2.44)

So the binding energy of the electron occupying spin orbital 〈ψαs | is Eion − E0 = −εαs .

If the electron occupying spin orbital 〈ψαs(q)| is excited to an unoccupied spin orbital

〈ψαw(q)|, the singly-excited state 〈Ψexc| can be constructed according to Eq. (2.38) by

replacing 〈ψαs(q)| with 〈ψαw(q)| and assuming all the other orbitals are unchanged, with its

energy given by

Eexc = 〈Ψexc|HHF |Ψexc〉 = E0 + εαw − εαs +
[
Jαs,αw − Kαs,αw

]
. (2.45)

So if the terms in square brackets can be neglected, the excitation energy needed for the

transition between the two spin orbitals is Eexc − E0 = εαw − εαs .

The Hartree-Fock equation (2.39) consists of a set of coupled differential equations which

are nonlinear since the operator HHF itself contains the to-be-solved spin orbitals 〈ψαs(q)|.

An iterative procedure can be used to get these spin orbitals:

1. Make an educated guess on the set of spin orbitals in Eq. (2.38).

2. Construct the Coulomb and Exchange operators with the guessed spin orbitals and

solve for the spin orbitals with Eq. (2.39).

3. Construct the Coulomb and Exchange operators with the spin orbitals solved with Eq.

(2.39), and solve for the spin orbitals with the new operators.

4. If the orbitals solved in step 3 are not identical to the ones used to construct the

Coulomb and Exchange operators, repeat step 3. if they are identical, a self-consistent

solution is obtained.

Due to the mean-field approximation, the electron correlations are not properly accounted

for by the Hartree-Fock method. One way to mitigate this problem is the ”Configuration
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Interaction” (CI) approach. Instead of only optimizing on one electronic configuration de-

scribed by Ψ(q1, q2, . . . , qi, . . . , qn) as discussed above, the CI method works with multiple

electronic configurations:

〈ΨCI | = c0 〈Ψ0| + c2 〈Ψ1| + . . .+ ci 〈Ψi| + . . . , (2.46)

where 〈Ψi| represents the ith electronic configuration and ci is its weight to be solved. Based

on the ground state Ψ0, the excited state 〈Ψi| (with i > 0) can be constructed with Eq.

(2.38) by replacing one or more occupied orbitals with unoccupied ones.

2.3 Molecule

1 The time-independent Schrödinger equation for a molecule is

[
Hnuc + Hele

]
Φ({R}, {r}) = EΦ({R}, {r}), (2.47)

where {R} = R1, R2, . . . , Rs, . . . are the nuclear positions, and {r} = r1, r2, . . . , ri, . . .

are the electron positions. The nulcear Hamiltonian is

Hnuc = −
∑
s

52
Rs

2Ms

+
1

2

∑
s 6=t

ZsZt
|Rs − Rt|

, (2.48)

where Ms is the mass of the nucleus labeled by ”s”. And the electronic Hamiltonian is

Hele = −1

2

∑
i

52
ri

+
1

2

∑
i 6=j

1

|ri − rj|
−
∑
s,i

Zs
|Rs − ri|

. (2.49)

If the nuclei are fixed, i.e., {R} = const., the molecular problem is reduced to the atomic

one as discussed in section 2.2. But in reality, the nuclear motions are in an interplay with

the electron dynamics, complicating the molecular problem compared with the atomic case.

1The derivation in this section is based on section 2.2 ”Molecular Schrödinger Equation” in [51].
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Approximations are needed to proceed from Eq. (2.47) and gain insight on the molecular

states. Even if the nuclei can not be fixed, they are more than three orders of magnitude

heavier than electron, making them move much slower than the electrons. So the electrons

can be approximated as responding instantaneously to the nuclear dynamics, and the elec-

tronic state Ψk,{R}({r}) with eigen energy Ek
ele can be solved at each of the fixed nuclear

spatial arrangements defined by {R}:

HeleΨk,{R}({r}) = Ek
eleΨk,{R}({r}). (2.50)

For a fixed nuclear arrangement {R}, the equation above is the same in form as the one

used for many-electron atoms. So the Hartree-Fock method introduced in subsection 2.2.2

can be used to get the many-electron eigen state Ψk,{R}({r}) (implicitly containing the spin

part of the wavefunction) and eigen energy Ek
ele.

Once the electronic states are solved at the fixed {R}, the total molecular state Φ({R})can

be expressed as a linear combination of the products of the electronic state Ψk,{R}({r}) with

the corresponding nuclear state Θk({R}):

Ψ({R}) =
∑
k

Θk({R})Ψk,{R}({r}), (2.51)

and only the nuclear state Θk({R}), which contains the ro-vibrational information of the

nuclei, remains to be solved.

Substituting Ψ({R}) of Eq. (2.51) into Eq. (2.47), projecting both sides to the electronic

state Ψj,{R}({r}) and using the orthonormality 〈Ψj|Ψk〉 = δjk,

∑
k

〈Ψj| −
∑
s

52
Rs

2Ms

(|Θk〉 |Ψk〉) +
[1

2

∑
s 6=t

ZsZt
|Rs − Rt|

+ Ej
ele

]
|Θj〉 = E |Θj〉 . (2.52)
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The first term can be expanded:

∑
k

〈Ψj| −
∑
s

52
Rs

2Ms

(|Θk〉 |Ψk〉) = −
∑
k,s

1

2Ms

〈Ψj|
[
(52

Rs |Θk〉) |Ψk〉 +

|Θk〉 52
Rs |Ψk〉 + 25Rs |Θk〉 5Rs |ψk〉

]
=
[
−
∑
s

52
Rs

2Ms

+
∑
k

η̂jk

]
|Θk〉 . (2.53)

The first term in the equation above is the nuclear kinetic energy operator, and the second

term is the sum over the nonadiabaticity operators:

η̂jk =
∑
s

[
− 〈Ψj|

52
Rs

2Ms

|Ψk〉 −
1

Ms

〈Ψj| 5Rs |Ψk〉 5Rs

]
, (2.54)

which is attributable to the effect of coupling among different electronic states (for j 6= k)

through nuclear motion.

With the insertion of Eqs. (2.53) and (2.54), Eq. (2.52) becomes

[
−
∑
s

52
Rs

2Ms

+
[1

2

∑
s 6=t

ZsZt
|Rs − Rt|

+ Ej
ele + η̂jj

]]
|Θj〉 = E |Θj〉 −

∑
k 6=j

η̂jk |Θk〉

(2.55)

With the Born-Oppenheimer approximation in which the nonadiabatic coupling is ne-

glected, the above equation takes the form of the time-independent Schrödinger equation:

[
−
∑
s

52
Rs

2Ms

+ Vnuc
]
|Θj〉 = E |Θj〉 , (2.56)

where

Vnuc =
1

2

∑
s 6=t

ZsZt
|Rs − Rt|

+ Ej
ele + η̂jj (2.57)

defines the potential energy hypersurface for the nuclei when the electronic state is |Ψj〉. If

19



the electrons are at the stationary state |Ψj〉, upon solving Eq. (2.56), the total molecular

state becomes

Φj({R}) = Θj({R})Ψj,{R}({r}). (2.58)

However, Born-Oppenheimer approximation can not be applied when there is a strong

coupling between different electronic states and the potential energy hypersurfaces of these

states are getting too close to one and another. In these cases, the nonadiabatic operators

for the coupled states have to be included to study the nuclear motions.

2.4 Interaction between ultra-intense x-rays and molecules

(a)

hν

(b)

hν hν

Figure 2.3: Two major electronic responses to x-rays below 10 keV. (a) Photoabsorption:
an electron (dark red closed circle) transits to an excited state by absorbing a photon (dark
blue). (b) Rayleigh scattering: a photon is scattered off an electron without changing either
the photon energy or the electronic state.

Up to this point, only the stationary quantum states of atoms and molecules have been

discussed. In the interaction of ultra-intense x-rays with molecules, the quantum states

become time dependent and evolve according to the Schrödinger equation. In this section,

the quantum state evolution will be first discussed, which will then be applied to the different
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kinds of interactions between x-rays and molecules. The photoabsorption and Rayleigh

scattering processes as two major electronic responses of molecules to x-rays below 10 keV

are illustrated in Fig. 2.3. For x-rays with photon energy below 10 keV, the photoabsorption

cross section is, in general, orders of magnitude larger than that of scattering. Take carbon

as an example, as shown in Fig. 2.4, its cross section of photoabsorption is one to three

orders of magnitude larger than that of scattering for x-rays with photon energy ranging

from 1 keV to 10 keV.

2 4 6 8 10
Photon energy (keV)

100
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)

Photoabsorption
Rayleigh scattering
Compton scattering

Figure 2.4: The photoabsorption, Rayleigh scattering and Compton scattering cross sections
of carbon with x-ray photon energy from 1 keV to 10 keV. Photoabosrption is orders of
magnitude more probable than the scattering process. The data is taken from [52].

2.4.1 Quantum state evolution

The evolution of a quantum state follows the time-dependent Schrödinger equation

i
∂ψ

∂t
= Hψ (2.59)

21



If the quantum system is under no external potential, the total Hamiltonian H is the system-

intrinsic Hamiltonian H0, and its state ψ0 at time t is ψ0(t) = U0(t)ψ0(t = 0), with

U0(t) = e−iH0t being the state evolution operator.

When the quantum system is under external potential V , the total Hamiltonian H be-

comes the sum of the system-intrinsic Hamiltonian H0 and the external potential or inter-

action Hamiltonian V , i.e., H = H0 + V . It’s convenient to work in the ”interaction

picture” to study the response of the system to the external potential, from which follows

naturally the interaction-related quantities such as the transition probability.

Interaction picture

In the ”interaction picture”, the quantum state |ψI〉 is related to the state in the ”Schrödinger

picture” |ψ〉 by

|ψI〉 = U †0 |ψ〉 , (2.60)

and the operator VI is related to the operator in the ”Schrödinger picture” V by

OI = U †0OU0. (2.61)

Inserting |ψ〉 = U0 |ψI〉 and O = U0OIU †0 into Eq. (2.59), the equation of motion in the

”interaction picture” is obtained:

i
∂ |ψI〉
∂t

= VI |ψI〉 , (2.62)

which is in the same form as the Schrödinger equation (2.59), with |ψ〉 replaced by |ψI〉 and

the total Hamiltonian H replaced by the external potential VI .
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State evolution and transition

With |ψI(t0)〉 as the initial state at t0, the state |ψI(t)〉 at t can be solved by iterative

integration starting from Eq. (2.62):

|ψI(t)〉 =

[
1 + (−i)

∫ t

t0

VI(t′) dt′ +

(−i)2

∫ t

t0

∫ t′

t0

VI(t′)VI(t′′) dt′′dt′ + · · ·

]
|ψI(t0)〉 (2.63)

=

[
τ
∞∑
n=0

(−i)n

n!

[ ∫ t

t0

VI(t′) dt′
]n]
|ψI(t0)〉 (2.64)

=

[
τ e−i

∫ t
t0 VI(t′) dt′

]
|ψI(t0)〉 (2.65)

= UI(t, t0) |ψI(t0)〉 , (2.66)

where

UI(t, t0) =

[
τ e−i

∫ t
t0 VI(t′) dt′

]
(2.67)

is the state evolution operator from time t0 to t in the ”interaction picture”, τ is the time-

ordering operator which guarantees that the potential operator VI(t′i) at t′i acts on the state

|ψI(t0)〉 before VI(t′j) at t′j if t′i < t′j. The factor 1
n!

in Eq. (2.64) is for removing double

counting, because when the n integrals in each term in the square bracket of Eq. (2.63)

are transformed to one integral to the nth power in Eq. (2.64), each of the to-be-integrated

elements is counted n! times more.

Let
∣∣ψIk〉 (with k = 0, 1, . . .) denote the eigenstates of the system in the ”interaction

picture”. If the initial state of the system at t0 is
∣∣ψIi 〉, the probability of transitioning to

the state
∣∣ψIj 〉 at time t is, according to Eq. (2.66),

Pi→j = |
〈
ψIj
∣∣UI(t, t0)

∣∣ψIi 〉 |2. (2.68)
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Perturbation

Obtaining the state evolution operator UI can be a formidable task since it requires the sum

over infinite number of terms. It’s often the case for Eq. (2.63) that the terms in the square

brackets up to the first order dominate over higher-order terms, such that the sum over the

first two terms is a good first-order approximation to UI :

U
(1)
I (t, t0) = 1 + (−i)

∫ t

t0

VI(t′) dt′. (2.69)

To the first order, the transition probability in Eq. (2.68) becomes

P
(1)
i→j = |

〈
ψIj
∣∣U (1)

I (t, t0)
∣∣ψIi 〉 |2 = |

〈
ψIj
∣∣ ∫ t

t0

VI(t′) dt′
∣∣ψIi 〉 |2. (2.70)

If P
(1)
i→j is zero, the second-order probability which uses the second-order term in the square

brackets of Eq. (2.63) needs to be calculated:

P
(2)
i→j = |

〈
ψIj
∣∣ ∫ t

t0

∫ t′

t0

VI(t′)VI(t′′) dt′′dt′
∣∣ψIi 〉 |2. (2.71)

Consider an external potential V (VI in the ”interaction picture”) existing in time from

−∞ to ∞, which can be separated into the time-independent part V0 and time-dependent

part e−iωt, i.e., V = V0e
−iωt . V is then of the same form as the single mode electromagnetic

field potential with frequency ω. Under it, the first-order transition probability can be
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calculated:

P
(1)
i→j = |

〈
ψIj
∣∣ ∫ ∞
−∞
VI(t′) dt′

∣∣ψIi 〉 |2 (2.72)

= |
〈
ψIj
∣∣ ∫ ∞
−∞

U †0V(t′)U0 dt
′ ∣∣ψIi 〉 |2 (2.73)

= | 〈ψj|
∫ ∞
−∞

eiωjt
′V(t′)e−iωit dt′ |ψi〉 |2 (2.74)

= | 〈ψj| V0 |ψi〉 |2 |
∫ ∞
−∞

ei(ωj−ωi−ω)t′ dt′|2 (2.75)

= lim
t→∞

2πt| 〈ψj| V0 |ψi〉 |2δ(ωj − ωi − ω) (2.76)

and the transition rate is

T
(1)
i→j =

P
(1)
i→j

t
= 2π| 〈ψj| V0 |ψi〉 |2δ(ωj − ωi − ω), (2.77)

where |ψi〉 e−iωit and |ψj〉 e−iωjt are the ith and jth eigenstates of the system in the ”Schrödinger

picture”, with ωi and ωj being the corresponding eigen energies.

Under such external potential V = V0e
−iωt, the second-order transition probability is

P
(2)
i→j = |

〈
ψIj
∣∣ ∫ ∞
−∞

∫ t′

−∞
VI(t′)VI(t′′) dt′′dt′

∣∣ψIi 〉 |2 (2.78)

=
∑
k

|
〈
ψIj
∣∣ ∫ ∞
−∞

∫ t′

−∞
VI(t′)

∣∣ψIk〉 〈ψIk∣∣VI(t′′) dt′′dt′ ∣∣ψIi 〉 |2 (2.79)

=
∑
k

| 〈ψj| V0 |ψk〉 〈ψk| V0 |ψi〉 |2 |
∫ ∞
−∞

∫ t′

−∞
ei(ωj−ωk−ω)t′ei(ωk−ωi−ω)t′′ dt′′dt′|2 (2.80)

= lim
t→∞

∑
k

2πt| 〈ψj| V0 |ψk〉 〈ψk| V0 |ψi〉 |2δ(ωj − ωi − 2ω)

(ωk − ωi − ω)2
, (2.81)

The result above can be interpreted as the system first transiting from |ψi〉 to an intermediate

state |ψk〉 through the first interaction, and then from |ψk〉 to the final state |ψj〉 through the

second interaction. However, as will be discussed in the subsection 2.4.5, the intermediate

state has a finite life time τk and decays exponentially according to e−
Γkt

2 , with Γk = 1
τk

being

the decay rate. So for the second-order probability derivation, the scaling factor e−
Γk(t′ − t′′)

2
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should be added to
∣∣ψIk〉 〈ψIk∣∣ to account for its decay:

P
(2)
i→j = |

〈
ψIj
∣∣ ∫ ∞
−∞

∫ t′

−∞
VI(t′)VI(t′′) dt′′dt′

∣∣ψIi 〉 |2
=
∑
k

|
〈
ψIj
∣∣ ∫ ∞
−∞

∫ t′

−∞
VI(t′)e−

Γk(t′ − t′′)
2

∣∣ψIk〉 〈ψIk∣∣VI(t′′) dt′′dt′ ∣∣ψIi 〉 |2
=
∑
k

| 〈ψj| V0 |ψk〉 〈ψk| V0 |ψi〉 |2 |
∫ ∞
−∞

∫ t′

−∞
ei(ωj−ωk−ω+i

Γk
2

)t′ei(ωk−ωi−ω−i
Γk
2

)t′′ dt′′dt′|2

= lim
t→∞

∑
k

2πt| 〈ψj| V0 |ψk〉 〈ψk| V0 |ψi〉 |2δ(ωj − ωi − 2ω)

(ωk − ωi − ω − iΓk/2)2
, (2.82)

and the transition rate is obtained by dividing the probability with the time t

T
(2)
i→j =

∑
k

2π| 〈ψj| V0 |ψk〉 〈ψk| V0 |ψi〉 |2δ(ωj − ωi − 2ω)

(ωk − ωi − ω − iΓk/2)2
. (2.83)

2.4.2 Hamiltonian in the interaction between x-rays and molecules

The x-rays used in the work of this thesis mainly interact with the electrons in the molecule.

In the following, this interaction will be discussed based on the independent-electron model

introduced in previous sections 2.2.2 and 2.3. The Hamiltonian for a single electron in the

molecule irradiated by x-rays is

H1 =
1

2
(p̂ − αÂ)2 + Vmol

= (−1

2
52 + Vmol) + (−iαÂ · 5+

1

2
α2Â2), (2.84)

where p̂ is the momentum operator, Â is the vector potential operator given in Eq. (2.22),

and Vmol is the operator accounting for the interaction with the nuclei and the other electrons

in the molecule. The terms in the first bracket constitute the intrinsic Hamiltonian for

obtaining the electron’s stationary states as discussed in previous sections 2.2.2 and 2.3,
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whereas the remaining part is the interaction Hamiltonian:

V = −iαÂ · 5+
1

2
α2Â2 (2.85)

As will be discussed, the two terms in V are responsible for different processes in the

interaction between x-rays and molecules.

The subsections below will use the number states
∣∣nk1,ξ1 , nk2,ξ2 , . . . , nkj ,ξj , . . .

〉
intro-

duced in 2.1.2 to describe the state of photons in the x-ray field, and the vector potential

operator is again given by

Â(r, t) =
∑
k,ξ

√
2π

V ωkα2
[âk,ξεk,ξe

i(k·r − ωkt) + â†k,ξε
∗
k,ξe

−i(k·r − ωkt)]. (2.86)

The stationary states for the single electron will be denoted by |ψi〉 e−iωit, with ωi being the

eigen energy and the subscript i = 0, 1, . . ..

2.4.3 Photoabsorption

Absorption rate and cross section

Photoabsorption is the process through which an electron transits from the initial state

|ψi〉 e−iωit to a high-lying state |ψj〉 e−iωjt by absorbing photons. If one photon in the mode

(k, ξ) is absorbed, the only responsible term of the interaction Hamiltonian (see Eqs. (2.85)

and (2.86)) is the one containing a single photon annihilation operator:

−iα
[√ 2π

V ωkα2
âk,ξe

i(k·r − ωkt)εk,ξ

]
· 5, (2.87)

which can be expressed as V̂0e
−iωkt with V̂0 = −iα

[√
2π

V ωkα2 âk,ξe
ik·rεk,ξ

]
· 5 being the

time-independent part. So by inserting V0 = 〈. . . , nk,ξ − 1, . . .| V̂0 |. . . , nk,ξ, . . .〉 into Eq.
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(2.77), the first-order rate for this transition is:

T
(1)
i→j =

4π2

V ωk

| 〈ψj| 〈. . . , nk,ξ − 1, . . .| âk,ξeik·rεk,ξ · 5 |. . . , nk,ξ, . . .〉 |ψi〉 |2δ(ωj − ωi − ω)

=
4π2nk,ξ

V ωk

| 〈ψj| eik·rεk,ξ · 5 |ψi〉 |2δ(ωj − ωi − ω) (2.88)

The photoabsorption cross section for this transition can be obtained by dividing the tran-

sition rate T
(1)
i→j with the photon flux fk,ξ = c

nk,ξ

V
=

nk,ξ

αV
:

σ
(1)
i→j =

4π2α

ωk

| 〈ψj| eik·rεk,ξ · 5 |ψi〉 |2δ(ωj − ωi − ω) (2.89)

Photoionization

2 4 6 8 10
Photon energy (keV)

10 1

101

103

105

107

Ph
ot

oa
bs

or
pt

io
n 

cr
os

s s
ec

tio
n 

(b
ar

ns
)

Iodine
Carbon
Hydrogen

Figure 2.5: The photoabsorption cross sections of iodine, carbon and hydrogen with x-ray
photon energy from 1 keV to 10 keV. The data is taken from [52].

If the state |ψj〉 is in the continuum, the transition corresponds to the photoionization.

With the high photon energy of x-rays, this is a common process in their interaction with
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matter. There are general dependencies for x-ray photoionization processes, e.g. on the ele-

ment and x-ray photon energy, which can be revealed by the example of x-ray photoionizatin

of hydrogenic atoms. In this case, the initial state is the ground state of hydrogenic atoms

discussed in subsection 2.2.1, i.e., ψi = (Z
3

π
)

1
2 e−Zr. The final state is ψj = 1√

V
eikj ·r for

electrons ejected into the continuum with momentum vector kj. From energy conservation,

the final electron energy is ωj =
k2
j

2
= ω + ωi = ω − Z2

2
. The differential cross section

for this transitions is

dσ

dΩ
= σ

(1)
i→jρj =

4παZ3

V ωk

|e−ikj ·reik·rεk,ξ · 5e−Zr|2ρj, (2.90)

where Ω = (θ, φ) is the solid angle denoting the direction of kj, and ρj = V
8π3kj is

the density of final states with energy
k2
j

2
. By integrating over all solid angles, the total

photoionization cross section can be found (see [53] for the integration.) to be

σ ∝ Z5

ω
7
2

. (2.91)

So the photoionization cross section is proportional to the atomic number to the fifth power,

i.e., Z5, and inversely proportional to the photon energy ω to the power of 7
2
. This is the

reason why heavy elements are strong x-ray absorbers and photoabsorption cross section in

general gets smaller with larger photon energies.

Fig. 2.5 shows the photoabsorption cross sections of iodine, carbon and hydrogen with

x-ray photon energy from 1 keV to 10 keV. It can be seen that the cross section of iodine is

orders of magnitude larger than those of carbon and hydrogen. So when an x-ray pulse with

photon energy in this range interacts with a CH3I molecule, it would mainly interact with

iodine.

Photoabsorption from ultra-intense x-rays

For the femtosecond x-ray pulses produced by free-electron lasers, containing a typical num-

ber of photons on the order of 1012 and focused into a typical spot size of 1 µm2, the typical
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fluence (number of photons per unit area per pulse) is F = 1020 photons/cm2. Considering

atoms with a typical x-ray absorption cross section σ on the order of 0.1 − 1 Mbarn, the

photoabsorption probability calculated by Fσ is larger than one. This means more than one

single-photon absorption described by Eqs. (2.88) and (2.89) occurs within a single x-ray

pulse. If n photons are sequentially absorbed in the interaction, a question arises how likely

it is for this process to happen. As will be shown in subsection 5.1.1, the average probability

is not simply proportional to the photon flux f to the nth power which is the case for direct

n-photon absorption. Instead, the probability for such sequential n-photon absorption will

be shown to be proportional to e−bffn, with b the constant depending on the pulse duration

and photoabsorption cross section.

After several steps of sequential ionization, the electron binding energy may become

larger than the photon energy, i.e. ω < −ωi. If the photon energy value is such that

the electron can’t get directly ionized but can be excited to a high-lying bound state, more

electrons can be ejected through subsequent Auger decay and direct photoionization from

this high-lying bound state. This effect, which is called ”Resonance-Enabled X-ray Multiple

Ionization” [5, 8], can greatly enhance the ionization of heavy atoms up to charge states

which are otherwise unreachable.

The multiple photoabsorptions discussed above are sequential . With the x-ray intensity

high enough, multiple photons can also be absorbed simultaneously in a direct process, the

rate [54] of which can be described qualitatively by

Tdir =

[
n−1∏
t=1

T
(1)
it→jtτt

]
Tin→jn =

[
n−1∏
t=1

σ
(1)
it→jtτt

]
σ

(1)
in→jnf

n
k,ξ = σdir,nf

n
k,ξ, (2.92)

where τt is the lifetime of the state identified by jt if the tth photon is absorbed resonantly,

otherwise it’s the lifetime of a virtual state and of order ∆−1, with ∆ being the detuning

of the energy ω + ωit from that of the nearest eigen state. σdir,n is the generalized direct

n-photon absorption cross section. With x-rays from free-electron lasers, direct two-photon,

one-electron ionization has been observed with neon atoms at a photon energy of 1100 eV

[2]. The upper limit for the two-photon absorption cross section σdir,2 of neon at 1100

30



eV determined in that experiment is 7 × 10−54 cm4s. Later studies [55] demonstrated the

importance of the direct two-photon absorption for XFEL pulse interaction with solid targets.

2.4.4 Auger decay

(a) (b)

Figure 2.6: Two possible Auger processes which can lead to the same final state.

After an electron, initially at the state |ψi〉 corresponding to an inner shell orbital, is

excited to the high-lying state |ψj〉, the molecule, which is now highly exicted, will decay

to a less excited state, with the core hole filled either through spontaneous emission to be

discussed in subsection 2.4.5 or Auger process. The Auger process is due to the Coulomb

interaction between electrons. With the Coulomb interaction 1
|r1 − r2| , one electron transits

from the state |ψi1〉 to the final state |ψj1〉 which is the state |ψi〉 from which an electron

was removed previously, the other electron transits from |ψi2〉 to the final state |ψj2〉 which

is in the continuum and hence gets ejected. The Auger decay rate can therefore be written

with the help of Eq. (2.77) as

T
(1)
Auger′ = 2π| 〈ψj1(r1)| 〈ψj2(r2)| 1

|r1 − r2|
|ψi1(r1)〉 |ψi2(r2)〉 |2δ(ωj1 − ωi1 + ωj2 − ωi2)

(2.93)
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Since the two electrons participating the Auger decay are indistinguishable, the other process,

with the two electrons switching roles with respect to the above process, is also possible as

illustrated in Fig. 2.6. The total Auger decay rate should therefore be obtained by coherently

taking into account these two processes:

T
(1)
Auger = 2π| 〈ψj1(r1)| 〈ψj2(r2)| 1

|r1 − r2|
|ψi1(r1)〉 |ψi2(r2)〉

− 〈ψj2(r1)| 〈ψj1(r2)| 1

|r1 − r2|
|ψi1(r1)〉 |ψi2(r2)〉 |2δ(ωj1 − ωi1 + ωj2 − ωi2)

(2.94)

2.4.5 Spontaneous emission, stimulated emission and life time

(a)

hν

(b)

hν

hν

Figure 2.7: Illustration of x-ray emission processes. (a) Spontaneous emission. (b) Stimu-
lated emission.

When the electron transits from the state |ψj〉 to a low-lying state |ψi〉, a photon in the

mode (k, ξ) can be emitted. The only responsible term of the interaction Hamiltonian (see

Eqs. (2.85) and (2.86)) is the one containing a single photon creation operator:

−iα
[√ 2π

V ωkα2
â†k,ξe

−i(k·r − ωkt)ε∗k,ξ

]
· 5, (2.95)
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which can be expressed as V̂ ′0e−i(−ωkt) with V̂ ′0 = −iα
[√

2π
V ωkα2 â

†
k,ξe

−ik·rε∗k,ξ

]
· 5 being the

time-independent part. So by inserting V0 = 〈. . . , nk,ξ + 1, . . .| V̂ ′0 |. . . , nk,ξ, . . .〉 into Eq.

(2.77), the first-order rate for the emission is:

T
(1)
emission =

4π2

V ωk

| 〈ψi| 〈. . . , nk,ξ + 1, . . .| â†k,ξe
−ik·rε∗k,ξ · 5 |. . . , nk,ξ, . . .〉 |ψj〉 |2δ(ωi − ωj + ω)

=
4π2(nk,ξ + 1)

V ωk

| 〈ψi| e−ik·rε∗k,ξ · 5 |ψj〉 |2δ(ωi − ωj + ω)

=
4π2

V ωk

| 〈ψi| e−ik·rε∗k,ξ · 5 |ψj〉 |2δ(ωi − ωj + ω) +

4π2nk,ξ

V ωk

| 〈ψi| e−ik·rε∗k,ξ · 5 |ψj〉 |2δ(ωi − ωj + ω). (2.96)

The first term in Eq. (2.96) is the spontaneous emission or fluorescence rate T
(1)
spon. The

second term, which is proportional to the number of photons nk,ξ in the mode (k, ξ), is the

stimulated emission rate T
(1)
stim. The two kinds of emission processes are illustrated in Fig.

2.7.
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Figure 2.8: Fluorescence yield for states with core holes in K, L and M shells of atoms with
different atomic numbers. The data is taken from [56].
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A core-hole state can decay by fluorescence or Auger process which was discussed in

subsection 2.4.4. Assuming a total decay rate Γ, this core-hole state will decay exponentially

with a lifetime τ = 1
Γ
. From Heisenberg’s Uncertainty Principle, the observed energy of

the excited state has an uncertainty on the order of 1
2τ

= Γ
2
.

The fluorescence yield Yf is defined as the ratio between the fluorescence rate Γf and the

total decay rate Γ:

Yf =
Γf
Γ
. (2.97)

It’s the relative probability that a core-hole state decays radiatively. The fluorescence yield

for states with core holes in K, L and M shells of atoms with different atomic numbers is

plotted in Fig. 2.8. As the atom gets heavier, radiative decay increases. For light atoms

with atomic number below 20, the core holes in these shells are mainly filled by Auger decay.

For heavy atoms with atomic numbers above 40, the core holes in the K shell is more likely

to be filled by fluorescence. But for core-holes in the L shell, the Auger process continues

to dominate over fluorescence until the atomic number is above 90. Take 8.3 keV x-ray

ionization of iodine (Z = 53) as an example, the x-rays mainly interact with electrons in the

L shell. With a fluorescence yield of 0.08, the core holes in the L shell is mostly filled by

Auger decay.

2.4.6 Scattering

Through the scattering process, the interaction between a photon in the mode (k, ξ) and an

electron at state |ψi〉 results in either a photon in the mode (k′, ξ′) emitted with the electron

at the same state |ψi〉, or a photon in the mode (k′, ξ′) emitted with the electron transiting to

a different state |ψj〉. The former case is the elastic scattering and the latter inelastic. Both

terms in the interaction Hamiltonian Eq. (2.85) can contribute to the scattering, with the

first term −iαÂ · 5 through a second-order process, and the second term 1
2
α2Â2 through a

first-order process. In general, for x-ray photon energy below 1 MeV, the scattering is mainly
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contributed by Rayleigh scattering, in which the photons interact with bound electrons and

leave electronic state unchanged. With increasing photon energy, the Compton scattering

gets more and more important because the high-energy photons see the bound electrons

more and more like free electrons. Rayleigh and Raman scatterings, which are more relevant

for the photon energy range (< 15 keV ) of current XFEL facilities, will be discussed in the

following subsections.

Rayleigh scattering

Rayleigh scattering is elastic, which is mainly contributed by the interaction term 1
2
α2Â2 by

a first-order process. With it, a photon in the mode (k′, ξ′), which has the same energy as

the absorbed photon, is emitted, i.e., ωk = ω′k, leaving the electron at the same state |ψi〉.

The only contributing terms in 1
2
α2Â2 for this process (photon annihiliation in mode (k′, ξ′)

and creation in mode (k, ξ)) are

1

2

√
4π2

V 2ωkωk′

[
âk,ξâ

†
k′,ξ′ + â†k′,ξ′ âk,ξ

][
εk,ξε

∗
k′,ξ′e

i(k·r − k′·r)
]
e−i(ωk − ωk′ )t

=

√
4π2

V 2ωkωk′

[
âk,ξâ

†
k′,ξ′εk,ξε

∗
k′,ξ′e

i(k·r − k′·r)
]
e−i(ωk − ωk′ )t

= V̂0e
−i(ωk − ωk′ )t, (2.98)

with V̂0 =
√

4π2

V 2ωkωk′

[
âk,ξâ

†
k′,ξ′εk,ξε

∗
k′,ξ′e

i(k·r − k′·r)
]

being the time-independent part. Upon

substituting V0 in Eq. (2.77) with V̂0 and appropriate photon number states, and replacing

the energy conservation condition δ(ωi− ωj + ω) with δ(ωk − ωk′), the Rayleigh scattering

rate can be calculated as

T
(1)
Rayleigh =

8π3

V 2ωkωk′
| 〈ψi| 〈. . . , nk,ξ − 1, . . . , nk′,ξ′ = 1, . . .| âk,ξâ†k′,ξ′εk,ξ · ε

∗
k′,ξ′

ei(k·r − k′·r) |. . . , nk,ξ, . . . , nk′,ξ′ = 0, . . .〉 |ψi〉 |2δ(ωk − ωk′)

=
8π3nk,ξ|εk,ξ · ε∗k′,ξ′|2

V 2ωkωk′
| 〈ψi| eiq·r |ψi〉 |2δ(ωk − ωk′), (2.99)
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where q = k − k′ is the photon momentum transfer.

Dividing T
(1)
Rayleigh by the photon flux fk′,ξ′ =

nk,ξ

αV
and multiplying by the density of

states of the emitted photon ρk′,ξ′ = α V
8π3k

′2, the Rayleigh scattering differential cross

section is obtained:

dσ
(1)
Rayleigh

dΩ
= α4|εk,ξ · ε∗k′,ξ′ |2| 〈ψi| eiq·r |ψi〉 |2δ(ωk − ωk′) (2.100)

if | 〈ψi| eiq·r |ψi〉 |2 = 1, the differential cross section becomes that of Thomson scattering:

α4|εk,ξ · ε∗k′,ξ′|2δ(ωk − ωk′).

Now consider a sample with many electrons occupying the same state |ψi〉 which undergo

the same Rayleigh scattering process coherently, the differential cross section becomes

dσ
(1)
Rayleigh′

dΩ
= α4|εk,ξ · ε∗k′,ξ′|2|

∑
s

〈ψi| eiq·rs |ψi〉 |2δ(ωk − ωk′) (2.101)

= α4|εk,ξ · ε∗k′,ξ′|2| 〈ψi|
∑
s

eiq·rs |ψi〉 |2δ(ωk − ωk′) (2.102)

= α4|εk,ξ · ε∗k′,ξ′|2|f(q)|2δ(ωk − ωk′), (2.103)

where the form factor f(q) can be rewritten as

f(q) = 〈ψi|
∑
s

eiq·rs |ψi〉 (2.104)

= 〈ψi|
∫
eiq·rρ(r) d3r |ψi〉 (2.105)

=

∫
eiq·rρavg(r) d3r, (2.106)

where ρ(r) =
∑

s δ(r − rs), and ρavg(r) is the average electron density. So the form factor

f(q) is the Fourier Transform of the average electron density ρavg. By detecting the scattered

photon pattern (i.e., photon signals with different momentum transfers), the form factor f(q)

can be obtained. The form factor can then be used to retrieve the average electron density

which in turn reflects the atomic structure of the sample. This is the underlying principle
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for coherent imaging applications at XFEL facilities.

Raman scattering

(a)

hνa

hνb

(b)

hνa

hνb'

Figure 2.9: Two kinds of Raman scattering processes. (a) Stokes Raman scattering. (b)Anti-
Stokes Raman scattering.

Raman scattering is a second-order inelastic process due to the interaction term −iαÂ·5.

The first photon in the mode (k, ξ) excites the electron at the state |ψi〉 to a high-lying

intermediate state |ψk〉 with the ”absorption” term −iα
[√

2π
V ωkα2 âk,ξe

i(k·r − ωkt)εk,ξ

]
· 5,

which then transits to a low-lying state |ψj〉 accompanied by a photon emitted in the mode

(k′, ξ′) through the ”emission” term −iα
[√

2π
V ωkα2 â

†
k,ξe

−i(k·r − ωkt)ε∗k,ξ

]
· 5. As discussed

in subsections 2.4.3 and 2.4.5, the ”absorption” and ”emission” terms can respectively be

expressed as V̂0e
−i(ωkt) and V̂ ′0e−i(−ωkt) with V̂0 and V̂ ′0 being the time-independent parts. So

the second-order scattering rate can be derived similarly as the derivation of the second-order

transition rate T
(2)
i→j in Eq. (2.83), and the result can also be directly obtained by replacing

the two V0’s in Eq. (2.83) with V̂0, V̂ ′0 and appropriate photon number states, and replacing
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the energy conservation condition δ(ωj − ωi − 2ω) with δ(ωj − ωi − ωk + ωk′):

T
(2)
Raman =

∑
k

δ(ωj − ωi − ωk + ωk′)

(ωk − ωi − ω − iΓk/2)2
2π

| 〈ψj| 〈. . . , nk,ξ − 1, . . . , nk′,ξ′ + 1, . . .| V̂ ′0 |. . . , nk,ξ − 1, . . . , nk′,ξ′ , . . .〉 |ψk〉

〈ψk| 〈. . . , nk,ξ − 1, . . . , nk′,ξ′ , . . .| V̂0 |. . . , nk,ξ, . . . , nk′,ξ′ , . . .〉 |ψi〉 |2

=
∑
k

8π3nk,ξ(nk′,ξ′ + 1)

V 2ωkωk′

| 〈ψj| eik·rεk,ξ · 5 |ψk〉 〈ψk| e−ik
′·rε∗k′,ξ′ · 5 |ψj〉 |2

(ωk − ωi − ω − iΓk/2)2
δ(ωj − ωi − ωk + ωk′).

(2.107)

The energy conservation condition δ(ωj − ωi − ωk + ωk′) can be satisfied in two ways. One

possibility is that the final state energy ωj is larger than that of the initial sate ωi, with

the energy of the absorbed photon ωk larger than that of the emitted photon ωk′ , which

corresponds to the Stokes Raman scattering. The other is that the final state energy ωj is

smaller than that of the initial sate ωi, with the energy of the absorbed photon ωk smaller

than that of the emitted photon ωk′ , which corresponds to the anti-Stokes Raman scattering.

These two kinds of Raman scattering processes are illustrated in Fig. 2.9.

From Eq. (2.107), the Raman scattering rate is proportional to the photon number in the

mode (k′, ξ′) plus one: (nk′,ξ′ + 1). Similar to the division of the emission into spontaneous

and stimulated emissions in subsection 2.4.5, T
(2)
Raman can also be divided into the spontaneous

Raman scattering rate which is independent of the photon number in the mode (k′, ξ′), and

the stimulated Raman scattering rate which is proportional to the photon number nk′,ξ′ in

the mode (k′, ξ′).

Visible-light-stimulated Raman scattering has been a powerful nonlinear technique for

studying nuclear motion in molecules, in which the initial and final states are respectively

the ground and vibrationally excited states on the same potential energy surface (or the

same electronic state), and the intermediate state is a high-lying excited electronic state.

As a nonlinear process which requires high field intensity, the x-ray-stimulated Raman
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scattering by atoms was only observed six years ago after the LCLS was turned on to pro-

duce ultra-intense x-rays [3]. In analogy to the application of the femtosecond stimulated

Raman scattering with visible light to study nuclear motion, the stimulated Raman scatter-

ing with intense attosecond x-ray pulses is a promising method for investigating electronic

dynamics [57]. The initial and final states are now respectively the ground state and the

excited electronic state (or a superposition of excited electronic states allowed by the x-ray

bandwidth), with the intermediate state being the core-excited state. The excited electronic

states populated by x-ray-stimulated Raman scattering have been demonstrated in a recent

experiment [58] at the LCLS with NO molecules and intense attosecond x-rays.

2.4.7 Charge rearrangement

X-rays typically interact with a specific element in the molecule, which has the largest

absorption cross section compared to the other elements. With the strong ionization at

that specific site, a charge imbalance in the molecule is created, which can drive electron

transfer from the non-ionized partner to the ionized site. So with the exception of possible

inter-atomic decay processes (see e.g. [59–63]), the charge rearrangement discussed here is

essentially the same as the charge capture process studied in ion and atom collision physics,

with the difference being that the charge capture here is complicated with other processes

such as sequential photoionizations, decays and fragmentation. It should be distinguished

from the charge migration process, which is due to electron motion in a superposition state

and has been predicted [64] to happen in the interaction between x-rays and molecules. The

following subsections will discuss the electron transfer process in a simple molecular model

consisting of an electron donor (D) and an acceptor (A), with both the quantum mechanical

[51] and classical approaches [65, 66].

Hamiltonian for electron transfer

In a charge transfer process, an electron is relocated from the donor site to the acceptor site,

both corresponding to specific elements within the molecule. The electron can be described
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by a wavefunction extending over both the donor and acceptor sites, but for the purpose of

electron transfer modeling, two sets of eigen states |ψDm〉 and |ψAn〉 are used, depending on

whether the electron is at the donor or acceptor site. And they can be determined by the

time-independent Schrödinger equation:

(−1

2
52 + VS) |ψSm〉 = ESm |ψSm〉 , (2.108)

where VS is the potential energy operator when the electron is at the donor (S = D) or

acceptor (S = A) site. For simplicity, in the following discussion, the electron is assumed

to be in either the donor-site ground states |ψD0〉 or the acceptor-site ground state |ψA0〉.

Further it is assumed that the overlap integral 〈ψD0|ψA0〉 is negligibly small, so the two states

are orthogonal. The electron Hamiltonian in the space spanned by these two ground states

then becomes

HET,ele = E ′D0 |ψD0〉 〈ψD0| + E ′A0
|ψA0〉 〈ψA0| + VDA |ψD0〉 〈ψA0|+ VAD |ψA0〉 〈ψD0| ,

(2.109)

where E ′S0 = ES0 + 〈ψS0| VT |ψS0〉, with S = D or A and 〈ψS0| VT |ψS0〉 being the

correction to the energy ES0 due to the presence of the neighbor potential VT . VST =

1
2
〈ψS0| (VS + VT ) |ψT0〉 is the interstate coupling.

So far the electron-transfer Hamiltonian has been considered with a fixed spatial ar-

rangement of the nuclei, i.e., with the distance RDA between the donor and acceptor fixed.

However, the nuclear motion also plays a role in the charge transfer process. So the Hamil-

tonian in Eq. (2.110) must be parameterized by RDA, with the nuclear Hamiltonian added.

And the total Hamiltonian is

HET =
[
Knuc + Vnuc,D0(RDA)

]
|ψD0〉 〈ψD0| +

[
Knuc + Vnuc,A0(RDA)

]
|ψA0〉 〈ψA0|

+ VDA(RDA) |ψD0〉 〈ψA0|+ VAD(RDA) |ψA0〉 〈ψD0| , (2.110)
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where Knuc = −
∑
S

52
S

2Ms
is the nulcear kinetic energy operator as introduced in section 2.3,

and Vnuc,S0(RDA) = 1
2

∑
S 6=T

ZSZT
|RS − RT |

+ E ′S0(RDA) + η̂SS is the potential energy curve

defined in Eq. (2.57).

Qualitative discussion of the charge-transfer dependence on the donor-acceptor

distance

VAD(RDA) |ψA0〉 〈ψD0| in Eq. (2.110) is the major term responsible for electron transfer from

the donor to acceptor. The electron transfer probability can be calculated approximately

with Eq. (2.68)

PET = | 〈ψA0|UI(t, t0) |ψD0〉 |2, (2.111)

with the state evolution operator given by (according to Eq. (2.67))

UI(t, t0) =

[
τ e−i

∫ t
t0 U†0

[
VAD(RDA)|ψA0〉〈ψD0|

]
U0 dt′

]
, (2.112)

where U0 = e−iH0t is the stationary state evolution operator, such that U0 |ψD0〉 =

e−iED0t |ψD0〉 and U0 |ψA0〉 = e−iEA0t |ψA0〉.

Since the interstate coupling VAD = 1
2
〈ψA0| (VA + VD) |ψD0〉 is determined by the

overlap of the exponential tail of the the two wave functions |ψA0〉 and |ψD0〉, it’s expected

to decrease exponentially with internulcear distance RDA, i.e.,

VAD ∝ e−αRDA , (2.113)

with α being a constant. From Eqs. (2.111-2.113), the electron transfer probability PET

also decreases rapidly with internulcear distance RDA. This dependence is confirmed in the

experimental observations to be discussed in subsection 5.4.1.
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Landau-Zener model

Assuming the electon is initially at the state |ψD0〉, so the nuclei are moving on the potential

energy curve Vnuc,D0(RDA) at the donor side. At the distance RDA = Rx
DA, Vnuc,D0(RDA) has

a crossing point with the acceptor-side potential energy curve Vnuc,D0(RDA), i.e., Vnuc,D0(Rx
DA) =

Vnuc,A0(Rx
DA). At this crossing region when the two ground states |ψD0〉 and |ψA0〉 are almost

degenerate, there is a relatively high probability for the electron to transfer from the donor

side to the acceptor side, i.e., transiting from the state |ψD0〉 to |ψA0〉. This probability will

be calculated with the Landau-Zener method[67, 68].

At the crossing region, the two potential energy curves can be approximated by their

slopes at the crossing point. The electron transfer Hamiltonian in Eq. (2.110) at the crossing

region becomes

HET =
[
Knuc + Vnuc,D0(Rx

DA) − vtF x
D0

]
|ψD0〉 〈ψD0|

+
[
Knuc + Vnuc,A0(Rx

DA) − vtF x
A0

]
|ψA0〉 〈ψA0|

+ VDA |ψD0〉 〈ψA0|+ VAD |ψA0〉 〈ψD0| , (2.114)

where t is time and v = dRDA
dt

is the relative velocity of the donor and acceptor at the

crossing point. F x
D0 and F x

A0 are the negative of the slope values at RDA = Rx
DA of the

donor- and acceptor- side potential energy curves, respectively.

This Hamiltonian can be separated into the part which has |ψD0〉 and |ψA0〉 as the

eigen states and the interaction part Vint =
[
− vtF x

D0 |ψD0〉 〈ψD0| − vtF x
A0 |ψA0〉 〈ψA0| +

VDA |ψD0〉 〈ψA0|+ VAD |ψA0〉 〈ψD0|
]

which is responsible for the charge transfer.

And the probability for the electron to transfer from the donor to acceptor can be calcu-

lated with Eq. (2.68):

PET = | 〈ψA0|U(−∞,∞) |ψD0〉 |2

= 1 − | 〈ψD0|U(−∞,∞) |ψD0〉 |2, (2.115)
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with U(−∞,∞) =
[
τ e−i

∫∞
−∞ U†0Vint(t′)U0 dt′

]
being the time evolution operator introduced

in Eq. (2.67).

It can be shown (see e.g. [51]) that the result of Eq. (2.115) is

PET = 1 − e
− 2π

v

|VDA|
2

|FD0 − FA0| , (2.116)

This model has been applied to calculating the charge transfer cross sections in ion and

atom collisions [69, 70].

Classical ”over-the-barrier” model

The classical ”over-the-barrier” model [65, 66] is a simple but effective model initially pro-

posed in 1980s for predicting the charge transfer cross sections in ion-atom collisions. In this

model, the to-be-transferred electron is in the potential defined by its Coulomb interaction

with the remaining part of the molecule:

V (r) = −p + 1

r
− q

RDA − r
, (2.117)

where the donor and acceptor are assumed as point charges with initial charge number p

and q, and r is the distance from the electron to the donor. The donor charge p is added by

1 in Eq. (2.117) to account for the addition of one charge by the to-be-transferred electron.

V (r) is composed of two coulomb potential wells centered at the donor and acceptor, with

a potential barrier in between. At some distance r = rmax within the barrier region, the

barrier reaches a maximum. This distance can be found by setting the slope of the potential

to be 0:

dV (r)

dr
|r = rmax =

p+ 1

r2
max

− q

(R− rmax)2
= 0. (2.118)
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From the above equation, rmax =
√
p + 1√

p + 1 +
√
q
R. By inserting r = rmax into V (r), the

maximum value of the barrier is found:

V (rmax) = −
p + 1 + q + 2

√
q(p+ 1)

R
. (2.119)

For the electron to be transferred from the donor to the acceptor, its initial kinetic energy at

the donor −Ebinding − q
RDA

(Ebinding is the binding energy of the to-be-transferred electron

in the donor, − q
RDA

is added to account for the presence of the acceptor.) must be larger

than the maximum of the barrier V (rmax), i.e.,

−Ebinding −
q

RDA

> −
p + 1 + q + 2

√
q(p+ 1)

RDA

, (2.120)

from which the critical distance RDA,crit beyond which charge transfer is classically forbidden

can be determined:

RDA,crit =
p + 1 + 2

√
q(p+ 1)

Ebinding
. (2.121)

This formula has recently been successfully applied to predicting the critical distances of

charge transfer processes in the interaction between molecules and free-electron laser pulses

[16, 17, 63, 71].

2.4.8 Dissociation and Coulomb explosion

With each photoabsorption and decay step, the molecule transits to a different electronic

state, which corresponds to a different potential energy hypersurface for the nuclei to move

upon. As an example, in Fig. 2.10 a diatomic molecule, initially in the ground state, is core-

ionized. After Auger decay, the molecule becomes a dication populating a dissociative state.

Along the dissociative potential energy curve, the two atomic parts of the molecular ion fly

apart until they become isolated atomic ions. The energy accumulated by the two atomic

parts during this dissociation process is the kinetic energy release, which can be measured
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Figure 2.10: Illustration of Kinetic Energy Release from a core-ionized diatomic molecule.
Ei is the initial potential when the molecule populates the dissociative state. Ef is the
asymptotic potential of the dissociative state at infinitely large internuclear distances. Ki-
netic energy release is determined by KER = Ei − Ef . Strictly speaking, this is only the
kinetic energy release gained from the dissociation after Auger decay. Some energy can
also be gained or lost during or before the Auger decay process, but it’s a much smaller
contribution.

in the experiment.

With the ultra-intense XFEL pulses, a molecule can be heavily charged by the sequential

photoionization and decay process within a very short time defined by either the ultrashort

pulse duration or the ultrafast Auger decay life time (the longer of the two). So the molecule

is charged up before the nuclei can have any significant movements, and the potential defined

by the Coulomb repulsion between ion fragments becomes a good approximation to the real

potential energy hypersurfaces the nuclei move upon. This is the reason why the momentum
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distribution of final fragments reflects the initial molecular geometry, which is the underlying

principle for the ”Coulomb Explosion Imaging” method, as will be discussed in Chapter 6.

2.4.9 Ab initio model calculations of ultra-intense x-ray interac-

tion with atoms and molecules

When an atom or a molecule is exposed to an ultra-intense XFEL pulse, every step of the

sequential x-ray absorption and decay processes causes a change in the electronic configu-

rations. Such changes among electronic configurations can be modeled with a set of rate

equations [72], each of which describes the transition to a particular configuration from all

other possible configurations. Such equations can be solved with a numerical integration

procedure. For each integration over an infinitesimal time interval at a particular instant,

given the x-ray photon flux and spin orbitals optimized for the relevant electronic configura-

tions by the Hartree-Fock-Slater method, the rates of transitions through photoabsorption,

emission and Auger decay can be calculated with the formulas derived in previous sections.

With these calculated rates, the integration for that instant can be performed, which updates

the population of the involved electronic configurations. This procedure is repeated many

times until the x-ray pulse is gone and the electronic structure is stabilized via the decay

processes.

For heavy atoms, billions of electronic configurations (and hence rate equations) can get

involved during the interaction, making the rate-equation-solving approach become unreal-

istic with the current computing power. This problem can be solved with the Monte Carlo

method [73]. During the simulation of each interaction trajectory, the transition from one

configuration to the next is determined through the Monte Carlo approach based on the spin

orbitals and transitions rates calculated on the fly. By repeating and averaging over many

trajectory calculations, a converged solution can be found, which approaches the one from

solving rate equations. Such methods have been implemented in x-ray ionization of both

atoms [73, 74] and molecules [75, 76], and good matches with experimental data (see e.g.

[5, 8, 43, 77]) were achieved.
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Chapter 3

Experimental techniques

The experimental techniques for the study of molecular response to ultra-intense x-rays will

be presented in this chapter. The ultra-intense x-ray pulses are produced by free-electron

lasers. The generation and characterization of such pulses will be discussed in the first

section. In a typical ion and electron momentum imaging experiment, the x-rays are focused

by a pair of Kirkpatrick–Baez mirrors to the center of the imaging setup, where they interact

with cold and localized atomic or molecular targets. The electron and ion fragments from the

interaction are then guided by the electromagnetic filed of the spectrometer to the time- and

position- sensitive detectors, allowing reconstruction of the 3D momenta of these interaction

products, which in turn can reveal the information of atomic and molecular responses to

ultra-intense x-rays. The supersonic gas jets, spectrometers and detectors, which are the key

components of an imaging setup, will be discussed in the second section.

3.1 X-ray free-electron laser

The free-electron laser was proposed by John Madey [79] and demonstrated [80] by his group

at Stanford in the 1970s. Through the resonant interaction between an ultrashort bunch of

relativistic electrons and their radiation, a free-electron laser can produce an intense beam of

electromagnetic radiation, which shares similar properties as those from conventional lasers
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Figure 3.1: Layout of the Linac Coherent Light Source, the first x-ray free-electron laser.
Adapted from [78]. Slotted foil can be used for ultrashort pulse generation. TCAV3 and
XTCAV are setups for electron bunch characterizations. XTCAV will be discussed in sub-
section 3.1.2.

in terms of brightness, bandwidth and transverse coherence. Due to the lack of suitable

x-ray optics, the x-ray free-electron laser has to achieve its gain without a cavity in which

the beam can propagate back and forth until saturation. The gain is instead realized by

sending high-brightness electron beam from the linear accelerators to a long undulator, in

which the x-ray power grows exponentially in power by pumping energy from the electron

beam through the so-called self-amplified sponteneous emission (SASE) process.

The layout of the first x-ray free-electron laser, the Linac Coherent Light Source, is

illustrated in Fig. 3.1. The electron bunch (tens of pC to nC) is sent from the injector

to 3 stages of linear accelerators (Linac) separated by two compressors, through which the

bunch acquires a high peak current (> 1kA) with confined energy and angular spread. The

accelerated electrons (with energy on the order of 10 GeV) are then guided to the undulator

in which x-rays are produced through the free-electron laser interaction to be discussed in

the following subsection.

3.1.1 Basics of operation

X-rays are produced in the undulator through the resonant interaction between electrons and

their radiated x-rays. This interaction consists of three interdependent processes including

electron energy modulation, microbunching and coherent x-ray emission.
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Undulator radiation

In the periodic undulator magnetic field, an electron performs periodic motion under the

Lorentz force, with the periodicity determined by the undulator period λU . In the far field

(e.g. in the experimental hall), the light is the superposition of x-rays emitted by electrons

at every point along their trajectories in the undulator. In analogy to light passing trough

a diffraction grating, the superposition of the x-rays emitted by an electron at different

locations in the undulator consists of only one major component, which is at the fundamental

undulator frequency ωr, due to the constructive interference, and the components at other

frequencies are negligible due to the destructive interference.

The fundamental undulator frequency ωr can be found by considering the relative lon-

gitudinal location of an electron and the wavefront of its radiation. After radiating light at

some location in the undulator and traveling over one undulator period from that location,

the electron lags behind the wavefront of its previous radiation by

4 =
cλU
vz
− λU , (3.1)

where the first and second terms are the distances traveled by the wavefront and electron,

respectively. vz is the electron longitudinal velocity. At the current location, the electron

continues to emit light. Constructive interference between currently and previously emitted

light occurs if the wavelength λr equals 4, i.e.,

λr =
cλU
vz
− λU , (3.2)

which corresponds to the fundamental undulator frequency ωr = 2πc
λr

.

From the relativistic energy-momentum relation

E2
ele = (pc)2 + (mc2)2 (3.3)

(m is the electron rest mass, p = γm
√
v2
z + v2

⊥ is the magnitude of the electron momentum,
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γ = 1√
1 − v2

c2

is the Lorentz factor with v being the electron velocity, and v⊥ is the electron

transverse velocity), the longitudinal velocity is given by

vz = c

√
1 − 1

γ2
− v2

⊥
c2
. (3.4)

With the equation above and the relation

1

γ2
− v2

⊥
c2

= 1 − v2 + v2
⊥

c2
� 1, (3.5)

c
vz
≈ 1 + 1

2γ2 +
v2
⊥

2c2
and the fundamental undulator wavelength in Eq. 3.2 can be

approximated as

λr =
cλU
vz
− λU ≈ λU(1 +

1

2γ2
+

v2
⊥

2c2
) − λU = λU(

1

2γ2
+

v2
⊥

2c2
). (3.6)

For planar undulator, the transverse velocity is given by (see e.g. [81] for a derivation)

v⊥ =
cKcos(2πz

λU
)

γ
, (3.7)

where K = 2πeB0

mc2λU
is the undulator parameter, with B0 being the magnetic field on axis.

By inserting v⊥ into Eq. (3.6) and taking the average over one undulator period, the

fundamental undulator wavelength for a planar undulator is obtained

λr = λU
1 + K2

2

2γ2
. (3.8)

From Eq. (3.8), the photon energy Er = ~2πc
λr

is proportional to the squared elec-

tron energy E2
ele = (γmc2)2, and hence the squared electron beam energy E2

ebeam, i.e.,

Er = aE2
ebeam. This relation can be used in the calibration of photon energy. For a typical

calibration in atomic and molecular experiments, a set of runs with different electron beam

energy settings is carried out, with a corresponding photon energy measured (e.g. by mea-
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suring the photoelectron energy) for each setting. The calibration can then be performed

by finding the proportionality constant a through a linear fitting of these (Er, E
2
ebeam) data

points.

Energy modulation, electron microbunching and coherent x-ray emission

0 1 2 3 4 5 6 7 8 9
z   ( r)

e

e

e

Figure 3.2: Wave trains radiated by 3 electrons from an undulator with 5 periods. The wave
trains in red and green are in phase, which are out of phase with the one in blue due to the
electron location difference in z.

For each undulator period traveled by the electron, the wavefront of its emitted light slips

ahead by one wavelength λr. At the exit of the undulator with Nu periods, the emitted light

becomes a wave train with Nu cycles, as shown in Fig. 3.2 where wave trains of 5 cycles,

emitted by 3 representative electrons after exiting an undulator with 5 periods, are plotted.

Nuλr, which is the total length the wavefront slips ahead of the corresponding electron at

the undulator exit, is called the slippage length. Such wave train is emitted by every electron

in the bunch. With the electron bunch length typically larger than the x-ray wavelength

and electrons randomly distributed within the bunch, the emitted wave trains also have a

random phase relation among each other, resulting in the total radiation intensity Itotal only

proportional to the number Nele of electrons in the bunch, i.e., Itotal = NeleIele, with Iele

being the radiation intensity from a single electron. This is the case for the synchrotron
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radiation. As one key difference between free-electron lasers and synchrotrons, the electrons

in free-electron lasers are spatially arranged within the bunch in such a way that they radiate

in phase between each other, resulting in the total radiation intensity approaching the limit

Itotal = N2
eleIele. It is a huge gain from Itotal = NeleIele of incoherent emission to Itotal =

N2
eleIele of coherent emission, given that the typical number of electrons in a bunch of an

XFEL is on the order of 107.

(a) (b)

Figure 3.3: (a) Top figure is an illustration of the x-ray generation from an electron bunch
traveling in an undulator. Bottom figure shows the corresponding x-ray power exponential
growth as a function of undulator distance, accompanied with more and more microbunching.
Adapted from [78]. (b) Free-electron laser power as a function of undulator length, measured
at the first lasing of the LCLS. The gain length was determined to be 3.5 m. Adapted from
[82].

The spatial arrangement for the electrons to radiate in phase is achieved through the res-

onant interaction between electrons and their radiation. The electric field is in the transverse

direction and along the electron wiggling direction. At some instant in the undulator, some

electrons have wiggling directions parallel to the electric field and lose energy (γ is smaller),

while other electrons have wiggling directions anti-parallel to the electric field and gain en-

ergy (γ is larger). The energy of electrons are modulated on the scale of the wavelength λr.
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From Eqs. (3.4) and (3.5), the longitudinal velocity is given by

vz ≈ c(1 − 1

2γ2
− v2

⊥
2c2

) = c(1 −
1 + K2

2

2γ2
). (3.9)

From the equation above, the longitudinal velocity gets larger with larger γ, which can

happen when an electron gains energy in the transverse direction. With the electrons gaining

energy traveling faster in the longitudinal direction and those losing energy slower, higher-

energy electrons catch up to lower-energy electrons, leading to the formation of microbunches

of electrons at multiples of the wavelength λr. The michrobunched electrons start to radiate

in phase, producing light with larger intensity. The more intense light then causes more

energy modulation of electrons and more microbunching, which in turn results in even more

intense light being radiated. Such emission process is called the self-amplified spontaneous

emission. As illustrated in Fig. 3.3a, this resonant interaction leads to an exponential growth

of the x-ray power, which is accompanied by more and more microbunching, with the peak

power [78] given by

P (z) ∝ e
z
Lg , (3.10)

where Lg ≈ λU
4π
√

3ρ
. ρ =

[
1

64π2

Ip
IA

K2[J0(ξ) − J1(xi)]2λ2
U

γ3σ2
x

] 1
3

is the FEL Pierce parameter [78, 83],

Ip is the electron peak current, IA ≈ 17kA is the Alfvén current, J0(ξ) and J1(ξ) are

the Bessel functions of orders zero and one, with ξ = K2

4 + 2K2 for a planar undulator,

and σx is the rms transverse size of the electron beam. The peak power at saturation is

approximately given by Psaturation = ργmc2Ip
e

[78]. With the FEL Pierce parameter on the

order of 10−3, typical electron energy γmc2 about 10 GeV, typical peak current Ip around 3

kA, the saturation peak power Psaturation is on the order of 30 GW. With the typical focal

spot area ∼ 1 µm2, this gives an peak intensity of 3 × 1018 W/cm2. Fig. 3.3, which is

obtained during the start-up operation of the Linac Coherent Light Source [82], shows the

exponential x-ray power growth with the undulator length, and the transverse beam profile

imaged by an intercepting yttrium aluminum garnet (YAG) screen.
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SASE and seeded operations

The FEL interaction can either starts with the radiation from first few undulator sections,

with the exponential x-ray power growth happening in the remaining undulator sections,

or with an externally seeded radiation right from the beginning of the undulator. A FEL

with the former operation mode is called a SASE FEL, and the latter seeded FEL. For SASE

FELs, due to the interaction start-up from spontaneous emission of electron beam shot noise,

the produced x-rays have limited temporal coherence. With the electron bunch length longer

than the radiation coherence length Lcoh ≈ λr
2
√
πρ

, a typical x-ray pulse consists of tens to

hundreds of coherent spikes (∼ 1 fs) with no fixed phase relation with one and another [78].

These independent coherent spikes are sources of x-ray intensity fluctuations.

(a) (b)

Figure 3.4: Comparison of measured SASE and seeded x-ray (photon energy 8.3 keV) spectra.
Adapted from [84]. (a) Single-shot spectra. (b) Averaged spectra. For the single-shot
spectra, the SASE FWHM bandwidth is ∼ 20 eV , whereas the seeded bandwidth is ∼ 0.4 eV .

The temporal coherence can be improved with a seeded FEL. Even if external seeding

is possible for x-ray free electron lasers through techniques such as high-gain harmonics

generation [85] and echo-enabled harmonic generation [86], it is still difficult because of

the lack of appropriate external x-ray sources. To circumvent this issue, the self-seeding

scheme [84, 87, 88] is implemented at the LCLS, in which x-rays from the first half of the

undulator, after passing through a diamond-based monochromator, serve as the seed for

the FEL interaction in the second half of the undulator. Through self-seeding, production
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of near Fourier-transform-limited x-ray pulses at angstrom wavelengths was demonstrated,

with a relative bandwidth reduction of a factor of 40-50 with respect to SASE operation, as

shown in Fig. 3.4.

Recent developments

Over the last decade, new FEL capabilities have become available. They include, for example,

x-rays with the circular polarization [89], two-color x-rays [90, 91] for x-ray-pump and x-ray-

probe experiments and ultrashort x-ray pulse generation (∼ 5 fs) through the low-charge

mode operation [92] or the use of emittance-spoiling slotted foil [93]. And very recently, the

lower limit of ultrashort XFEL pulse was pushed down to hundreds of attoseconds, through

single-spike pulse generation with nonlinear bunch compression in the hard x-ray range [94],

and through the enhanced self-amplified spontaneous emission (ESASE) scheme [95–97] in

the soft x-ray range.

Currently available x-ray pulse parameters can be found in [98] for the LCLS with dif-

ferent operation modes, and [99, 100] for the EuXFEL.

3.1.2 Pulse characterization

X-ray pulse parameters are required for both performing the experiment and interpreting

the experimental data. For the experiments in this thesis, the key parameters are photon

energy, pulse energy, pulse length and pulse intensity in the interaction region. As discussed

in 3.1.1, the photon energy Er can be calculated from electron beam energy E2
ebeam through

the relation Er = aE2
ebeam, with the proportionality constant a defined by the undulator

parameters and able to be determined through calibration procedures, e.g. by electron

beam energy scan in photoionization measurements. The pulse energy can be measured

shot-by-shot with gas monitor detectors, based on the near-ultraviolet luminescence of x-

ray-irradiated N2 molecules [101].

The average x-ray pulse length has been shown to be about 70% of the electron bunch

length [102–104]. Shot-by-shot x-ray pulse profile can be retrieved through techniques which
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Figure 3.5: Layout of the XTCAV setup for characterizing x-ray pulse power profiles at the
LCLS. Adapted from [102].

either measure the electron bunch phase (time-energy) space distribution [102, 105] or di-

rectly apply the streaking method [106–109] to the x-ray pulse. The former technique has

been implemented at the LCLS as the XTCAV [102, 110] (X-band Transverse deflecting

mode CAVity) setup in Fig. 3.5, which is located downstream of the FEL undulator (hence

non-invasive) and provides the LCLS experiments with shot-by-shot electron phase space dis-

tributions used for reconstruction of x-ray pulse power profiles. After exiting the undulator,

the electron bunch is sent to the X-band RF (Radio-Frequency) Deflector which generates

horizontally polarized electromagnetic waves at 11.4 GHz. The electron bunch (thousands

of times shorter than the RF wavelength) arrival time is set so that its center overlaps with

the RF wave’s zero-crossing point, with its electrons traveling before and behind the center

experiencing opposite electromagnetic forces which are approximately linearly proportional

to the electron displacement relative to the bunch center. Under such forces, the front-

and back-end electrons are deflected horizontally to opposite directions, with the deflection

amount linearly proportional to the electron’s original distance to the bunch center, which

maps electron distribution along the longitudinal (time) axis to the horizontal direction.

The horizontally deflected electron bunch is then sent through a static bending magnet.

The Lorenz force bend vertically the high-energy electron trajectories less than those of low-

energy ones, effectively mapping the electron energy distribution to the vertical axis. The

electron phase space distribution as the result of the horizontal (time) and vertical (energy)

deflections is then imaged by a fluorescent screen. From the phase space image, the average

energy of electrons < E(t) >, electron beam current I(t) and rms slice energy spread σE(t)
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can be directly obtained.
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Figure 3.6: Two representative 8.3 keV x-ray pulse power profiles measured at the LCLS.

For a successful x-ray pulse characterization using XTCAV, a dark run with no electrons

being imaged, a lasing-off run with electrons being imaged and a lasing-on (when taking

experimental data) run are required. The dark run is for getting the camera’s backgroud

image pixel values, which will be subtracted from both the lasing-off and -on electron images.

From energy conservation, the electron energy loss with lasing on, which can be obtained by

comparing lasing-on electron image with that of lasing-off, correspond to the energy of the

x-ray pulse. The x-ray pulse power profile can be calculated by

P (t) = [< EFEL off (t) > − < EFEL on(t) >] × I(t), (3.11)

where < EFEL off (t) > and < EFEL on(t) > are respectively the average energy of electrons

when lasing is on and off. From FEL thoery [111], the x-ray power can also be calculated

from the energy spread σE(t) with

P (t) = [σ2
E,FEL on(t) − σ2

E,FEL off (t)] × I2/3(t), (3.12)

with ”FEL on” and ”FEL off” again representing lasing on and off.
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Two typical 8.3 keV x-ray pulse power profiles reconstructed with this method are shown

in Fig. 3.6. Note that the generally expected spikes within the SASE pulse are not resolved.

This can be attributed to the fact that the displayed x-ray pulses are obtained after FEL

saturation and the XTCAV method’s resolving power is downgraded for pulses after satura-

tion than before saturation[110]. But the reconstructed pulse profiles can still represent the

pulse envelopes.

Given the pulse energy and duration measurement, in order to get the pulse intensity or

photon flux in the interaction region, the photon density distribution in the focal volume is

still needed. It can be obtained by first assuming a distribution function with adjustable

parameters, and then finding these parameters by fitting the experimental charge state dis-

tribution of atomic ions. For a characterization of photon density distribution with such

method, see e.g. [112].

3.2 Ion and electron momentum imaging setup

The reconstruction of ion and electron momentum gained from the interaction is an initial

value problem, which requires the initial particle velocity to be solved given its afterwards

trajectory in an electromagnetic field. Several challenges exist in setting up this problem in

an experiment:

(1) Thermal velocity. Molecules have thermal velocity which contributes to the initial

momentum. To make the initial momentum as close in value as possible to the momentum

gained from interaction, the molecules have to be cooled down such that the thermal velocity

is negligibly small. This can be achieved by employing a supersonic gas jet as the target.

(2) Initial location. The interaction region in a photoionization experiment is defined by

the intersection between the laser beam in the Raleigh range and the target distribution.

Due to the finite interaction region, there is, instead of a single location, a variety of initial

particle locations, which can degrade the accuracy of the calculated initial momenta. This

problem can be solved by making the target very well confined with a supersonic gas jet,

tightly focusing of the laser beam, or controlling the charged particle trajectory by electric
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field in such a way that in the detection region the particle location becomes independent of

its initial position.

(3) Control over ion and electron trajectories. Particle trajectories have to be con-

trolled so that particles can arrive at detectors, and in the meantime should make the initial

value problem feasible to be solved. Various electomagnetic field configurations can be ap-

plied to implement such control, with the use of ion and electron spectrometers.

(4) Trajectory measurement. The particle trajectory can be measured by the detectors

which record the particle time of arrival and hit position on the detector. More than one

types of detectors can be used for such purpose.

3.2.1 Supersonic gas jet

The supersonic gas jet device includes a nozzle (with diameter d ∼ 10 µm), which is followed

in the gas flow direction by skimmers and apertures or slits, with differential pumping stages

reducing the gas load along the flow path until the gas reaches the interaction chamber, after

which the gas is dumped through the catcher chamber. With the nozzle connected at one

side to a gas bottle with typical pressure ranging from one to several tens of bars, and at the

other side with pressure orders of magnitude lower, the high-pressure gas expands through

the nozzle to the low-pressure region, reaching a gas flow speed larger than that of sound,

hence the name supersonic gas jet. The process can be modeled by an adiabatic expansion

of ideal gas. By such expansion, the gas enthalpy consisting of compression and internal

energies is converted to directional kinetic energy:

kBT0 +
fkBT0

2
=

1

2
mV 2

jet, (3.13)

where kB is Bolzmann constant ,T0 is the initial gas temperature before the expansion, m is

the mass of the atom or molecule and f is its number of degrees of freedom. The jet velocity
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Vjet is therefore

Vjet =

√
(2 + f)kBT0

m
=

√
2kB
m

γ

γ − 1
T0, (3.14)

where γ = 1 + 2
f

is the heat capacity ratio. This jet velocity is achieved in the ideal case

if after expansion the gas temperature T is zero. In reality, T is nonzero and its achievable

value is determined by the ratio S between the jet speed Vjet and the speed Vthermal =
√

2kBT
m

due to thermal motion,

S =
Vjet

Vthermal
=

√
γ

γ − 1

T0

T
, (3.15)

which in turn depends on the nozzle diameter d, initial temperature T0 and the pressure

P0 before expansion [113]. Given the speed ratio S and the initial temperature T0 ,the jet

temperature can be calculated as

T =
γ

γ − 1

T0

S2
. (3.16)

Since the pressure in the region beyond the nozzle is not zero, the expansion further away

from the nozzle is less free due to larger influence of the residual gas. Because the inner

part of the jet close to the nozzle is not affected by the residual gas and hence experiences

a free expansion, it has a cooler temperature and can be picked out by a skimmer mounted

after the nozzle at a distance before the free expansion breaks down. Downstream along the

gas flow, more skimmers, apertures and slits can be mounted, to both collimate the beam

and keep only its cooler inner part. At the interaction region, a gas jet, with temperature

as low as tens of mK, diameter about 1 mm, and taget density typically in the range of

109 − 1011 particles/cm3, can be achieved.

In addition to the supersonic gas jet, there are other methods for target preparation,

such as effusive gas jet, which is of much higher temperature, but has a higher target density

suited for interaction with weak light pulses, and magneto-optical traps [114, 115] which can
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cool the targets down to a even lower temperature (∼ 100 µK) than the supersonic gas jet.

3.2.2 Spectrometer

Electromagnetic field generated by a spectrometer is needed in order to guide the particles

in a predictable fashion towards the detector. Different field configurations have been imple-

mented and can be chosen according to particle species and the experimental requirements

such as acceptance and resolution. Two most popular ones are the homogeneous field and

velocity map imaging configurations.

Homogeneous field configuration

Homogeneous field configuration is the one commonly used in the so-called REMI (reac-

tion microscope) or COLTRIMS (COLd Target Recoil Ion Momentum Spectroscopy) setup

[116, 117] as sketched in Fig. 3.7. These instruments can be used for the so-called kinemat-

ically complete measurements of the reaction products. In a typical COLTRIMS setup, the

spectrometer consists of a series of equally spaced ring-shaped electrodes, with each elec-

trode connected with its neighbors by resistors of the same resistance. By applying a higher

voltage to the electrode at one end of the spectrometer and lower voltage to the electrode at

the other, there is a constant voltage drop with distance from the higher to the lower voltage

end, and a homogeneous electric field is thus created.

In some spectrometers, this homogeneous region is followed by a field-free drift region.

With the combination of the two regions, the ”time focusing” condition can be fulfilled such

that particles of the same species, with the same initial velocity but different initial locations

along the spectrometer axis, are guaranteed to have the same flight time.

The voltage and spectrometer length settings can be adjusted so that all the reaction

products are detected both with the 4π angle acceptance and optimal resolution. In general,

faster fragments can be detected by increasing the voltage or shortening the spectrometer

length, but at the sacrifice of worsening the resolution.

Ions are the electric field to the detector at one end of the detector. Electrons can be
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Laser Beam

Figure 3.7: Sketch of a COLTRIMS setup, with ion (red and blue trajectories) and electron
(green helical trajectory) fragments guided by a homogeneous electric field generated by the
spectrometer. A pair of Helmholtz coils (dark brown) is used to produce a homogeneous
magnetic field along the spectrometer axis and increase the detector acceptance of electrons
by bending their motions with the Lorentz force.

directed to the detector at the other end, with the same electric field as the one for ions.

But due to the much smaller electron mass and hence larger initial velocity, the 4π angle

collection efficiency is hard to be achieved solely by the electric field. To circumvent this

issue, a homogeneous magnetic field generated by a pair of Helmholtz coils and with direction

parallel to the existing electric field can be added. This magnetic field, together with the

electric field, forces the electron into a spiral motion towards the detector. So those electrons,

which have high speed perpendicular to the spectrometer axis and would otherwise not be

detected just with the electric field, can now be confined by the magnetic field within a
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cylinder with radius smaller than that of the detector and are guaranteed to arrive at the

detector. Because radius of the spiral motion is proportional to the velocity perpendicular to

the spectrometer axis and inversely proportional to the magnetic field strength, acceptance

of higher-energy electrons can be improved by increasing the magnetic field strength.

The initial momentum of particles flying in such configuration can be easily reconstructed

by solving the equation of motion according to Newton’s second law, as will be discussed in

section 4.5.1.

Velocity map imaging configuration

Figure 3.8: Double-sided velocity map imaging spectrometer in the AMO hutch of the LCLS.
Adapted from [118].

In contrast to the homogeneous field configuration, in the velocity map imaging (VMI)

configuration as typically used in a double-sided VMI spectrometer shown in Fig. 3.8,

the electric field acts as a ”lens”, which guides the particles with the same initial velocity

originating from different positions of the interaction region to the same spot on the detector.
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So each point on the detector image corresponds to particles with a certain initial velocity,

explaining the name ”velocity map imaging”.

The original design [119] of velocity map imaging spectrometer consists of a repeller,

an open extractor and a ground electrode. With later designs (see e.g. [118, 120]), more

electrodes are added to achieve better focusing performance. And to detect ion and electrons

in coincidence, the spectrometers become double sided, with the ion repeller working at the

same time as electron extractor and vice versa.

The voltage settings can be optimized such that the fragments with zero kinetic energy

(such as parent ions) are focused to a detector spot as tiny as possible. This optimization

can be performed either with SIMION [121] simulation or in a real experiment by looking

at detector images. For example, with the original design, by setting the extractor voltage

to be 70% of the repeller voltage, the ions are focused to a dot with diameter only limited

by the detection system.

When VMI configuration is used, it’s important to keep at least one symmetry axis of

the interaction in the detector plane, to allow for the 3D momentum reconstruction from the

2D velocity map with Abel inversion or deconvolution procedures (see subsection 4.5.2).

If the arrival time and position are recorded separately for each particle, the momentum

can also be calculated for each individual particle with an empirical formula (see subsection

4.5.2) which can be constructed with the help of SIMION simulations.

Discussion

While spectrometers are in general designed to produce either a homogeneous field or a

VMI configuration, both configurations can be formed with appropriate voltage settings by

a single spectrometer as long as it has enough number of properly positioned electrodes [118].

The electric field of the homogeneous field configuration typically ranges from a few volts to

hundreds of volts per centimeter, whereas it’s up to thousands of volts per centimeter for the

VMI configuration. With the much higher electric field strength of the VMI configuration,

electrons can be projected to the detector without the confinement of magnetic field. But
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due to the much higher field strength, the ion flight time resolution is worse.

3.2.3 Ion and electron detectors

Detectors are needed to record the particle arrival times and positions at the detector plane.

Microchannel plate with delay line anode and microchannel plate with phosphor screen are

two types of such detectors, with each more applicable than the other depending on the

experimental conditions.

Microchannel palte

The microchannel plate (MCP) (see e.g. [122]) contains, in a “honeycomb” structure, mil-

lions of micron-diameter glass capillaries (channels), each of which acts as an independent

secondary electron multiplier. Upon particle impact on the channel wall, electrons are emit-

ted. They are then accelerated by the static electric field ( generated by the voltage applied

on the front and rear sides of the MCP) until hitting the channel wall and resulting in more

secondary electrons emitted. This impact-emission-acceleration process is repeated in a cas-

cade fashion many times before thousands of electrons emerge from the rear side of that

channel. To avoid particles passing through channels without hitting the wall, channels are

arranged in a bias angle ( 10 degrees) with respect to the axis perpendicular to the plate

surface. Higher amplification can be achieved by stacking two or more plates together with

their channel axis in a zig-zag arrangement.

The MCP-amplified signal contains the time and position information of the incident

particle. A single metal anode can be used to read out the arrival time signal, which is

then amplified by an amplifier before being sent to the constant fraction discriminator to be

discussed in section 4.1. The position information can be obtained by adding to the back

of MCP, either a delay line anode or a phosphor screen coupled with a camera. These two

types of detectors will be discussed in the next two subsections.
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Microchannel plate detector with delay-line anode

A delay-line anode consists of two or three wires wound helically around an insulator holder,

with each wire having a different winding direction. Every wire is accompanied by a parallel

reference wire and the signals from both wires are sent to a differential amplifier for noise

cancellation and signal amplification. Higher (20-50V) voltage is applied to signal wires than

their reference partners to ensure it’s mainly the signal wires collecting the electron cloud

from the MCP. The picked-up electron cloud signal then propagates along the wire. Its

arrival times t1 and t2 at the two ends of the wire are recorded, and the position information

is encoded in the difference of these two arrival times.

With the distance D1mm (mm) along which the signal needs to travel in the wire to

achieve a 1mm movement in the wire helical propagation direction and the signal group

velocity Vgroup (close to the speed of the light), the incident particle hit position along this

wire helical propagation direction is given by

Pos =
Vgroup
2D1mm

(t1 − t2) + O, (3.17)

where O is an arbitrary offset.

QUAD delay-line anode has two signal wires propagating along two perpendicular direc-

tions x and y. The incident particle hit position (XPos, YPos) is obtained by


XPos =

V x
group

2Dx
1mm

(tx1 − tx2) + Ox (3.18)

YPos =
V y
group

2Dy
1mm

(ty1 − ty2) + Oy, (3.19)

where V i
group, D

i
1mm, ti1, ti2 and Oi, with i being x or y, have the same meaning as the

corresponding variables in Eq. (3.17), except they are now for a particular direction specified

by i.

HEX delay-line anode has three signal wires with their propagation directions u, v andw

oriented 60 degrees between one and another in a plane as shown in Fig. 3.9. The particle
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Figure 3.9: A sketch of the delay lines in a HEX delay-line detector.

hit position along each direction can be similarly calculated by



UPos =
V u
group

2Du
1mm

(tu1 − tu2) + Ou (3.20)

VPos =
V v
group

2Dv
1mm

(tv1 − tv2) + Ov (3.21)

WPos =
V w
group

2Dw
1mm

(tw1 − tw2 ) + Ow, (3.22)

with the variables having the same meanings as the corresponding ones in Eq. (3.20), except

that they are now for a particular direction specified in the super- or subscript by u, v or w.

From the geometrical relations between the directions u, v, w and x,y, the particle hit

position in (XPos, YPos) can be expressed as a linear combination of the positions along any

two of the u, v and w directions:


Xuv
Pos = UPos + Ouv

x (3.23)

Y uv
Pos =

UPos − 2VPos√
3

+ Ouv
y , (3.24)
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
Xuw
Pos = UPos + Ouw

x (3.25)

Y uw
Pos =

2WPos − UPos√
3

+ Ouw
y , (3.26)

or 
Xvw
Pos = VPos + WPos + Ovw

x (3.27)

Y vw
Pos =

WPos − VPos√
3

+ Ovw
y , (3.28)

with Ojk
i being arbitrary offsets for hit position along i direction determined by the positions

along j and k directions.

Microchannel plate detector with phosphor screen

(a) (b)

Figure 3.10: (a)Phosphor screen image of electron hits taken by a CCD for a single interaction
event. (b) Electron hits identified by a peak-finding algorithm.

When the electron cloud emerged from the MCP back hits the phosphor screen, photons

are emitted from the impact position and can be captured by a charge-coupled device (CCD)

camera, through which the particle hit positions on the MCP can be recorded. Fig. 3.10a is

the phosphor screen image taken by a CCD for a single interaction event, with the electron

hits displayed as the bright spots in the blue background. These electron hits picked out

with peak-finding algorithms (see e.g. [123]) are shown in Fig. 3.10b.
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Discussion

Microchannel plate detector with delay-line anode is commonly used in COLTRIMIS setups,

and microchannel plate detector with phosphor screen is commonly used in VMI spectrome-

ters. Even though such combinations are not hard requirements, they have their underlying

reasons.

COLTRIMS setup is typically used for the electron and ion coincidence experiment in

which the reaction rate is much lower than one, and if there is a reaction, only few particles

are produced and detected by the detector. For this case, microchannel plate detector

with delay-line anode should be the choice rather than with phosphor screen. The delay-line

anode has a much faster readout time (below one microsecond) which is limited by the signal

traveling time along the wire, whereas that of phosphor screen with CCD is on the order

of millisecond. To avoid cross talk between adjacent interaction events, the laser repetition

rate has to be smaller than 1 MHz when using a microchannel plate detector with delay-line

anode (the time of flight range of all fragments (up to several microseconds) is more of a

limitation than the readout time, and can limit the repetition rate to hundreds of kHz). With

phosphor screen, the repetition rate should be smaller than 1 kHz to avoid such cross talk.

For coincidence experiments with low reaction rate per laser shot, to accumulate statistics

more efficiently, a laser repetition rate higher than 1 kHz is definitely more desirable and

delay-line anode should therefore be used. With this in mind, the electron and ion coincidence

measurement apparatuses at current and future MHz XFEL facilities such as the EuXFEL

and LCLS-II are equipped with delay line detectors. In fact, the delay line detector is one

of only a few detectors capable of utilizing the high repetition rates of the MHz facilities.

However, when the reaction rate is higher and up to hundreds of particles are produced

per laser shot, delay-line detectors can not resolve such large amount of particles anymore

due to the dead time. In this case, microchannel plate detector with phosphor screen comes

to the rescue. In general, for these experiments, which produce many particles per laser

shot and do not need to resolve each interaction event, microchannel plate detector with

phosphor screen is a better choice. In an electron and ion imaging experiment, if it’s the
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case that delay-line detector is a better choice for ion detection, whereas microchannel plate

detector with phosphor screen is better for the detection of electrons, a combination of these

two types of detectors can be used in a single experimental setup.
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Chapter 4

Data analysis

The raw data to be analyzed in an ion and electron momentum imaging experiment consist

of a sequence of data listed event by event, with each event defined by one laser shot. And

the event data is constituted by the output (signal trace, camera image, etc.) from the ion

and electron imaging detectors, as well as the machine data such as pulse energy and photon

energy. This chapter will focus on the analysis of the output from ion and electron detectors,

especially the HEX delay-line detector. In the experiments of this thesis, each of the outputs

from the anodes of MCP and delay line are amplified and then sent to a digitizer, from

which the entire digitized trace is used for further software analysis. (It should be noted

that in many experiments employing delay-line detectors, each of the anode outputs (after

amplification) is sent to a hardware Constant Fraction Discriminator for identifying signals

which are then digitized. And only the identified signal arrival times are recorded instead

of the full waveforms analyzed in this work.) The analysis starting with the digitized full

waveforms can be divided into four steps: signal arrival time identification, hit reconstruction,

calibration and physical quantities calculation.
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Figure 4.1: A typical waveform from a delay-line detector. The inset is the zoomed-in
waveform within a narrow time range.

4.1 Signal arrival time identification

Shown in Fig. 4.1 is a typical waveform recorded in an experiment. The easiest way to pick

out signals from such waveform is by identifying the peaks and use the times corresponding

to peak maxima as the signal arrival times. But for different signals, the maximum doesn’t

appear at the same relative time point within the peak, which degrades the temporal res-

olution of this approach. In addition, when multiple signals arrive very close in time, as is

often the case in the detection of fragments from polyatomic molecules, it can happen that a

signal is overlapping with its neighbors, does not appear as a well-separated peak and hence

cannot be identified. Another method, which is very robust for signal detection, relies on

taking the time point when the trace rises above a constant threshold as the signal arrival

time. But it also has rather poor performance in terms of time resolution because the time

thus identified can move around within the rise time ( 10 ns) when the signal height changes.

A third method is the ”Center of Mass” method, which takes the center of mass of the peak
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as the signal arrival time, has better resolution, but it can’t deal with multiple coincident

ions when they come close in time. The ”Constant Fraction Discrimination” (CFD) method,

which can effectively mitigate the issues of the methods discussed above, is applied for the

identification of signal arrival times for the work in this thesis.
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Figure 4.2: Peak identification with the ”Constant Fraction Discrimination” method. (a)
Peak identification. (b) Identification of multiple overlapping peaks.

To apply ”Constant Fraction Discrimination” algorithm to a singal trace of positive

polarity, one copy of the trace is delayed, the other copy is inverted, attenuated by a constant

fraction, and then added to the first copy to get a bipolar signal. Then the signal arrival time

is identified to be when the bipolar signal crosses a preset walk level on the rising edge, with

the condition that the original signal at this crossing point is above a preset threshold. An

example of the arrival time identification by CFD is displayed in Fig. 4.2a. Fig. 4.2b shows

the capability of CFD to identify multiple overlapping signals. Several parameters need to be

determined before using CFD, including signal polarity, time delay, constant fraction, walk

level and threshold. A good parameter setting can make the signal detection both sensitive

and precise.

Obtaining the statistical characteristics of the signal traces, including signal baseline,

noise level, peak height and rise time as shown in Fig. 4.3, is the first step to set optimal

CFD parameters. The threshold should be set just above the noise level in order to avoid
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Figure 4.3: (a) Rise time of signals from a MCP anode. (b) Rise time of signals from a wire
end of a delay-line anode. The rise time for a signal is determined as the time it takes from
reaching 10% to 90% of the signal maximum. The entries in these two histograms are rise
times of many different signals, from the anode of a MCP and a wire end of a delay-line
anode, respectively.

missing small signals. The walk level should be just above the signal base line. Time delay

D and constant fraction F are related and both depend on the signal rise time RT . With

good settings for D and F , the identified signal arrival time should be when the bipolar

signal has maximum slope. A rule of thumb for tuning D and F is D = RT (1− F ) [124].

The parameter settings need to be determined separately for each of the waveform chan-

nels. For a HEX (QUAD) delay-line detector, there are seven (five) channels, one for MCP

and the other six (four) for delay-line anode. By applying the CFD procedure to each wave-

form, the identified signal arrival times from each of the seven (five) channels, including tmcp,

tu1 , tu2 , tv1, tv2, tw1 and tw2 (tmcp, t
x
1 , tx2 , ty1 and ty2) are either saved for later analysis or directly

sent to the hit reconstruction routine discussed in the the next section. (u, v and w (x and

y) specify different layers of the HEX (QUAD) delay-line anode.)

4.2 Hit reconstruction

For each event, starting with the signal arrival times found out by the CFD, the hit re-

construction routine reconstructs the position and time of the particles when they hit the
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Figure 4.4: (a) Time difference of signal arrival times at the two ends of the u layer. (b)Time
sum of signal arrival times at the two ends of the u layer, with respect to the signal arrival
time at the MCP.

detector. Multiple particles can hit the detector with each event, creating multiple signals in

each channel. The particle number to the power of 7 is the number of possible combinations

of the signal arrival times from the 7 channels. Two physical constraints of the detector can

be used to reduce this number to a smaller value. One is that after a particle hits the MCP,

the electron cloud from the MCP is then picked up by the delay line on which the signal has

a maximum run time determined by the wire length. The anode signals from the delay line,

corresponding to this MCP signal, can therefore be searched within a much narrower time

window. The maximum run time can be found by histograming the differences of the signal

arrival times at the two ends of the wire. In Fig. 4.4a, the ”tu1 − tu2” histogram shows the

distribution is almost symmetric with respect to tu1 − tu2 = 0, and has sharp edges at -95

ns and 95 ns. Within these two edges are contained the majority of counts. The symmetry

is because the two ends of the wire are equivalent and the laser focal spot corresponds to

the detector center. 95 ns is the maximum run time of signals along the wire. This gives the

time difference condition

|tu1 − tu2 | < 95 ns. (4.1)
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The other constraint is that after the electron cloud gets picked up by the delay line wire,

two signals propagate in opposite directions. Upon arrival at the wire ends, the sum of the

distance traveled by the two signals equals the wire length. The sum of the arrival times

at the two wire ends, with respect to the arrival time on MCP, tu1 + tu2 − tmcp should

therefore be narrowly distributed around a constant value. An example of the time sum

”tu1 + tu2 − tmcp” distribution is shown in Fig. 4.4b. The distribution is mainly confined in

the time range from 93.72 ns to 95.22 ns. This gives the time sum condition

93.72 ns < tu1 + tu2 − tmcp < 95.22 ns. (4.2)
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Figure 4.5: Time sum of signal arrival times at the two ends of a delay-line layer for different
hit positions, without and with the non-linearity correction. (a)Without the non-linearity
correction. (b) With the non-linearity correction.

With the time difference condition Eq. (4.1) and time sum condition Eq. (4.2), the time

window to search anode (U) signals for a given MCP signal is

tmcp − (95 − 93.72) ns

2
< tui <

tmcp + (95 + 95.22) ns

2
, (4.3)

with i = 1, 2.

For a given MCP signal with arrival time tmcp, if the wire ends arrival times tu1 and tu2
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Figure 4.6: Time of flight difference with position difference for two consecutively arriving
particles. (a) Without recovering missing signals. (b)With recovering signals.

are not only within the time window defined by Eq. (4.3), but also satisfy the time sum

condition in Eq. (4.2), the three arrival times tmcp, t
u
1 and tu2 are then from the same hit and

can be used for hit reconstruction. Similar procedures are applied to find the other arrival

times tv1, tv2, tw1 and tw2 for v and w layers. Once the arrival times tmcp, t
u
1 , tu2 , tv1, tv2, tw1 and tw2

of all the channels for a single hit are picked out, the hit arrival time and impact position on

the detector can be calculated according to the formulas in the delay-line detector section

3.2.3.

It can happen that not all signals from the 7 channels are successfully detected for each

hit, due to, for example, the detector dead time. This issue can be mitigated by recovering

the missing signals with the detected ones according to the time sum condition in Eq. (4.2).

However, this condition can not be directly applied because it has a wide range of possible

time sum values and can’t give a definite missing signal arrival time. The finite width of

the time sum distribution in Fig. 4.4b is mainly due to the non-linearity of delay-line wires,

which is illustrated in Fig. 4.5a where the time sum values (shifted so that the peak position

is at zero) can be seen to depend on the hit impact positions on the wire. This non-linearity

can be corrected with a calibration table containing the offsets of time sum values from the

time sum peak value for all possible hit impact positions. After non-linearity correction as
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shown in Fig. 4.5b, the time sum distribution gets narrower and is more suited for recovering

missing signals. Such signal-recovering procedures are implemented in the hit reconstruction

routine by Achim Czasch from Roentdek company. Using this routine, a considerable amount

of otherwise missed hits due to signal detection failures can be reconstructed. Fig. 4.6b are

the histograms of time of flight difference and position difference between two consecutively

arriving particles. The left histogram is plotted without using the missing-signal recovering

routine, the bottom left region of which is empty due to detector dead time. This region

almost gets filled up in the right histogram which is plotted after using the missing-signal

recovering routine. So the signal recovering effectively pushes the dead time to less than 1

ns.

4.3 Calibration

Before calculating physical quantities, the time-to-position conversion factors fi =
V igroup
2Di1mm

(i = u, v and w) introduced in the delay-line detector section 3.2.3, start time of the

interaction and jet velocity need to be calibrated. Thanks to the self-calibratable property

of ion and electron momentum imaging setup, these calibrations can be achieved with the

same data used later for calculating physical quantities.

4.3.1 Time to position conversion factors

Precise time-to-position conversion factors are necessary to make accurate momentum and

energy calculations. Their calibration can be achieved in two steps. The first step is to

calculate the conversion factors using the time difference histograms Fig. 4.7. From these

histograms, the time difference distribution edges timax (i = u, v and w) as shown by the

red dashed lines, can be obtained, which are the maximum run time along the u, v and w

directions. With the detector size L, the conversion factors are given by f ′i = L
timax

.

The detector size L can’t be accurately known beforehand and can only be roughly

estimated. So the conversion factors fi are only accurate relative to one and another, but
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Figure 4.7: Time difference of signals from u, v and w layers.
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Figure 4.8: Kinetic energy release of [N+, N+] coincidence channel. (a) Before calibration.
(b)After calibration. [N+, N+] KER data shown in red is taken from [125].

due to the uncertainty of the effective detector size L, a common scaling factor is still

needed. This calls for the second step. One method to get the common scaling factor is by

comparison of the uncalibrated energy spectrum calculated with the conversion factors f ′i ,

with an already calibrated energy spectrum, as shown in Fig. 4.8a. If an energy scaling factor

ceng is needed to match the uncalibrated spectrum with the calibrated one, the common scale

factor for the conversion factors f ′i is then
√
ceng. So the final time-to-position conversion
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factors are fi =
√
cengf

′
i . The energy spectrum calculated with fi should now match the

calibrated one, as shown in Fig. 4.8b.

4.3.2 Interaction start time, location and jet velocity
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Figure 4.9: A waveform (red) from the x-ray-pulse-sensing metal plate installed at the SQS
endstation of the EuXFEL. The blue lines are identified x-ray pulse arrival times.

The data acquisition is triggered for each interaction event. At the LCLS, the trigger

time is set according to the master clock to make sure, for each event, the data acquisition

is started at a fixed relative time before the arrival of the x-ray pulse. At the EuXFEL, the

machine operates in burst mode. Separate pulse trains are generated ten times per second.

In each train, there are equally spaced pulses with repetition rate up to 4.5 MHz. The data

acquisition is triggered for each train, rather than for each of the pulses inside the train.

One round of data acquisition is one train and hence for all the interaction events identified

by the pulses within that train. At the SQS endstation of the EuXFEL, a metal plate is

installed downstream of the interaction chamber to detect the arrival of each pulse within
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the train and hence can also work as a trigger for each interaction event. Even if the data

acquisition is triggered train-by-train, instead of on an event-by-event basis, the signal arrival

times from this metal plate, displayed as blue lines in Fig. 4.9, can still be used to separate

individual interaction events in each train.
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Figure 4.10: (a) Interaction start time calibration. (b)Jet velocity and interaction location
calibration.

Since the metal plate is about half a meter behind the interaction region, the signals

from it are delayed by about 1 ns from the start time of the interaction. At the LCLS, the

trigger time is not guaranteed to be the same as the interaction start time either. Therefore,

calibration of start time from existing data is needed. The time of flight of an electric-field-

accelerated particle (of mass m and charge q) satisfies the relation t = a
√

m
q

+ toffset (see

Appendix B for the derivation), with toffset being the difference between the trigger time

and interaction start time, and a is determined by spectrometer length and voltage settings.

In Fig. 4.10a, toffset is found by fitting a line to the data points (T,
√
m/q) of 3 different

kinds of particles, with T and m/q being respectively the center time of flight and mass to

charge ratio of each particle. This offset value toffset = 1.3ns, as is found by the fitting,

should be subtracted from the raw time of flight values before calculating the momenta of

particles.

The gas target is cooled down by supersonic expansion, through which the gas acquires
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a high directional velocity. Neglecting the velocity from the already-reduced thermal fluctu-

ations, this jet velocity contributes to the initial velocity of all the fragments and should be

found out to separate it from the velocity due to the interaction. If the electric field direction

is only along the spectrometer axis as is often the case in ion and electron momentum imaging

experiments, the center of fragment distributions on the detector is then mainly determined

by the jet velocity. As shown in Fig. 4.10b, the jet velocity can be determined as the slope

of the fitted line to the data points (X, T ), where X is the distance of the fragment impact

position from the detector center, and T is the fragment time of flight. The jet velocity in

the case of Fig. 4.10b (with CH3I molecules) is about 0.000434 mm/ns = 434 m/s.

4.4 Identification of ion species
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Figure 4.11: X-T histogram of low-charged iodine ions from XFEL pulse ionization of CH3I
molecules with x and t conditions shown as white rectangles.

Ion species can be identified by their times of flight T , the square of which have a linear
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relation (Eq. (B.2)) with their characteristic mass to charge ratios. In addition, ion impact

positions can also be used to help identify ion species. Heavier ions are detected in a more

localized region on the detector than light ions. Parent ions or ions from atomic ionization

impact the detector in a even more confined region. So the time and position conditions on

T , X and Y , as shown in Fig. 4.11 can be applied to judging whether a particle belongs to

a certain ion species.

4.5 Momentum calculation

Charged particles fly to the detector following Newton’s Second Law. Given the spectrometer

configuration, their initial momenta gained from the reaction can be calculated from the times

of flight (t) and hit positions (x,y). Different calculation methods can be used, depending on

the spectrometer field geometries and whether the particle is an ion or electron. Once the

momentum (Px, Py, Pz) is determined for a particle of mass m, its kinetic energy E can be

readily obtained by

E =
P 2
x + P 2

y + P 2
z

2m
. (4.4)

4.5.1 Homogeneous field geometry

Ion momentum

In a homogeneous electric field with direction along the spectrometer axis, a charged particle

moves with constant velocity in x and y directions (parallel to the detector plane) and

with constant acceleration in z direction (along the spectrometer axis). Its momentum is
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calculated by

Px =
m(x − x0)

(t − t0)
, (4.5)

Py =
m(y − y0)

(t − t0)
− mVjet, (4.6)

Pz =
l

(t − t0)
− 1

2

qU

ml
(t − t0), (4.7)

where q is the charge of the particle. (x0, y0), t0 and Vjet are the interaction location projected

to the detector plane, interaction start time, and jet velocity, obtained from the calibration

procedures discussed in section 4.3.2. U and l are respectively the electric potential difference

and length across the spectrometer.

In some setups, the spectrometer has one more drift region after the acceleration region.

The momenta in x and y are still given by Eqs. (4.5) and (4.6). Pz can be calculated by

solving the coupled equation


Pz
m
t1 +

1

2

qU

ml
t21 + d = l, (4.8)

t1 +
d

Pz
m

+ qU
ml
t1

= t− t0, (4.9)

where t1 is the flying time in the acceleration region and d is the length of the drift region.

If the particle momentum gained from the electric field is large with respect to that from

the reaction, Pz can be calculated with a simple approximate formula (see derivation in

Appendix A)

Pz = (8.04 × 10−3 cm a.u.

eV ns
) · qU

l
(ta − ta0), (4.10)

where ta is the time of flight of a particle belonging to species a, and ta0 is the center time of

flight of species a, which is also the time of flight of those ions which have zero Pz momentum.

If the ion initially flies away from the detector, its time of flight would be larger than ta0.
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On the hand, if the ion flies towards the detector, its time of flight would be smaller than

ta0. And the larger is |Pz|, the larger is the absolute difference between ta and ta0. There is a

linear relationship between this time flight difference and Pz as described by Eq. (4.10). This

is the underlying reason why Coulomb-exploded fragments have broad time of flight peaks,

whereas those of the parent ions are sharp. Calculation with Eq. (4.10) does not require the

values of spectrometer dimensions, which can be an advantage when they are not precisely

known. In those experiments where the ion momentum distributions are angularly isotropic,

the need of a prior knowledge of voltage U is eliminated, because the proportionality constant

in Eq. (4.10) can be calculated such that the width of Pz distribution is equal to those of

Px and Py distributions. As an example, the 2D momentum (calculated with this method)

distributions of I+ ions, produced from XFEL pulse interaction with CH3I molecules, are

plotted in Fig. 4.12.
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Figure 4.12: 2-D momentum histograms of I+ ions produced from XFEL pulse interaction
with CH3I molecules, calculated by Eq. (4.10).

Numerical methods can also be applied to the calculation of Pz, especially when there are

more than two regions with different electric field strengths and simple analytical formula

does not exist. One such approach applies the iterative procedure:

(1) Make a guess on Pz.

(2) Calculate the times for the ion to fly through each region and sum up the times to get
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the total time of flight t(Pz).

(3) Calculate the time of flight difference between calculation and experiment t(Pz) − texp. If

the difference is small than a preset tolerance, take the current Pz value and stop. Otherwise,

continue to step (4).

(4) Make the next best guess on Pz, based on the difference t(Pz) − texp. For example,

according to Newton-Raphson method, the next guess is Pz = Pz − t(Pz) − texp
t′

, where t
′

=

t(Pz) − t(Pz + dPz)
dPz

is the approximate slope of the function t(Pz) at Pz, with dPz being the

small momentum increment. Move on to step (2) with the new guess.

Electron momentum

In a typical COLTRIMS setup, electrons are accelerated by a homogeneous electric field,

under the influence of a homogeneous magnetic field with the direction parallel to the spec-

trometer axis. With such field configuration, the electrons fly in spiral trajectories from the

interaction region to the detector.

Since the magnetic force is perpendicular to magnetic field and hence parallel to the

detector plane, it does not change electron motion along the spectrometer axis. The longitu-

dinal momentum Pz can be determined by Eq. (4.7) after substituting the equation variables

for ions with those of electrons.

With the electron transverse momentum magnitude Ptransverse staying unchanged by the

electromagnetic field, the circular transverse motion due to the magnetic field with flux

density B has a constant radius

R =
Ptransverse

qB
(4.11)

and frequency

ω =
qB

me

, (4.12)
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Figure 4.13: Detector-plane projection of the trajectory of an electron ejected at angle φ
with flying time t. This illustration is a modification based on the corresponding picture in
[126].

with q and me the electron charge and mass.

The projection of such motion to the detector plane is illustrated in Fig. 4.13 for an

electron ejected at angle φ until it hits the detector at flight time t. The radius R can be

determined geometrically from t and hit position (x, y) as

R =
L

2|sin(ωt/2)|
=

√
x2 + y2

2|sin(ωt/2)|
, (4.13)

where L is the distance from the detector hit position (x, y) to the initial detector-plane

location (corresponding to the origin in Fig. 4.13) of the electron.
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From Equations (4.11) - (4.13), the transverse momentum magnitude is given by

Ptransverse = qB

√
x2 + y2

2|sin(ωt/2)|
, (4.14)

and from Fig. 4.13, the ejection angle φ is obtained by

φ = θ − ωt

2
. (4.15)

For those electrons with more than one round of circular motions, ωt in Eq. (4.13) and

(4.14) should be replaced by ωt − 2Nπ, with N being the number of rounds the electron

has completed.

If an electron has traveled through exactly an integer number of turns before arriving at

the detector, its hit position would be at its initial detector-plane location. This happens

when electron time of flight is a multiple of the cyclotron period

T =
2π

ω
. (4.16)

Such electrons make periodic appearances as nodes (L = 0) in the ”L - t” plot. The time

difference between adjacent nodes is therefore the cyclotron period, which can be further

utilized to determine the cyclotron frequency and magnetic field strength according to Eqs.

(4.12) and (4.16).

4.5.2 Inhomogeneous field geometry

If the spectrometer field is inhomogeneous as shown in Fig. 4.14, simple analytical formulas

typically do not exist to calculate the electron and ion momenta from their times of flight

t and detector impact positions (x, y). In such cases, if a formula relating momenta to

(t, x, y) is still required to determine the momenta on a particle-by-particle basis, the

”Fitting” method can be applied, which yields an empirical formula by fitting the data

points from SIMION [121] simulations. If only the momentum distribution is required and
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the detector image which contains the axis with cylindrical symmetry can be assumed to be

a projection of the Newton sphere (the spatial distribution of particles moving with their

initial momenta), as is the case in velocity map imaging of charged particles, the initial 3D

momentum distribution can be obtained with inversion or deconvolution methods.

Figure 4.14: Ion (blue) and electron (green) trajectories in the field (red) of the double-sided
velocity map imaging spectrometer shown in Fig. 3.8.

”Fitting” method

With the spectrometer configuration and voltage settings and given the mass, charge, and

initial momentum (Px, Py, Pz) of a particle, the particle trajectory in the spectrometer can be

simulated with the SIMION software as illustrated in Fig. 4.14, from which the corresponding

time of flight t and detector impact position (x, y) can be obtained. By simulating the

trajectories of particles with different representative momenta, a data set consisting of the
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data points (Px, Py, Pz, x, y, t) can be obtained. By choosing an appropriate function form

P : (x, y, t) → (Px, Py, Pz) (4.17)

with adjustable parameters and fit it to this data set, the fitted function (Px, Py, Pz) = P(x,

y, t) is the empirical formula for momentum calculations.

If the spectrometer field configuration is such that the particle motions in x, y and z

directions can be assumed to be decoupled from one and another (which can be checked by

plotting the momentum dependence of one direction on the position or time of the other two

dimensions, e.g. Px vs. (y, t).), three independent functions with adjustable parameters


Px : x → Px, (4.18)

Py : y → Py, (4.19)

Pt : t → Pz (4.20)

can be used as the fitting functions, and after determining the fitting parameters, they can

be used to compute the momentum (Px, Py, Pz) with (t, x, y). For a fitting example with

Px, Py and Pz as polynomial functions, see e.g. [127].

Abel inversion and deconvolution methods

The initial 3D momentum distribution can be obtained from the Newton sphere N(x, y, z)

which is the spatial distribution of particles moving with their initial momenta. In a velocity

map imaging setup, with the initial energy of the particle much smaller than the energy it

gained from the spectrometer field, the detector image D(x, y) is a projection of such a

Newton sphere. If an axis (assuming it’s along x) containing cylindrical symmetry of the

interaction, such as the light polarization axis in a photoionization experiment, is parallel to

the detector, the detector image in theory contains all the information of the Newton sphere.

Different inversion methods have been developed over the last two decades to retrieve the

Newton sphere from its 2D projection image.

90



Mathematically, this projection can be expressed as an Abel integral,

D(x, y) =

∫ ∞
−∞

N(x, y, z) dz = 2

∫ ∞
|y|

rN(r, x)√
r2 − y2

dr, (4.21)

where r =
√
y2 + z2 and N(r, x) is used in place of N(x, y, z) thanks to the cylindrical

symmetry. In principle, the Newton sphere can be obtained from its projection through the

inverse Abel transform

N(r, x) = − 1

π

∫ ∞
r

dD(x, y)/dy√
y2 − r2

dy. (4.22)

The inverse Abel transform can be calculated with the Fourier-Hankel method [128]. But

it doesn’t perform well with noisy detector images. A better performing method, the basis set

expansion (Basex) Abel transform method [129], expands the projection D(x, y) in a basis

set of functions which are projections of well-behaved functions, and then reconstructs the

Newton sphere N(x, y, z) as a linear combination of these well-behaved functions with the

same coefficients as used for the previous expansion of the projection. The pBasex method

[130], a variant of the BASEX method, uses polar basis functions instead of Cartesian basis

set used in the BASEX method, and has a even better performance. Whereas the BASEX

method accumulates the noise towards the center line, the pBasex method accumulates

the noise to the center spot which typically can be neglected. Another method is the so-

called ”onion-peeling” method [131, 132], which starts by subtracting from the detector

image the projection contributions of the particles distributed at the largest radius of the

Newton sphere, and then repeats the subtraction with projection contributions of particles

distributed at smaller and smaller radius of the Newton sphere, until the radius becomes

zero. The Newton sphere can then be obtained with the ”onion-peeled” detector image

which is a symmetry-axis-containing slice of the Newton sphere. This method is fast but

also has the disadvantage of noise accumulation towards the center line of the image. The

issue is mitigated by its variant, the polar ”onion-peeling” method [133], which works with

polar coordinates instead of Cartesian coordinates as used in the ”onion-peeling” method.
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An improvement in calculation speed of the polar ”onion-peeling” method is achieved with

a method [134] which generates the 2D projections by fitting the experimental data with

a polar basis set, instead of by simulation as in the original method. Another popular

method is the ”iterative” method [135] based on the similarities between the radial and

angular distributions between the 2D detector image and the 3D Newton sphere. It has no

center-line noise either, but can be slow to reach convergence with the iterative procedure.

4.6 Coincidence analysis

Photoelectrons, Auger electrons, photoions and photons can be produced from a single event

of interaction between a molecule and an ultra-intense X-ray pulse. All four kinds of parti-

cles carry complementary information about the transient structure and dynamics unfolded

during the interaction. Coincidence detection and analysis of these products is a powerful

method for combining such multidimensional information in order to get a more complete

picture about the interaction, and is one of the key instrument development focuses at cur-

rent and future high-repetition-rate XFEL facilities. Ion-photon coincidence detection has

been implemented at the LCLS, which has helped in one experiment [5] to identify a new

ultra-efficient ionization mechanism. Ion-ion and ion-electron coincidence measurements are

discussed in the following sections.

4.6.1 Ion-ion coincidence

Coincidence channel identification

For molecules breaking up into two or three ion fragments, the coincidence channels can be

identified from the correlation maps of the ion time of flight. In these maps, the x axis shows

the time of flight of the first detected ion, and the y axis is, in the two-fragment case, the

time of flight of the second ion, and in the three-fragment case, the time of flight sum of

the remaining two relatively slow ions. Such maps in the cases of two and three fragments

are called Photoion-Photoion Coincidence Map (PiPiCo) and Triple Photoions Coincidence
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Figure 4.15: Photoion-Photoion Coincidence (PiPiCo) Map of fragments from XFEL pulse
ionization of CH3I molecules.

Map (TriPiCo), respectively. Shown in Fig. 4.15 is an example PiPiCo plot of fragments

from XFEL pulse ionization of CH3I molecules. About 65 [Cm+, In+] channels appear as

diagonal stripes which can be identified by their expected times of flight.

In an ideal coincidence experiment, at most one interaction event per laser shot is allowed,

which guarantees that the detected ions are from the same molecule. But in reality, there

is always a possibility that more than one interaction events occur within one laser shot,

creating false coincidences which appear as background in the PiPiCo map.

One way to isolate real coincidences from false ones is to gate on the stripes in Fig. 4.15.

A better way is to gate on momentum sums because all three dimensions can be used to
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Figure 4.16: Momentum sums in x, y and z directions of C2+ and I6+ ions from XFEL pulse
ionization of CH3I molecules. Gaussian fits are in red and the cyan dashed lines are the
gate boundaries defined as the locations which are 3 standard deviations (of the Gaussian
fitted to the peak) away from the peak center.

make a cleaner isolation. If there is a coincidence channel consisting of two ions such as

C2+ and I6+, each of the momentum sums in Fig. 4.16 shows a prominent peak on top of a

broad shoulder, which corresponds to the real and false coincidences respectively. By gating

on the peaks in the three momentum sums, [C2+, I6+] coincidence data can be separated

for further analysis. To avoid the arbitrariness of judgment by naked eyes and increase the

efficiency, the gates can be identified by fitting two Gaussians (one for the peak and the

other for the shoulder, with the sum of the two plotted as red dashed lines in Fig. 4.16.) to

the momentum sum. The location at 3 standard deviations (of the Gaussian fitted to the

peak) away from the peak center can then be taken as the gate boundaries.
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In cases where a molecule breaks up in more than two charged fragments, a similar

momentum sum gating can be performed to get the real coincidence.

Kinetic energy release

Kinetic energy release is the total kinetic energy of all fragments in their center of mass

frame. As shown in Fig. 2.10, it is the energy gained by the nuclei when moving on top

of the potential energy surfaces (curves for diatomic molecules), in analogy to a ball on a

surface changing its kinetic energy when moving to a location with a different gravitational

potential. It therefore contains the information about nuclear motion and the characteristics

of the potential energy surfaces the nuclei move upon, and can help to identify the electronic

states populated during the interaction between x-rays and molecules.
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Figure 4.17: (a) Newton diagram showing the relative momentum vectors of fragments. (b)
Dalitz plot, with the corresponding relative momentum vectors plotted for different graph
locations.

Newton diagram [136, 137] and Dalitz plot [137, 138] as illustrated in Fig. 4.17 are used

for mapping the momentum correlations and energy sharing among the coincident fragments.
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In the Newton diagram, the momentum vector of fragment A is fixed at Px = 1, and the

relative momentum vectors of the other two fragments B and C with respect to A are then

plotted.

Dalitz plot was first proposed by Dalitz to study τ−meson decay . Its coordinate system

is defined, for the breakup into the three fragments A, B and C, by x = (εC − εB)/31/2 and

y = εA − 1/3, where εi =
P 2
i∑
i P

2
i

is the reduced energy and Pi is the momentum of fragment

i with i = A, B, or C. For any data point within the triangle in Fig. 4.17b, its distances

to the 3 sides (bottom, right and left) equal to the three corresponding reduced energies

(εA, εB, and εC). With momentum conservation, the data points are constrained within

the inscribed circle of the triangle. Each data point represents a single relative momentum

vector configuration as shown in Fig. 4.17b.

4.6.2 Ion-electron coincidence

Photoelectrons or Auger electrons can also be detected in coincidence with the ion fragments,

which can provide otherwise not available dynamical information. If the axial recoil approx-

imation, which assumes that the Auger decay and fragmentation are fast compared with the

rotation time scale of the intermediate molecular ion, is valid, electron angular distributions

in the molecular frame can be reconstructed from the momentum vectors of the coincident

electrons and ions.

In XFEL pulse interaction with molecules, the energy and angular distribution of photoelec-

trons reflect the character of core electronic structures, and that of Auger electrons can help

distinguish which decayed state is populated from the core-hole state. Coincident measure-

ment of such electron data in combination with ions can be a powerful approach for tackling

such problems as how the nuclear motion affects the electronic states and vice versa.
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Chapter 5

Molecular response to ultra-intense

x-rays

With their high photon energy, x-ray pulses mainly interact with the inner-shell electrons

of particular elements in the molecule. If the photon energy is high enough, an electron

can be ejected into the continuum, leaving the molecular ion in a highly excited core-hole

state. The core hole is then quickly refilled with electrons from other shells through Auger

decay or fluorescence. Such photoionization-decay process can be repeated multiple times

within a single ultra-intense x-ray pulse, accompanied in the meantime with other induced

processes including intramolecular charge rearrangement and nuclear dynamics [13, 18, 19].

What makes this interaction more interesting is that the induced charge rearrangement and

nuclear dynamics can in turn affect the photoionization and decay processes. In this chapter,

the interplay between these processes will be revealed, through its dependence on x-ray pulse

parameters including pulse energy, duration and photon energy, with two experimental data

sets on the interaction between iodomethane (CH3I) molecules and ultra-intense x-rays: one

measured at the LCLS with x-ray photon energy at 8.3 keV and the other at the EuXFEL

with x-ray photon energies at 1.2 keV, 1.5 keV and 2 keV. A simple ionization model will

be built up to help interpret the experimental data. Some of the paragraphs and figures are

adapted from [43–45].
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5.1 Ionization

5.1.1 Sequential multiphoton ionization
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Figure 5.1: Yield per shot of products from the interaction between CH3I molecules and 2
keV x-rays with pulse energy 1 mJ (as measured upstream of the experimental hutch) and
duration 25 fs.

Since for photon energy within the range 1 keV to 10 keV, the photoabsorption cross

section of iodine is about two to three orders of magnitude larger than that of carbon and

hydrogen as shown in Fig. 2.5, when a molecule such as CH3I is irradiated by ultra-intense

x-rays, the sequential multiphoton ionization is localized at the iodine site. Different inter-

action products can be produced as the result of ionization, decay and charge rearrangement

processes. Fig. 5.1 shows the per-shot yield of carbon and iodine ion pairs [Cm+, In+]

detected in coincidence after the interaction between CH3I molecules and 2 keV x-rays (For

this experiment at the EuXFEL, the machine was operated with the effective repetition rate

of ∼ 500 Hz, i.e., 10 trains per second each containing ∼ 50 pulses. The average pulse energy
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is 1 mJ as measured upstream of the experimental hutch, and the estimated pulse duration

is 25 fs). The carbon ion charge states range from C1+ to C5+ (C1+, C2+, C3+ and C4+

are mainly produced with charge rearrangement from iodine, and C5+ is mostly produced

with x-ray ionization of C4+), and the iodine ion charge states range from I1+ to I30+. The

iodine ion partner of higher-charged carbons ions tend to be also higher-charged. The dark

blue curve shows the total iodine ion charge state distribution from the interaction, inte-

grated over all carbon charge states. In general, it’s expected that more photoabsorptions

are needed to reach higher iodine ion charge states.

With fixed x-ray pulse parameters, there is an associated probability to get to a certain

ion charge state requiring the absorption of n photons. As mentioned in section 2.4.3, such

probability is not simply proportional to the photon flux to the nth power, because the n

absorptions are sequential rather than direct, with each absorption step starting mostly from

the ground state of the remaining molecule. Since sequential multiphoton ionization is very

common in XFEL pulse interaction with atoms and molecules, it’s useful to build a simple

model to describe this process.

Consider an arbitrary final interaction product requiring a sequence of n photoionizations

from a Gaussian XFEL pulse with photon flux F (t) = fe−4ln2( t
τ

)2
, where f is the peak

photon flux and τ is the pulse duration (full width at half maximum). And further assume an

average photoabsorption cross section σ for each ionization step, which is reasonable because

the x-rays mostly ionize the electrons in a particular shell of a particular element with the

resulting holes refilled by decay processes. The differential probability for the sequence of n

ionizations to occur at times t1, t2, . . . , tn is

dP

dt1dt2 · · · dtn
= e−

∫ t1
−∞ F (t)σdtF (t1)σe−

∫ t2
t1
F (t)σdtF (t2)σ · · · e−

∫ tn
tn−1

F (t)σdt
F (tn)σe−

∫∞
tn
F (t)σdt

= σnF (t1)F (t2) · · ·F (tn)e−
∫∞
−∞ F (t)σdt

= e−
√

π
4ln2

στfσnF (t1)F (t2) · · ·F (tn) (5.1)

The differential probability for the sequence of n ionizations to occur at time intervals
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4t2,1, 4t3,1, . . . , 4tn,1 (with 4tn,1 = (tn − t1), i = 2, 3, . . . , n) is

dP

d4t2,1d4t3,1 · · · d4tn,1
=

∫ ∞
−∞

∫ ∞
t1

· · ·
∫ ∞
tn−1

dP

dt1dt2 · · · dtn
δ[4t2,1 − (t2 − t1)]

δ[4t3,2 − (t3 − t2)] · · · δ[4tn,n−1 − (tn − tn−1)]dtn · · · dt2dt1

= e−
√

π
4ln2

στfσn
∫ ∞
−∞

∫ ∞
t1

· · ·
∫ ∞
tn−1

F (t1)δ[4t2,1 − (t2 − t1)]F (t2)

δ[4t3,2 − (t3 − t2)] · · ·F (tn−1)δ[4tn,n−1 − (tn − tn−1)]F (tn)

dtn · · · dt2dt1

= e−
√

π
4ln2

στfσnfn
∫ ∞
−∞

e

[
−−4ln2

τ2 [t21 + (t1 + 4t2,1)2 + ··· +

(t1 + (4t2,1 + 4t3,2 + ··· + 4tn,n−1))2]
]
dt1

= e−
√

π
4ln2

στfσnfne4ln2A
2 − nB

nτ2 , (5.2)

where A = 4t2,1 + 4t3,1 + · · · + 4tn,1 and B = 4t22,1 + 4t23,1 + · · · + 4t2n,1, with

4t2,1 ≤ 4t3,1 ≤ · · · ≤ 4tn,1.

By integrating Eq. (5.2) over all possible time intervals , the probability Pn to get to a

certain interaction product requiring n-photon absorptions can be obtained:

Pn = ae−bffn, (5.3)

where a is a constant depending on the photon number n and pulse duration τ . And

b =
√

π
4ln2

στ .

It’s convenient to rewrite the equation above in terms of per-shot ion yield Yn which is

related to Pn by Yn = NPn, with N being the number targets in the interaction volume,

and pulse energy Epls, which is the quantity measured in the experiment and related to the

photon flux f by Epls =
τAEpho

ct
f , with Epho being the photon energy, A being the effective

x-ray focal area, and ct the beamline transmission coefficient:

Yn = ce−dEplsEn
pls, (5.4)
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Figure 5.2: Yield of I2+, I15+ and I26+ as a function of pulse energy (as measured upstream
of the experimental hutch), from the interaction between CH3I molecules and x-rays with
2 keV photon energy. These data are ”non-coincident”, i.e., integrated over all carbon ion
charge states. Dashed lines are fittings with Eq. (5.4), with the fitted functions also displayed
in the figure.

where c is the constant depending on n, τ , N , ct and A. And d =

√
π

4ln2
σct

AEpho
. Eq. (5.4) can

be used to describe the ion yield dependence on x-ray pulse energy. In Fig. 5.2, the per-shot

yield of three representative ions I2+, I15+ and I26+, from the interaction between CH3I

molecules and x-rays with 2 keV photon energy, are plotted as a function of pulse energy

as measured upstream of the experimental hutch. One photoabsorption is enough to reach

I2+. The number of photoabsorptions required to reach the other two charge states can be

estimated with energy conservation. Take the production of I26+ as an example. The total

energy of the neutral molecule CH3I is approximately the sum of the energy of its atoms,

which is -198.369 keV. When I26+ is produced, its coincident carbon partner most likely has

4 charges as shown in Fig. 5.1, and all three hydrogen fragments are also charged as will

be shown in the next chapter. The total energy of all the fragments [I26+, C4+, 3 × H+]
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is -187.646 keV. The average energy of photoelectrons ionized for the production of I26+ is

0.599 keV. (These energy calculations were made with the Hartree-Fock method through

Cowan’s atomic code [139, 140].) From energy conservation, the total energy of absorbed

photons subtracted by the total energy of photoelectrons, which is (n × 2 − n × 0.599)

keV, should be equal to or larger (to account for radiative decay processes) than the energy

change in the molecular system, which is (198.369 − 187.646) keV. The minimum of n

satisfying this requirement is 8. n = 9 is used to account for possible radiative decays and

the fact that the total energy of the neutral molecule is smaller than that estimated with

the independent-atom model. (A more precise estimate of the number of photons needed to

reach a particular charge state requires a detailed knowledge of the average decay pathways

involved.) With n determined to be 1, 4 and 9 for I2+, I15+ and I26+, respectively, Eq. (5.4)

is used to fit the experimental data. The resulting function for each charge state is displayed

in Fig. 5.2. The fitting values for d contain information about the x-ray transmission, focal

area and photoabsorption cross section. With x-rays at 2 keV, the photoabsorption cross

section σ for the molecule is approximately that of iodine, which is about 0.4 Mbarn [52].

With the values of σ, a typical beamline transmission coefficient ct of 0.8, and the fitting

values of d for I2+, I15+ and I26+, the calculated effective focal areas are respectively about

124 µm2, 36 µm2 and 25 µm2. These values are larger than the expected focal area ∼ 1 µm2,

because with the applied fomula Epls =
τAEpho

ct
f , the effective focal area A is the average

beam area in the whole interaction region, which is larger than the focal area at the beam

center. The observation that higher-charged ions have smaller effective focal areas can be

attributed to the fact that such ions require higher x-ray intensity and hence are produced

in a more confined region around the x-ray focus. If the beamline transmission and effective

focal area are known, the fitting value for d can also be used to calculate the photoabsorption

cross section.

According to Eq. (5.4), in the low pulse energy range (Epls is close to zero), the yield of a

particular charge state requiring n photoabsorptions follows the ”power law”, i.e., Yn ∝ En
pls.

When pulse energy gets higher, the exponential factor e−dEpls becomes non-negligible, ion

yield starts to saturates and eventually decreases with increasing pulse energy. It can be
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Figure 5.3: Iodine ion charge state distributions for 2 keV x-ray (with pulse duration 25
fs, pulse energy 0.86 mJ and 1.36 mJ), and 8.3 keV x-ray (with pulse duration 30 fs, pulse
energy 2.3 mJ and 3.72 mJ) ionization of CH3I molecules. The pulse energy values are
measured by the gas monitor detectors upstream of the experimental hutch.

imagined that if the pulse energy continues to increase, at some point all other ion charge

states are depleted, except these energetically achievable highest charge states which can not

be further ionized and are left as the final interaction products. In the work of this thesis, the

depletion mainly occurs for low charge states which requires one photoabsorption. For high

charge states, its yield follows the power law or enters the saturation regime with increasing

pulse energy. This explains the observation in Fig. 5.3 that more yield of high charge states

are produced with larger pulse energy, with the low charge states yield getting relatively less.

This simple model of sequential multiphoton ionization applies to ultra-intense x-ray ion-

ization of both atoms and molecules. The average photoabsorption cross section σ used in

this model is the average of photoabsorption cross sections for all the ionization steps during

the interaction. Such photoabsorption cross sections are discussed in the sense of stable

electronic structures. It’s in general applicable to the sequential absorptions, with each step
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starting mostly from the ground state of the remaining molecule. With XFEL pulses, it’s

possible that the next photoabsorption happens when the system is still undergoing the dy-

namical processes induced by the last photoabsorption. So the cross section for the sequential

photoabsorptions is time-dependent and influenced by the ionization-induced dynamics. For

example, it’s possible that, at some time point within the very intense XFEL pulse, the

next photoabsorption will be less likely to occur if the core hole created by the previous

ionization has not been refilled even though the next photon is ready for absorption. This

effect, which is called ”intensity-induced transparency” [1] or ”frustrated absorption” [141]

makes the photoabsorption cross section effectively lower. An experimental consequence is

that with the same pulse energy, the shorter pulses produce less higher-charged states than

longer ones, because shorter pulses are more intense and the amount of their photons wasted

by the effect of ”intensity-induced transparency” is larger.

With molecules, the ionization can also induce nuclear motions and charge rearrange-

ment, which can in turn change the cross section for the next photoabsorption. With more

photoabsorptions and increasing chare states, the binding energy of inner shell electrons gets

larger. At some charge state, the electron binding energy becomes larger than the photon

energy. This is typically the highest charge state reachable because further ionization is en-

ergetically forbidden. However, with appropriate photon energies, if the high charge states

are reached within the pulse duration, it’s possible that these electrons can be resonantly

excited to high-lying orbitals, which can result in more electrons ejected through Auger de-

cay. How ultra-intense x-ray ionization of molecules is affected by charge rearrangement and

resonances will be discussed in the next two subsections.

5.1.2 Charge-rearrangement-enhanced ionization

According to the independent-atom model, the distribution of the total charge of all ionic

fragments, from ionization of molecules by XFEL pulses, is expected to be the same as

the one obtained from the ionization of corresponding isolated atoms. For CH3I molecules

ionized by 8.3 keV x-rays (with pulse duration 30 fs, pulse energy in the interaction region
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Figure 5.4: Illustration of the mechanism of ”Charge-Rearrangement-Enhanced X-ray Ion-
ization of Molecules”. In the molecule (upper row), the repeated ionization (blue and orange
arrows) of the iodine atom drives electrons from the methyl group to the iodine (orange
shading), such that there are more electrons available for ionization compared to indepen-
dent atoms (lower row). The darkness of the shading of the atoms indicates the number of
electrons that remain in the atoms. Adapted from [43].

1.1 mJ and focal area ∼ 0.01 µm2), given that the iodine photoabsorption cross section is

two to three orders of magnitude larger than that of the methyl group, the ionization almost

exclusively occurs at the iodine site, with carbon and hydrogen obtaining charges through

charge rearrangement. So with the independent-atom model, the distribution of the total

charge of all ionic fragments is expected to be the same as the charge state distribution from

the ionization of isolated iodine atoms with the same x-ray pulses.

In the experiment, isolated xenon atoms were used as substitute targets for iodine because

the two have similar electronic structures with an atomic number difference of 1. The iodine

ion charge state distribution from ionization of CH3I molecules is plotted in Fig. 5.5 with

that of xenon ions produced from ionization of xenon atoms under the same x-ray conditions.

The highest iodine ion charge state is around I47+, about the same as that of xenon. Since

iodine ions with more than 25 charges are detected exlusively with C4+ (see Fig. 5.6), and

assuming one charge for each hydrogen, the maximally achieved total charge of the molecule

is 54 (I47+ + C4+ + 3 × H+), which is much larger than 47 which is the highest charge

number of xenon ions.

Such observation, that a higher charge state is reached by the molecule than its atomic

counterpart, is due to the effect of ”Charge-Rearrangement-Enhanced X-ray Ionization of

105



10 20 30 40 50
Ion charge state

10 3

10 2

10 1
No

rm
al

iz
ed

 y
ie

ld
8.3 keV
xenon
iodine from CH3I

Figure 5.5: Ion charge state distributions from 8.3 keV x-ray ionization of xenon atoms
and CH3I molecules. The iodine data for CH3I are non-coincident (i.e., integrated over all
carbon ion charge states). The x-ray pulse duration is 30 fs and pulse energy is 1.1 mJ in
the interaction region.

Molecules” (CREXIM) [43], which is not contained in the independent-atom model. The

essence of the CREXIM effect is that the electrons, initially localized at the elements which

are not interacting with x-rays, are transferred to the x-ray absorbing-site and participate

in the photoionization and decay processes, resulting in more electrons ejected from the

molecule. This effect plays a noticeable role when the x-ray intensity is so high (as is the

case for the current experiment) that the total charge of the molecule is limited by the

number of electrons available for the ionization and decay processes.

As will be shown in section 5.4.2, the charge rearrangement can not only enhance the

ionization of molecules as compared to the independent-atom model, but also enhance the

ionization of the x-ray-absorbing atom as compared to when it is not in the molecular

environment. We call the latter effect ”Extended Charge-Rearrangement-Enhanced X-ray

Ionization of Molecules”.
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Figure 5.6: Yield of carbon and iodine ion pairs detected in coincidence from 8.3 keV x-ray
ionization of CH3I molecules. The x-ray pulse duration is 30 fs and pulse energy is 0.4 mJ
in the interaction region.

5.1.3 Resonance-enhanced ionization

In the last two subsections, the photon energy is in the range such that the sequential

photoionizations can continue until at some charge state the photon energy is below the

increasing inner-shell electron binding energies. For example, with x-rays at 2 keV, the

highest charge state (∼ 32+) in the top plot of Fig. 5.7 is reached when the binding

energy of the remaining 3d electrons becomes larger than 2 keV, as shown in Fig. 5.8.

However, if the charge state for which the photon energy is below the ionization threshold

is reached relatively early within the XFEL pulse, and the x-ray can resonantly excites the

inner-shell electrons to high-lying orbitals, even higher charge states can be reached by the

so-called ”Resonance-Enabled X-ray Multiple Ionization” (REXMI). This phenomenon was

first reported for 1.5 keV x-ray interaction with xenon atoms [5]. Here, the first observation

of REXMI in the molecular case for the interaction between CH3I molecules and x-rays at
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Figure 5.7: Ion charge state distributions from soft x-ray ionization of xenon atoms and
CH3I molecules. The iodine data for CH3I are non-coincident (i.e., integrated over all
carbon ion charge states). For x-rays with photon energies 2 keV, 1.5 keV and 1.2 keV, the
pulse duration is 25 fs, and the pulse energies are 1.1 mJ, 1.9 mJ and 3 mJ, respectively.
Pulse energy is measured by the gas monitor detector upstream of the experimental hutch.

1.2 keV and 1.5 keV is reported. Xenon, which has a similar electronic structure and hence

resonance enhancement as those of iodine, is used a reference. The charge state distributions

for both xenon ions and iodine ions from CH3I are shown together in Fig. 5.7.

At 1.2 keV, the photons mainly interact with the M (n=3) shell electrons. The REXMI

at 1.2 keV is illustrated in Fig. 5.8 based on the calculated energy levels of iodine ions

at different charge states. When iodine is ionized to I8+, I14+ and I21+, the photon energy
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Figure 5.8: Iodine ion energy levels at different charge states and illustration of the
”Resonance-Enabled X-ray Multiple Ionization” mechanism for x-rays at 1.2 keV. The en-
ergy levels are calculated by Hartree-Fock method with relativistic effect included through
Cowan’s atomic code [139, 140]. The light blue arrow represents photoionization, the dark
blue arrow represents resonant excitation, and the brown arrows represent the Auger process.

becomes lower than the ionization thresholds of 3s, 3p and 3d electrons, respectively. Starting

from these charge states, the electrons from the corresponding orbitals can be resonantly

excited to densely-packed Rydberg states shown in light-sky blue and high-lying unoccupied

orbitals with principal quantum numbers n = 7, 6, 5. These resonantly-excited electrons can

initiate Auger decay processes ejecting more electrons out of the molecule. The electrons de-

excited to the n=4 shell can be further ejected by photoionization. The resonance excitation
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region ends at about I39+, above which the 3p electrons cannot be energetically photo-excited

to the 4s orbital, which explains the extremely low yield of the two highest charge states

I40+ and I41+ in the experiment. Note that the contribution of the excitation from 3d to

4f or 4p orbital is expected to be much smaller than those excitation from 3p to 4s or 4d

orbital, because no 3d electrons are left in the ground state configuration (as shown by the

hollow circle) when the 3d to 4f becomes energetically possible at I37+. Only the excited

state configuration having electrons in the 3d orbital or decay processes filling electrons into

3d holes can make the transition from 3d to 4f or 4p orbital happen, which is less probable.

The electron energy level change as a function of charge state is reflected in the structures

of xenon and iodine charge state distributions. For example, the yield decrease at around

I25+ is because at I24+, 3p electrons can not be excited to 5d orbital anymore and at I26+

they start not to be excited to 5s orbital.

At 1.5 keV, the photons also mainly interact with the M (n=3) shell electrons. The

resonance enhancement can be explained similarly as that for 1.2 keV, except that the degree

of enhancement at different charge states changes because the photon energy is changed. The

resonant excitation from n = 3 to n = 4, which is possible at 1.2 keV, doesn’t contribute with

1.5 keV x-rays anymore, because such excitation only becomes possible at very high charge

states ( I41+) which can’t be reached by previous electron ejections. With previous ejections,

the highest charge state reachable is I37+ at which the resonant excitation from 3d to 5p is

not possible anymore. I37+ is also the highest charge state observed in the experiment.

Despite the general resemblance between iodine ion charge state distributions and those

of xenon in Fig. 5.7, yield differences can still be discerned at some particular charge states

due to the molecular effects as shown by Fig. 5.9. At 1.5 keV, the iodine ion charge state

distribution shows broad peak at around I23+, which is not present for that of xenon. This

peak is at the states about 7 charges lower than the peak at around I30+ which appears in

both distributions. A similar observation can be made for 1.2 keV. The iodine ion charge

state distribution shows broad peak at around I16+, which is again not present for that of

xenon. Again, this peak is at the states about 7 charges lower than the peak at around I23+

which appears in both iodine and xenon ion charge state distributions. These findings can be
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Figure 5.9: New resonance enhancement regions, present in the charge state distributions of
the molecular case, but absent in the atomic case. (a) At 1.5 keV photon energy and for the
molecular case, new enhancement region appears around I23+ which is 7 charge states lower
than I30+ around which the major enhancement is located. (b) At 1.2 keV photon energy
and for the molecular case, new enhancement region appears around I16+ which is 7 charge
states lower than I23+ around which the major enhancement is located.

explained qualitatively with the charge transfer picture. 7 is the total number of electrons

transferable from the the methyl group to iodine site. If iodine is not in the molecular

environment, the bigger resonance enhancement only appears at around I30+ and I23+ for

1.5 keV and 1.2 keV respectively, but by transferring 7 electrons from methyl group to iodine,

a bigger enhancement also appears at around I23= for 1.5 keV and I16+ for 1.2 keV.

5.2 Charge rearrangement

In general, x-rays mainly interact with a particular site in a molecules such as iodine site in

CH3I. With electrons ejected from the iodine site by sequential photoionizations discussed

in the last section, a charge imbalance is created between the iodine site and its partner,

the methyl group (CH3). This charge imbalance can drive electron transfer from the methyl

group to iodine. The charge transfer process depends on the number of charges on both

sides, as well as their distance. For a particular ion pair with certain number of charges on

each ion, the critical distance above which charge transfer is forbidden can be predicted by
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Figure 5.10: Critical distances predicted by the classical ”over-the-barrier” model for electron
transfers from CH3, C+, C2+, C3+ and C4+ to iodine ions with charges ranging from 1 to
20. With each charge transfer, methyl group or carbon ions gain one more charge, as shown
by the labels.

the classical ”over-the-barrier” model discussed in subsection 2.4.7, and calculated with the

formula

RDA,crit =
p + 1 + 2

√
q(p+ 1)

Ebinding
, (5.5)

with p the charge of methyl group or carbon ion, q the iodine charge and Ebinding the electron

binding energy of methyl group or carbon ion. With the electron binding energies [142, 143]

9.86 eV, 24.38 eV, 47.89 eV, 64.49 eV and 392.09 eV for CH3, C+, C2+, C3+ and C4+,

respectively, the critical distances for electron transfer from them to iodine with charges
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ranging from 1 to 20 are calculated and shown in Fig. 5.10. As expected, both higher

iodine charge and lower carbon charge can make the critical distance larger. For electron

transfer from C3+ to iodine to happen, the C-I distance has to be smaller than ∼ 5 Å when

iodine has 20 charges and ∼ 2.16 Å when iodine has 2 charges. Given the equilibrium C-I

distance ∼ 2.14 Å [144], in order to make the electron transfer from C3+ to iodine more

likely to happen, the sequential ionization of iodine must happen very fast so that iodine

gain enough charges without the two nuclei moving too far apart. The charge transfer from

C4+ to iodine site is classically forbidden because the corresponding critical distances are

below the equilibrium C-I distance ∼ 2.14 Å, as shown by the red curve in Fig. 5.10. This is

the reason why C5+ is not observed in the 8.3 keV x-ray experiment discussed in subsection

5.1.2. The presence of C5+ in the 2 keV x-ray experiment, as shown in Fig. 5.1, is due to

the non-negligible direct x-ray ionization of carbon because of its increased photoabsorption

cross sections at low photon energies.

5.3 Fragmentation and rate of ionization

With fast electron ejections from the iodine site and charge transfers to the methyl group, a

CH3I molecule can be rapidly charged up, leading to the fragmentation of the molecule. As

will be discussed in the next chapter, due to the extremely rapid charge-up process enabled

by the ultra-intense XFEL pulse, the fragmentation process can be well described by the

Coulomb explosion model, making XFELs promising tools for Coulomb explosion imaging

of ultrafast molecular dynamics.

In this section, how the fragmentation depends on pulse energy and pulse duration, and

how such dependence reflects the ionization process (in particular, the ionization rate) will

be discussed.
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Figure 5.11: Kinetic energy of iodine ions from ionization of CH3I molecules by x-rays
at 3 different pulse energies (0.25 mJ, 0.74 mJ, and 1.19 mJ in the interaction region)
and fixed pulse duration (30 fs). The top row displays kinetic energy distributions of 3
representative iodine ions. The bottom panel shows the average kinetic energy of iodine
ions. The vertical bars in the bottom plot are the widths (standard deviations) of the ion
kinetic energy distributions.

5.3.1 Fragmentation dependence on pulse energy and duration

To study the pulse energy and pulse duration dependence of fragmentation, the experiment

with CH3I molecules and 8.3 keV x-rays was repeated at varying pulse energies (0.25 mJ,

0.74 mJ, and 1.19 mJ in the interaction region) while keeping the pulse duration (30 fs)

fixed, and at varying pulse durations (20 fs, 30 fs, and 60 fs) while keeping the pulse energy

(0.37 mJ in the interaction region) fixed.
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With increasing pulse energy and fixed pulse duration, the ion fragments on average are

expected to reach higher kinetic energies due to the larger ionization rate, which results in

shorter internuclear distances for a given ionization step and thus stronger Coulomb repulsion

[145]. However, rather counterintuitively, the measured iodine ion kinetic energy plotted in

Fig. 5.11 shows no dependence on the x-ray pulse energy.

This observation is the result of the interplay between photoionization, fragmentation and

the pulse duration, which can be explained by the following qualitative picture. Because the

rate for a single ionization increases with the intensity, a specific charge state is on average

reached faster with the high-energy pulse. So this charge state is produced at an earlier

time within the high-energy pulse. But on average, if this charge state is not the highest

energetically reachable state, it will continue to be ionized to higher charge state until at

the end of the pulse when there is no photon available anymore to get absorbed. So the

time it takes to reach a certain final charge state is on average mainly determined by the

pulse duration τ , which effectively set the ionization rate to be ∼ n
τ
, with n the number of

photonizations. Because the pulse duration is kept the same for the 3 cases in Fig. 5.11,

even if they have different pulse energies, fluences and intensities, the corresponding kinetic

energy distributions are still almost identical to one and another.

The pulse duration as an effective parameter to define the ionization rate and hence

the fragment energy is further confirmed by Fig. 5.12, where the kinetic energy of iodine

ions produced by x-rays of the same pulse energy (0.37 mJ) but different pulse durations

are compared. It can be observed that for charge states above I9+, which are created

predominantly by absorption of more than one photon, shorter pulses produce higher-energy

iodine ions. The larger kinetic energy of iodine ions and hence the larger ionization rate

to produce such ions with shorter pulses than with longer ones are consistent with the

conclusion reached from the qualitative picture that the average ionization rate leading to a

certain interaction product is inversely proportional to the pulse duration.

In the next subsection, the pulse parameter dependence of fragmentation and average

rate of ionization will be quantitatively discussed by continuing with the simple sequential

ionization model introduced in section 5.1.1.
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Figure 5.12: Kinetic energy of iodine ions from ionization of CH3I molecules by x-rays at 3
different pulse durations (20 fs, 30 fs, and 60 fs) and fixed pulse energy (0.37 mJ in the inter-
action region). The top row displays kinetic energy distributions of 3 representative iodine
ions. The bottom panel shows the average kinetic energy of iodine ions. The vertical bars in
the bottom plot are the widths (standard deviations) of the ion kinetic energy distributions.
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5.3.2 Average rate of ionization

Continuing with Eq. (5.2), and by normalizing dP
d4t2,1d4t3,1···d4tn,1 , such that

∫ ∞
0

∫ 4tn,1
0

· · ·
∫ 4t3,1

0

Gn
dP

d4t2,1 d4t3,1 · · · d4tn,1
d4t2,1 · · · d4tn−1,1d4tn,1

=

∫ ∞
0

∫ 4tn,1
0

· · ·
∫ 4t3,1

0

Cne
4ln2A

2 − nB

nτ2 d4t2,1 · · · d4tn−1,1d4tn,1

= 1, (5.6)

the probability distribution Dn(4t2,1, 4t3,1, · · · , 4tn,1) of the time interval sequence4t2,1,

4t3,1, · · · , 4tn,1 can be obtained as

Dn(4t2,1, 4t3,1, · · · , 4tn,1) = Cne
4ln2A

2 − nB

nτ2 , (5.7)

where Cn is the normalization constant which does not depend on the peak intensity f and

the cross section σ because they are only in the constant e−
√

π
4ln2

στfσnfn of the unnormal-

ized Eq. (5.2) and are canceled out with the normalization procedure. So the probability

distribution Dn(4t2,1, 4t3,1, · · · , 4tn,1) in Eq. (5.12) only depends on the pulse duration

τ , which makes the average ionization rate to be derived from this probability distribution

only depends on the pulse duration as well, explaining the observations made in the last

subsection. It’s worth noting that 1
Gn

is the probability for the n photoionizations to hap-

pen, which increases with the peak intensity f as discussed in section 5.1.1. So in summary,

the sequential n-photon ionization becomes more likely with larger peak intensity, but the

average ionization rate for n ionizations stays the same as long as the pulse duration is not

changed.

In the following, Eq. (5.12) will be applied to the specific cases with two and three

photoionizations. With two sequential photoionizations, the probability distribution for the
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time interval 4t2,1 is

D2(4t2,1) = C2e
−2ln2

4t22,1
τ2 , (5.8)

with the normalization constant C2 = 2
√

2ln2√
πτ

. From Eq. (5.8), the average time interval

between the two photoionizations is

4t2,1 =

∫ ∞
0

4t2,1D2(4t2,1) d4t2,1

=
τ√

2πln2
, (5.9)

which gives the ionization rate
√

2πln2 1
τ
. So if a certain interaction product is created with

two photoionizations by a 30 fs XFEL pulse, the average time interval 4t2,1 = 1√
2πln2

×

30 fs ≈ 14 fs, with the corresponding average ionization rate about 0.07 fs−1.

With three sequential photoionizations, the probability distribution for the time intervals

4t2,1 and 4t3,1 is

D3(4t2,1, 4t3,1) = C3e
−4ln2

−24t22,1 + 24t2,14t3,1 − 24t23,1
3τ2 , (5.10)

with the normalization constant C3 = 48ln2√
3πτ2 . From Eq. (5.10), the average time interval

between the first and last photoionizations can be calculated

4t3,1 =

∫ ∞
0

∫ 4t3,1
0

4t3,1D3(4t2,1, 4t3,1) d4t2,1d4t3,1

=
3

2
√

2πln2
τ, (5.11)

which gives the ionization rate 2
√

2πln2
3

2
τ
. So if a certain interaction product is created with

three photoionizations by a 30 fs XFEL pulse, the average time interval 4t3,1 = 3
2
√

2πln2
×

30fs ≈ 22 fs, with the corresponding average ionization rate about 0.09 fs−1.

The average time intervals and average ionization rate for larger number of sequential

photoionizations can be calculated analogously as for the sequential three photoionization.
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Without calculating 4tn,1, it can be shown in the following to be inversely proportional to

the pulse duration τ .

Introducing the scaled time interval4t′i,1 =
4ti,1
τ

, with i = 2, 3, · · · , n, the distribution

for these scaled time intervals is

D′n(4t′2,1, 4t′3,1, · · · , 4t′n,1) = C ′ne
4ln2A

′2 − nB′
n , (5.12)

where C ′n is the normalization constant which does not depend on τ , A′ = 4t′2,1 + 4t′3,1 +

· · · + 4t′n,1 and B′ = 4t′22,1 + 4t′23,1 + · · · + 4t′2n,1, with 4t′2,1 ≤ 4t′3,1 ≤ · · · ≤ 4t′n,1.

Since D′n(4t′2,1, 4t′3,1, · · · , 4t′n,1) doesn’t depend on τ , so doesn’t the average time interval

4t′n,1 which can be obtained with

4t′n,1 =

∫ ∞
0

∫ 4t′n,1
0

· · ·
∫ 4t′3,1

0

4t′n,1D′n(4t′2,1, 4t′3,1, · · · , 4t′n,1)

d4t′2,1 · · · d4t′n−1,1d4t′n,1. (5.13)

The unscaled average time interval is then 4tn,1 = 4t′i,1τ ∝ τ . So the average ionization

rate for the n-photon ionizations is proportional to 1
τ
.

5.4 Interplay between ionization, fragmentation and

charge rearrangement

In section 5.3, it was shown that the average kinetic energy of an ion fragment depended on

the average ionization rate to reach it, which in turn had an inversely proportional relation

with the pulse duration τ . This makes ions produced with shorter pulses have higher kinetic

energies. In this section, charge rearrangement will join the interplay. The change of pulse

duration is found to influence charge rearrangement efficiency as well, through the pulse

duration effect on ionization and fragmentation discussed in the last section. In turn, the

change of charge rearrangement efficiency can affect the ionization process.
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5.4.1 Pulse duration dependence of charge rearrangement
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Figure 5.13: Charge of carbon ions detected in coincidence with a given iodine ion charge
state for different pulse durations, with 0.37 mJ pulse energy in the interaction region.
Dashed lines are exponential fits to guide the eye.

Since in the experiments at 8.3 keV described here carbon nearly exclusively gets charges

through charge transfer from iodine, the charge transfer process can be studied by considering

the average charge number of carbon ions detected in coincidence with particular iodine ions,

as shown in Fig. 5.13 for x-rays with different pulse durations (20 fs, 30 fs and 60 fs) and

fixed pulse energy (0.37 mJ in the interaction region). For a given iodine ion charge state

with more than 6 charges, the average carbon charge is smaller for longer pulses, suggesting

that the charge rearrangement is less efficient. This is because with longer pulses, the average

ionization rate is smaller, such that a given total charge state is reached with longer times and

at larger internuclear distances. And charge transfer probability decreases with increasing

internuclear distance as discussed in subsection 2.4.7.

Fig. 5.14 shows the simulated average time evolution of the charges and internulcear

distance of iodine and carbon for those interaction events which end up with iodine ion
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Figure 5.14: Average internuclear distance and charge evolution of carbon and iodine for
those interaction events ending up with iodine ion charge of 20, and for pulse durations 10
fs and 60fs. The black dashed line is the critical distance (4.98 Å) for the charge transfer
from C3+ to I21+. Adapted from [44].

charge of 20. The simulation was performed using the method as discussed in [43, 44]. The

critical distance (4.98 Å), above which the charge transfer from C3+ to I21+ is classically

forbidden [16, 65, 66] is plotted as the black dashed line. For pulse duration of 10 fs, the C-I

distance when carbon obtains 3 charges is about 3.97 Å, smaller than the critical distance.

On the other hand for 60 fs, the C-I distance is already much larger than the critical distance

when the carbon charge increases to 3. This agrees reasonably well with the pulse duration

dependence of charge transfer in Fig. 5.13, which shows the carbon charge reaches 4 with 20

fs pulse duration, but saturates at about 3.3 with 60 fs pulse duration. The charge transfer

can also happen when iodine is at lower charge states than I21+. I21+ is used here to get

the largest possible critical distance allowing charge transfer to C3+, because larger iodine

ion charge results in larger critical distance according to the formula (5.5). In other words,

if the C-I distance is above the calculated critical distance with I20+, the charge transfer to

C3+ is classically forbidden not only with I20+ but with all the lower iodine ion charge states
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as well.

5.4.2 Extended charge-rearrangement-enhanced ionization
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Figure 5.15: Iodine ion charge state distributions for different pulse durations, with 0.37 mJ
pulse energy in the interaction region. The inset shows the yield ratio of high charge states
between 20 fs and 60 fs cases.

It was shown in subsection 5.1.2 that the charge rearrangement could enhance the ion-

ization of a molecule relative to the independent atoms among which no charge transfer

was allowed. It will be shown in this subsection that the charge rearrangement can also

enhance the ionization of an atom in a molecule relative to when it’s not in the molecular

environment.

Fig. 5.15 displays the iodine ion charge state distributions for three different pulse dura-

tions (20 fs, 30 fs and 60 fs), with 0.37 mJ pulse energy in the interaction region. Overall,

similar ion charge state distributions are observed, because pulse energy, being the major

factor in determining the degree of ionization as discussed in subsection 5.1.1, is the same

for the 3 cases. Apart from this similarity, higher yield of high charge states is observed
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with shorter pulses, in stark contrast with earlier experiments with ultra-intense soft x-ray

ionization of neon atoms [1] and nitrogen molecules [141] which reported higher yield with

longer pulses due to the effect of ”intensity induced transparency’ discussed in 5.1.1.

Another observation is that the iodine ions with charge states above I25+ are almost

exclusively detected in coincidence with C4+ as shown in Fig. 5.6. It was shown in the last

subsection that C4+ is easier to be reached with shorter pulses due to more efficient charge

transfer.

These two observations suggest that the higher yield of high charge states with shorter

pulses is due to more efficient charge transfer. And charge transfer can also enhance the

ionization of an atom (I) in a molecule (CH3I). Qualitatively, the ionization of such atom

can be enhanced with the transferred electrons. They can participate in the decay processes

which are otherwise not possible, and hence speed up the refilling of holes created by previous

ionizations and Auger decays. The faster refilling effectively increases the instantaneous

photoabsorption cross section due to the increased availability of electrons. With shorter

pulses, the increase of the photoabsorption cross section is larger due to more efficient charge

transfer, resulting in higher yield of high charge states.
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Chapter 6

Coulomb explosion imaging of

molecules with x-ray free-electron

lasers

One of the major applications of x-ray free-electron lasers is the imaging of macromolecules

[33], nanoparticles [38] and even molecules [23], with most of the techniques based on photon

scattering. In this chapter, the ”Coulomb explosion imaging” method [146, 147], which is

a different imaging technique specific for molecules, will be discussed as a tool to study the

structures of molecules exploded by XFEL pulses. This technique was originally developed

for collisions of fast molecular beams with thin foils [146], and has been utilized for time-

resolved studies of molecular structural dynamics in table-top laser experiments (see e.g.

[147]). The advantage of combining ”Coulomb explosion imaging” method with XFELs is

that the ultra-intense and ultrashort (down to hundreds of attoseconds [97]) XFEL pulses

can almost instantaneously charge up a molecule through the sequential photoionization and

decay processes discussed in the last chapter, before the nuclei can move dramatically from

the geometry right before the x-ray ionization, reminiscent of the ”diffraction before destruc-

tion” concept in the imaging techniques based on photon scattering. It is interesting that

this ”destruction” which refers to the nulear rearrangement resulting from x-ray absorption
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is also what makes ”Coulomb explosion imaging” possible. By demonstrating that the rel-

ative momentum distributions of ion fragments from Coulomb explosion of a prototypical

molecule (CH3I) by 2 keV XFEL pulses, can indeed reflect the equilibrium structure of the

molecule, this chapter aims to help set the stage for future XFEL experiments which will

use the ”Coulomb explosion imaging” method to capture not just the equilibrium structure,

but also the transient molecular geometries. Most of the content in this chapter is adapted

from [46].

6.1 Molecular explosion with XFEL pulses

In+

Ha
+

Hb
+

Hc
+ Cm+

x

y

O

Figure 6.1: Illustration of the explosion of a CH3I molecule from the equilibrium geometry
after ionization by an XFEL pulse. x direction is defined as along the iodine ion flying
direction. The CH3I picture is adapted from [148].

Through the sequential photoionization by a XFEL pulse and charge rearrangement,
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all the atoms in a molecule such as CH3I shown in Fig. 6.1 can get charged up within

the femtosecond or even attosecond pulse duration, before the nuclei can significantly move

away from their positions before x-ray ionization. The charged-up molecule can therefore

be assumed to explode by Coulomb repulsion from its initial geometry. The ion fragments

(In+, Cm+, H+
a , H+

b , H+
c , with a, b and c used here to specify the three hydrogen atoms.),

after gaining momentum from the explosion process, are then detected in coincidence by the

delay-line detector.
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Figure 6.2: Top row: Average measured momentum of fragments (iodine, carbon and hydro-
gen, from left to right) from CH3I explosion. x direction is defined as the iodine ion flying
direction as shown in Fig. 6.1. The remaining momentum not along x is assigned as the y
momentum. Bottom row: Average number of charged hydrogen ions for each fragmentation
pair [Cm+, In+].

The yield of possible fragmentation pairs [In+, Cm+] measured at 2 keV photon energy
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(pulse energy 1 mJ and pulse duration 25 fs) was shown in Fig. 5.1. The hydrogen atoms

(either singly charged or neutral) are not displayed. For each group of detected coincident

fragments [In+, Cm+, H+
a/b/c], x axis is chosen in the direction of the In+ momentum vector,

and the remaining momentum for Cm+ and H+
a/b/c not along x is defined as their y momen-

tum. The resulting average ion fragment momentum is shown on the top row of Fig. 6.2.

With iodine ion charge states increasing from 1 to 21, its momentum increases from about

100 to 1000 a.u.. Carbon y momentum is not plotted since it’s negligible compared to its

x momentum in the top middle subplot. Carbon x momentum is close in magnitude and

opposite to that of iodine, with the difference making up by hydrogen x momentum shown

as closed circles in the top right subplot. The hydrogen ion gets larger repulsion from its

neighbors in y than in x as can be inferred from the observation that its y momentum (in

open circles) magnitude is larger than that of x.

As a result of the interaction between a CH3I molecule and an XFEL pulse, the number

of charged hydrogen fragments can range from 0 to 3. The average number of charged

hydrogen for each fragmentation pair [In+, Cm+] can be estimated as −PIx − PCx
PHx

based on

momentum conservation, which is shown in the bottom row of Fig. 6.2. For most of the

fragmentation pairs except for [I+, C+], [I+, C2+], it can be seen that the average number

of charged hydrogen is above 2.5. For coincident fragments with iodine ion having more

than 6 charges, the number shows that all three hydrogen are charged. For higher charge

states, the calculated average number increases above 3. This is because hydrogen gets more

energetic with higher charge states, and high-energy hydrogen ions miss the detector more

often than low-energy ones due to the limited spectrometer acceptance. This artifact makes

the average momentum PHx smaller than reality, resulting in a larger calculated average

number of charged hydrogen fragments.

6.2 ”Visualization” of the molecular explosion

For 3-body fragmentations, the Newton diagram introduced in section 4.6.1 is a powerful

tool for visualizing the molecular structure. To plot it, the coordinate frame is chosen such
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Figure 6.3: Newton diagrams for 4 representative fragmentations of CH3I molecules ionized
by 2 keV x-rays with 25 fs pulse duration and 1 mJ pulse energy.

that x direction is the momentum direction of one fragment and the momentum vector of

this fragment is fixed at Px = 1. The relative momenta of the other two fragments with

respect to that of the first fragment are then plotted in this coordinate frame, with one

fragment at the top of the plane and the other at the bottom.

For fragmentation in more than 3 bodies like a CH3I molecule fragmenting into [In+,

Cm+, H+
a , H+

b , H+
c ], the fragment momentum vectors typically do not lie within a plane,

calling for either a 3D visualization [147] or a 2D variant of Newton diagram. Here the latter

option is chosen to visualize the explosion of CH3I molecules. As in the conventional 3-
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Figure 6.4: Relative absolute momenta of carbon and hydrogen ions with respect to the
iodine momentum, (The x momenta of carbon and hydrogen ion are negative and their
absolute values are used for the plot.) and the angles of hydrogen ion flying direction with
respect to that of the iodine ion.

body Newton diagram, the coordinate frame is chosen such that x direction is the momentum

direction of one fragment (In+) and the momentum vector of this fragment is fixed at Px = 1.

The following are required as the extra steps. y direction is defined such that the momentum

vector of a second fragment lies within the top x − y plane. For each of all the other

fragments, the momentum is visualized after rotating with respect to x axis until it falls

within the x− y plane. Such modified Newton diagrams for 4 representative fragmentations

of CH3I molecules ionized by 2 keV x-rays with 25 fs pulse duration and 1 mJ pulse energy

are displayed in Fig. 6.3. All four diagrams reflect the CH3I equilibrium geometry as shown

in Fig. 6.1. The connection between the molecular structure and fragment momenta will be
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explored employing the Coulomb explosion simulation in the next subsection.

The top row of Fig. 6.4 shows the averaged relative ion momentum as shown in Fig.

6.3 for different fragmentations. In the top left subplot, for carbon charge states above C+,

carbon ion relative momentum increases in magnitude with increasing carbon ion charge

state, but stays flat with increasing iodine ion charge state. Correspondingly, the top mid-

dle subplot shows that the hydrogen ion relative momentum decreases in magnitude with

increasing carbon ion charge state. The increase of hydrogen ion relative momentum with

iodine ion charge state for C3+ and C4+ is caused by the limited spectrometer acceptance

for more energetic hydrogen ions. Otherwise they should also stay flat as those of carbon

ions, which is required by momentum conservation. The change in magnitude of the relative

momentum of carbon and hydrogen ions is due to the change of the time during which hy-

drogen ions are involved in the interaction with iodine and carbon ions, or in other words,

how fast the hydrogen ions fly away relative to the interaction time scale of carbon and

iodine ions. With increasing carbon ion charge state, hydrogen ions fly away relatively early,

such that the carbon ions gain larger relative momentum from the repulsion of iodine ions.

For a fixed carbon ion charge state above C+, the flat relative momentum suggests that

the relative time at which hydrogen ions fly away with respect to the time scale of carbon

and iodine interactions, doesn’t depend on the final iodine ion charge state. The qualitative

conclusion is that the hydrogen ions tend to leave from the carbon ion before the carbon ion

can increase its charge. The bottom of Fig. 6.4 shows the angles of hydrogen ion flying di-

rection relative to that of the iodine ion for different carbon and iodine ion pairs. This angle

is determined by both the equilibrium molecular geometry, and the charge buildup process

of all the fragments from the molecule. Based on the equilibrium molecular geometry as

illustrated in Fig. 6.1, hydrogen ions gain more momentum in y than in x from both the

repulsion between hydrogen and carbon ions and that among hydrogen ions. On the other

hand, the hydrogen ion gains more momentum in x than in y from the repulsion between it

and the iodine ion. So if the iodine ion is at a higher charge state, a hydrogen ion is expected

to gain more momentum in x than in y, making the angle of the hydrogen ion momentum

relative to that of iodine ion larger, as can be observed in the bottom plot of Fig. 6.4. The
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observation that this angle doesn’t show any systematic dependence on carbon ion charge

state further confirms the previously reached conclusion that the hydrogen ions tend to leave

from the carbon ion before the carbon ion can increase its charge.

6.3 Coulomb explosion simulation

6.3.1 Intantaneous charge-up model

If the molecule can be assumed to be instantaneously charged up, its structure before being

ionized by the XFEL pulse is related to the fragments momentum as shown in Fig. 6.3

through Coulomb’s law and Newton’s second law. In this case, the ionic fragments, initially

at locations ri0 with i = 1, 2, · · · , n and n being the label of the nth fragment, start to

move apart under the Coulomb repulsion between one and another, according to the coupled

differential equations:

d2ri
dt2

=
∑
j 6=i

QiQj

|ri − rj|2
rj − ri
|ri − rj|

, (6.1)

with i, j = 1, 2, . . ., n being the label of the ith and jth fragment, and n being the number

of fragments. Qi and Qj are the charges of the ith and jth fragments.

For a CH3I molecule initially with C −H bondlength 1.084 Å, C − I bondlength 2.136

Å, H −C − I angle 107.47 degrees and H −C −H angle 111.4 degrees [144], and assuming

the fragment charges are those shown in Fig. 6.3, the simulated fragments final momenta

according Eq. (6.1) are shown as red triangles on top of the experimental momentum distri-

butions in Fig. 6.5. Reasonably well visual agreement is achieved in all four representative

fragmentation scenarios.

In a more quantitative consideration, there is a noticeable mismatch. The simulated

carbon ion relative momenta in x are smaller in magnitude than those of corresponding

experimental values and the simulated hydrogen ion relative momenta in x are larger. This

discrepancy is due to the charge buildup and redistribution processes neglected in the instan-
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Figure 6.5: Newton diagrams for 4 representative fragmentations of CH3I molecules ionized
by 2 keV x-rays with 25 fs pulse duration and 1 mJ pulse energy (same as Fig. 6.3, but with
the results of the simulations added). The red triangles are simulations with the instanta-
neous charge-up model. The red circles are simulations with the charge buildup model to be
discussed in the next subsection.

taneous charge-up model. If these processes were taken into account, as will be discussed

in the next subsection, the hydrogen ion would fly away from the vicinity of carbon and

iodine ions before they are fully charged up, leaving only carbon and iodine ions interacting

with each other during the rest of the charge-up process. This would make the hydrogen ion

relative momenta smaller and carbon ion larger than in the instantaneous charge-up model.
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6.3.2 A charge buildup model

To account for the charge buildup and redistribution processes, a model [18] developed by

Motomura, Kukk and et al. is implemented in the Coulomb explosion simulation. In their

model, the CH3I molecule is not instantaneously charged up, instead the total charge Qtotal

increases according to an exponential function:

Qtotal(t) = (m + n+ 3)(1 − e−
t
a ), (6.2)

where m and n are respectively the final charges of carbon and iodine ions, and a is the time

constant quantifying the time scale of the charge buildup process. The charge transfer from

iodine site to methyl group is modeled by the differential equation

dQCH3(t)

dt
= bQI(t), (6.3)

with the sum of methyl group charge QCH3(t) and iodine ion charge QI(t) equal to the total

charge Qtotal(t), and b the constant related to the rate of charge transfer.

Define the metric

M = (P
(exp)
Cx − P

(sim)
Cx )2 + (P

(exp)
Hx − P

(sim)
Hx )2 + (P

(exp)
Hy − P

(sim)
Hy )2

+ (|P (exp)
Ix | − |P (sim)

Ix |)2, (6.4)

where the P ′s are the fragment momenta in the molecular frame as defined in section 6.1.

exp and sim represent experiment and Coulomb explosion simulation (with the above model

included), respectively. The a and b values are determined to be 6.199 fs and 0.831 fs−1,

by minimizing the sum of the metrics for 4 different fragmentation scenarios in Fig. 6.5.

The simulated momenta with these values are shown by red circles. A better match with

experimental data is achieved with the current charge buildup model compared with the

instantaneous one.
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Chapter 7

Ion and electron coincidence

measurement with x-ray free-electron

lasers

Ion and electron coincidence measurement has been a powerful technique in the study of

atomic and molecular dynamics with table-top lasers [116, 117, 149] and synchrotron facil-

ities [150, 151]. Its application with free-electron lasers has been hindered by the their low

repetition rates (∼ 100 Hz), and only few such measurements have been reported up to

now for sequential ionization of atoms [152–154] and autoionization of molecules [155] in the

XUV domain. This limitation is being lifted with the new and upcoming high-repetition-rate

(104 − 106 Hz) free-electron lasers such as the EuXFEL and LCLS-II. The ion and elec-

tron coincidence measurement which requires low-interaction rate (less than one interaction

event per laser shot) and such high-repetition-rate machines make a perfect combination for

studying atomic and molecular physics in a new regime made possible by the XFEL-produced

ultrashort and ultra-intense x-rays. In this chapter, the results from first ion-electron coinci-

dence experiment with an x-ray free-electron laser (LCLS) will be presented. The interaction

between N2 molecules and 506 eV x-rays (pulse duration 100 fs and pulse energy ∼ 10 µJ)

will be revealed through the coincidence measurement of the resulting photoelectrons and
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ion fragments. Most of the paragraphs and figures are adapted from [47].

7.1 Ion and ion coincidence
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Figure 7.1: Kinetic energy release of ion-ion coincidence channels from 506 eV, 100 fs XFEL
pulse interaction with N2 molecules. Top inset is the ion time of flight spectrum. Bottom
inset is the ion-ion coincidence map. Adapted from [47].

Extensive studies [125, 150, 151, 156–158] on x-ray interaction with N2 molecules have

been carried out with the ion-electron coincidence technique at synchrotron facilities, in

which the one-photon absorption results in the production of [N+, N+] and [N2+, N+]

coincidence channels. With more intense x-rays from the LCLS, more than one photon can

be absorbed by a N2 molecule, resulting in higher charged ions than those from synchrotron

experiments. Five ion-ion coincidence channels: [N+, N+], [N2+, N+], [N2+, N2+], [N3+,

N+] and [N3+, N2+] were detected in the present experiment as shown by Fig. 7.1. In
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earlier synchrotron experiments, similar structures have been reported and identified for the

kinetic energy releases of [N+, N+] and [N2+, N+] channels [125, 159]. As expected, the

other three higher charged channels have higher kinetic energy releases due to the larger

Coulomb repulsion. The steps that the interaction between x-rays and molecules takes to

reach these five coincidence channels will be discussed in the next section with the help of

the electron spectra detected in coincidence with different ion fragments.

7.2 Ion-ion and electron coincidence
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Figure 7.2: Photoelectron kinetic energy spectra, in coincidence with ions. (a) Ion-resolved
photoelectron kinetic energy spectra. The spectra are obtained by integrating the VMI im-
age over all angles at different radii and with the relation that the photoelectron energy is
proportional to the square of the radius. (b) Ion-ion-coincidence-channel-resolved photoelec-
tron kinetic energy spectra. The spectra are obtained by integrating the VMI image over all
angles at different radii and with the relation that the photoelectron energy is proportional
to the square of the radius. Adapted from [47].

The energy spectra of the electrons detected in coincidence with ions N+, N2+ and N3+,

and three of the ionic channels [N+, N+], [N2+, N+] and [N3+, N+] are plotted respectively

in Figs. 7.2a and 7.2b. Some of the Auger electrons ejected within a small angle relative to

the spectrometer axis are also detected. In order to avoid the artefacts introduced by these
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Auger electrons and stray electrons through the inversion procedure, non-inverted electron

VMI images are used to obtain the electron energy spectra by integrating the image over the

angles and using the relation that the energy of an electron is proportional to the square of

the radius at which it is located in the VMI image. Each of the spectra has features distinct

from one and another, which reflects the physical processes leading to the corresponding

ionic channel. [N+, N+] is mainly produced via single-photon absorption, with one electron

ejected by inner-shell ionization and the other by Auger decay. Such photoelectrons are

present as the major peak at around 96 eV in the [N+, N+] electron spectrum. The broad

shoulder on the left of the major peak is due to the photoelectrons generated from shake-up

processes, where the photon energy is shared between the photoelectron and the remaining

excited molecular ion. [N2+, N+] can be produced by one-photon process as well. But

different from that of [N+, N+] channel, the production of [N2+, N+] is dominated by

the shake-off process [160], where one more electron is carried away during the process of

ionization or Auger decay. The electrons thus produced have a lower energy than those by

normal photoionization or Auger decay processes and they are present as the lifted tail in

the low energy range of [N2+, N+] electron spectrum relative to that of [N+, N+]. Apart

from the shake-off process, one core-electron ionization followed by one outer-shell-electron

ionization also contributes to the production of [N2+, N+]. For [N3+, N+], its electron

spectrum has two pronounced peaks, with one around 96 eV and the other 67 eV. The 96 eV

peak is from the first photoionization which produces N2+
2 ions. The 67 eV peak is due to

the photoelectrons from the subsequent ionization of N2+
2 ions. In addition to this two-step

process, it is also possible to reach [N3+, N+] channel by the production of double-core-hole

states, where one photon is first absorbed, creating a core hole, and then a second photon

gets absorbed, creating another core hole before the first core hole is filled [9–12]. Due to

the much smaller probability to be produced with the 100 fs pulse (10 µJ), these states

contribute to only a very small amount of [N3+, N+] production.
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7.3 KER-resolved ion-ion and electron coincidence

For ion fragments requiring more than one photoionizations, their kinetic energy release

is related to how fast they are produced, as discussed in section 5.3. By inspecting the

spectra of electrons coincident with ions with a certain KER value, it’s possible to gain

information on the transient state of molecular system at the time corresponding to that

KER value. [N3+, N+] will be used in this section to illustrate how KER-resolved ion-

ion and electron coincidence can help reveal the intermediate states. As discussed in the

last section, overall it needs a sequential two-photon absorption process to reach [N3+,

N+] channel from N2 molecules. When the time delay between the two absorptions is

shorter than the core hole life time, double-core-hole states are produced with a very high

probability. For time delays longer than the core hole life time, which is more probable under

our experimental conditions, [N3+, N+] is mainly obtained from N2+
2 molecular ions by the

second photoabsorption. A manifold of states can be occupied by N2+
2 , of which about 20%

remain quasi-bound and the other 80% are dissociative [161]. With different time delays, the

second photoabsorption sees different evolution stages of those dissociating N2+
2 molecular

ions. If the second photoabsorption occurs early, N2+
2 ions have short bond length and high-

KER [N3+, N+] ion pairs are produced. So for [N3+, N+] ion pairs reached from dissociating

N2+
2 molecular ions, the KER reflects the time delay between the two photoabsorptions.

This relation between KER and time delay was also observed in a previous two-pulse x-ray-

pump x-ray-probe experiment at the LCLS [32, 162]. By utilizing such relation and doing

correlation analysis between KER and photoelectrons ejected by the probe photon, the

change of core electron binding energy during the dissociation of N2+
2 ions can be observed.

7.3.1 Dynamic line shift

The [N3+, N+] ion pairs are divided into two categories, As shown in Fig. 7.3a, one is the

low-KER region with KER below 27.4 eV and the other is the high-KER region with KER

above 27.4 eV. The kinetic energy of photoelectrons detected in coincidence with the ion pairs

falling into these two categories are displayed in Fig. 7.3b. The photoelectron peaks from
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Figure 7.3: ”Dynamic line shift” in the dissociating N2+
2 ion. (a) In red and blue is the exper-

imental kinetic energy distribution of [N3+, N+] coincidence channel, divided into 2 regions:
low-KER region (0-27.4 eV, red) and high-KER region (27.4-100 eV, blue). The calculated
kinetic energy release of [N3+, N+] coincidence channel obtained by 60 fs pulses is shown by
the cyan line with dots. (b)Experimental photoelectron energy spectra corresponding to the
two regions in (a). The spectra are obtained by integrating the VMI image over all angles
at different radii and with the relation that the photoelectron energy is proportional to the
square of the radius. The blue and red dashed lines mark the peak positions 67.32 and 69.99
eV of electrons from the second photoionization. Adapted from [47].

the first photoabsorption appear in both spectra at about 96 eV. The photoelectron peaks

at about 68 eV originating from the second photoionization, have different characteristics

for the low-KER and high-KER cases. The peak maximum shifted from 67.32 eV to 69.99

eV when the ion pair KER changes from lower to higher region. Such shift is due to the

core binding energy dependence on bond length, which shall be called ”dynamic line shift”.

Since the low-KER ion pairs are mainly obtained from N2+
2 ions with larger ”pump-probe”

time delays when N2+
2 is at the later stage of its dissociation and has longer bond length, the

corresponding higher photoelectron energy indicates that N2+
2 core electron binding energy

becomes smaller as its internuclear distance gets longer.
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Figure 7.4: Calculated correlation of kinetic energy release with bond length at different time
delays and calculated ”dynamic line shift” of N2+

2 (114g). (a) Theory plot of [N3+, N+]
kinetic energy release and N2+

2 internuclear distance at the time of the probe photoabsorption
for different time delays. The values in square brackets are the average internuclear distance
and KER for each time delay. For time delays larger than 5 fs, only those points with
internuclear distance larger than 2.5 a.u., which correspond to the dissociating wavepackets,
are taken for calculating the average. The horizontal dashed line is the 27.4 eV boundary
used in Fig. 4a. The vertical dashed line marks the bond length of 3 a.u.. (b) Theory
plot of N2+

2 (114g) photoelectron kinetic energy with its internuclear distance. The color
encodes the relative probability for a N2+

2 photoelectron to have certain energy at different
internuclear distances. The energy peak positions in Fig. 7.3b, of photoelectrons from the
second photoionization and coincident with the high-KER and low-KER [N3+, N+] ion pairs,
are shown respectively by the blue and red dashed lines in (d). The region 1.33 eV below
and above the two lines are marked by white rectangles. Adapted from [47].

7.3.2 Comparison with calculations

Ab initio calculations have been carried out by Ludger Inhester from the Center for Free-

ELectron Laser Science in Hamburg to support the ”dynamic line shift” interpretation. In

Fig. 7.4a, the calculated [N3+, N+] kinetic energy release with the corresponding N2+
2 bond

length at the time of probe photoabsorption is plotted for time delays of 5 fs, 10 fs, 30 fs and

60 fs. At 5fs, the KER is distributed between 20 eV and 60 eV and the bond length ranges

from 2 a.u. to 2.5 a.u.. For this time delay, N2+
2 ions are either remaining bound or at the

very early stage of its dissociation, and the distributions of these two types of ions overlap

with each other in the high-KER and short-bond-length region. For larger time delays, the
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bound N2+
2 ion distributions continue to be present in the high-KER and short-bond-length

region, whereas the distributions of dissociating N2+
2 ions are moving to regions of longer

bond length (above 2.5 a.u.) and lower [N3+, N+] KER. The average values of kinetic energy

releases and bond lengths are also shown for each delay. For time delays larger than 5 fs,

only the dissociating N2+
2 ions are taken into account to get the averages, by excluding the

distribution with bond length shorter than 2.5 a.u.. The time delays, average bond lengths

and KERs are found to have a monotonic relation with one and another, which is as expected

for ionization of a dissociating molecular ion. The 27.4 eV boundary in experimental Fig.

7.3a is marked by the horizontal dashed line in Fig.7.4a. The high-KER region above this

line contains data points with time delays up to 10 fs and bond lengths up to about 3 a.u.

(marked by the vertical dashed line), when N2+
2 ions either just started to dissociate or were

bound. The low-KER region below the horizontal dashed line contains these data points

with time delays larger than 10 fs. The N2+
2 ions for this region are mostly dissociating and

ionized by the probe photon at larger internuclear distances.

To theoretically investigate the core electron binding energy of N2+
2 at different time

delays and bond lengths, 114g electronic state of N2+
2 , which accounts for ∼ 24% [163] of the

total population after the pump photoionization and Auger decay, is picked out. ForN2+
2 ions

populating this state, the relative probabilities of its photoelectrons having certain energy

at different internuclear distances are plotted in Fig. 7.4b. At bond lengths around 2 a.u.,

there is a single photoelectron line, the energy of which increases with bond length. Above

2.5 a.u., several satellite photoelectron lines start to emerge at the lower region, due to shake

up processes which, in addition to ejecting an electron from the core, leave the molecular ion

with excited electronic configurations. The photoelectron energy increases with bond length

in all the photoelectron lines. As N2+
2 further dissociates and has a longer bond length, it

changes from a molecule with the 1π2
x−π2

y configuration to twoN+ ions with 3P configuration.

Beyond 7 a.u., the photoelectron lines converge into two separate photoelectron lines. They

can be interpreted as due to the ionization of an atomic N+ (3P) ion into a core-ionized N2+

ion with 4P and 2P configurations respectively. This interpretation becomes more accurate

for much longer bond lengths at which the photoelectron energies are closer to those from
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the ionization of isolated atomic ions.

The blue dashed line in Fig. 7.4b marks the experimental peak maximum position 67.32

eV in Fig. 7.3b of photoelectrons from the second ionization and in coincidence with the high-

KER [N3+, N+] ion pairs. It crosses the photoelectron line in Fig. 7.4b at the internuclear

distance 2.6 a.u.. The white rectangle under the dashed line is the region bounded by the

electron energy 1.33 eV (half of the spacing between the peak maximum and its adjacent

data points in Fig. 7.3b) below and above 67.32 eV and the bond length from 2.2 to 3

a.u.. This bond length range is consistent with the expected bond length of N2+
2 ion at time

delays up to 10 fs as determined for the high-KER ion pairs.

For the photoelectrons from the second ionization detected in coincidence with the low-

KER [N3+, N+] ion pairs, their peak maximum position 69.99 eV in Fig. 7.3b is marked by

the red dashed line in Fig. 7.4b. The corresponding internuclear distance is 6.5 a.u.. The

region confined by energy 1.33 eV below and above 69.9 eV and bond length from 3 to 12 a.u.

goes out of the axis range of Fig. 7.4b and only part of it is shown by the white rectangle

beneath the red dashed line. In Fig. 7.3b, the photoelectrons, of the low-KER case and with

energy beyond the peak position and up to 75.39 eV, are from the probe photoionization of

dissociating N2+
2 ions at larger time delays up to the full length of the XFEL pulse. These

observations agree with the fact that the [N3+, N+] ion pairs in the low-KER region of Fig.

7.4a are from N2+
2 ions which have already dissociated for more than 10 fs and have bond

lengths most likely longer than 3 a.u..

For the low-KER case, there are also photoelectrons to the left of the 69.9 eV electron

peak in Fig. 7.3b. They most likely correspond to the less intense photoelectron lines below

the topmost one in Fig. 7.4b, which mostly appears for N2+
2 ions with larger bond lengths

and leading to low-KER ion pairs.

7.3.3 Discussion

In this experimental study, the KER is only divided into two regions, in order to get statis-

tically more significant results from the ion-electron correlation analysis. More KER regions
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Figure 7.5: Illustration of the single-pulse x-ray-pump x-ray-probe scheme. (a) Sketch of
a single XFEL pulse pump-probing molecular states. (b) Illustration of the propagation
of wavepackets launched and probed by the absorption of two photons sequentially from a
single XFEL pulse. The letters “P” and “A” represent photoionization and Auger decay
processes. Adapted from publication [47].

and hence more refined time delays can be chosen for future studies at high-repetition-rate

XFEL facilities such as the LCLS-II. This will allow a more detailed experimental mapping

of core electron energy levels, as the one shown by the theory plot in Fig. 7.4b. In the

theory study, only the dicationic state 114g with 24% yield was picked out to study the

core electron binding energy dependence on bond length. Other less populated dicationic

states contribute to the photoelectrons in Fig 7.3b as well and cannot be disentangled in

the current experiment. Given that the dissociative dicationic states show similar trend of

core electron binding energy dependences especially at larger bond lengths, general insight

shared by these states can be obtained by the comparison between Fig. 7.3b and 7.4b. A

full disentanglement of these dicationic states requires future experiments, in which Auger

electrons are detected in coincidence with photoelectrons and ions.

The observation of ”dynamic line shift” described above is an exemplary case exploiting

the single-pulse x-ray-pump x-ray-probe scheme enabled by the combination of ion-electron

coincidence technique and XFELs as illustrated in Fig. 7.5. It is different from a previous

single-pulse pump-probe experiment [164] at a synchrotron facility, in the sense that two

photoabsorptions play the roles of ”pump” and ”probe” respectively, whereas the previous

study used a single photoabsorption as ”pump” and the Auger decay as ”probe”. In the cur-

rent scheme, the pump and probe steps are realized by two time-delayed photoabsorptions
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in a single XFEL pulse. A variable time delay can be achieved naturally through the inter-

action of intense x-rays with molecules. In a single pulse, the time delay between the pump

and probe photoabsorptions can in principle vary from zero to the full pulse length thanks

to the quantum mechanical nature of the photoabsorption process. Since the probability for

a molecule to absorb a photon increases with the x-ray intensity, the time delay variability

can be further enhanced by the pulse structure fluctuations due to the stochastic nature of

the Self-Amplified Spontaneous Emission process for the XFEL pulse generation [81].

Unlike the conventional pump-probe experiments where the time delay is determined

independently of the dynamics under study, the single-pulse experiment relies on the intrinsic

correlation of different physical observables characterizing the same dynamical process. If a

physical observable changes monotonically with the state evolution and a direct relation with

the time delay can be established, the system evolution information can then be extracted

by the correlation of this observable with the other quantities. It’s therefore necessary to

measure at least two physical quantities in coincidence for each interaction event.

When applicable, this scheme is a simple alternative to the two-pulse x-ray-pump x-ray-

probe configuration [32]. For molecular studies, it can be used whenever the intermediate

state is dissociative and the time delay is reflected in the KER of final ionic fragments,

which is often the case for molecules after core electron ionization. By correlating the

measured angular distribution of the second photoelectron with the KER, this concept has

been recently applied to visualizing x-ray-induced dissociation of O2 molecules via inner-shell

photoelectron diffraction [165]. The single-pulse scheme is not limited to the two-photon

absorption, and can be generalized to the study of other processes involving more than two

photons. In that case, the pump photon is still the one which initiates the dissociation and

the probe photon is the one which leads to the time-dependent signals such as photons,

photoelectrons or Auger electrons.
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Chapter 8

Summary and outlook

Molecular response to ultra-intense x-rays

X-ray interaction with a molecule is localized at particular sites of elements which have the

largest photoabsorption cross sections. Through the sequential multiphoton ionization of

inner-shell electrons and a sequence of Auger decays, these sites become highly charged. In

the meantime, the localized interaction induces charge rearrangements and nuclear dynamics.

The final interaction product is found to be determined by the interplay between these four

key processes: photoabsorption, Auger decay, charge rearrangment and nulcear dynamics,

unfolding on a time scale defined by the XFEL pulse duration.

From the simple sequential multiphoton ionization model derived based on the assump-

tion of a average photoabsorption cross section for each ionization step, the probability to

obtain a certain interaction product is found to be proportional to e−dEplsEn
pls, with d be-

ing constant depending on the photon energy, photoabsorption cross section, focal area and

beamline transmission coefficient, Epls the pulse energy measured upstream of the experi-

mental hall, and n the number of photoabsorptions needed to reach this interaction product.

This proportion relation is successfully used to explain the experimental ion yield scaling

with pulse energy. The model also predicts that the average ionization rate leading to a par-

ticular interaction product is inversely proportional to the pulse duration and independent

of all other XFEL pulse parameters. The prediction is supported by the experimental ion
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kinetic energies which show an increase with shorter pulses because of their larger ionization

rate, and show no dependence on pulse energy or intensity.

However, this model can’t account for the effects due to resonances and charge rearrange-

ment. But such effects can still be qualitatively understood by analyzing the experimental

data. Resonant excitations in molecules greatly increase the yield of high-charge-state ions

which are otherwise unattainable, as previously reported for the atomic case [5]. But in

contrast to the atomic case, new enhancement structures in the ion charge state distribu-

tions appear in the molecular case. For CH3I, the structures are located about 7 charges

lower than the common enhancement structure present in both the atomic and molecular

cases. Such structures can be attributed to charge rearrangement which can decrease the

charge state of these ions originally making up the common enhancement structure and

create new enhancement structures at low charge states. It’s worth noting that 7 is the

total number of electrons transferable from the methyl group CH3 to iodine site. Charge

rearrangement is found to greatly enhance the ionization of molecules with respect to the

independent-atom model when ultra-intense x-rays are used. This effect, which is called

”Charge-Rearrangement-Enhanced X-ray Ionization of Molecules”, can be explained by the

electrons which, initially localized at the elements not interacting with x-rays, are transferred

to the x-ray-absorbing site and then participate in the photoionization and decay processes,

leading to more electrons ejected from the molecule. The interplay among the dominant

processes (ionization, charge rearrangement and fragmentation) is revealed through their

dependence on pulse duration. With shorter pulses, the average ionization rate is larger, a

certain total charge state of the molecule is reached with a shorter time and hence at shorter

internulcear distances before the atoms can move further apart through fragmentation. This

shorter internuclear distance makes it easier for electrons to transfer from the other part of

the molecule to the high-charged site, which is confirmed by the experimental data. The

easier electron transfer in turn can influence the ionization, because the transferred electrons

can participate in the decay processes which are otherwise not possible, and speed up the

refilling of the holes created by previous ionizations and Auger decays. The faster refilling

effectively increases the instantaneous photoabsorption cross section due to the increased
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availability of electrons for x-ray interactions. This charge-rearrangement enhancement of

ionization is different from CREXIM, in the sense that it is for the ionization of an atom in

a molecular environment instead of for the ionization of the molecule as a whole as is the

case for CREXIM. Such effect, dubbed ”Extended-CREXIM”, is used to explain the higher

yield of high-charge-state ions produced by shorter pulses.

It needs to be pointed out that all the experimental observations match reasonably well

with ab initio calculations 2.4.9, except the observation that shorter pulses produce higher

yield of high-charge-state ions. This discrepancy can be caused by either the experiment

or calculation. In the experiment, the enhanced yield of high-charge state ions can also be

caused by a more focused x-ray spatial distribution in the interaction region when switching

to a shorter pulse duration instead of by enhanced charge transfer, even if it’s rather unlikely

and to the best of our knowledge, there is no theory prediction for such x-ray spatial dis-

tribution dependence on pulse duration. As for the model calculation, the approximations

made in the Hartree-Fock method may make it not accurate enough to describe the charge

rearrangement process and its resulting ionization enhancement. In the future experiments,

the charge rearrangement process shall be characterized in finer details, in order to establish

a model for charge rearrangement which can accurately describe its dependence on the states

of charge donor and acceptor, and the distance between the two. Such model can in turn

improve the ab initio ionization calculations.

Coulomb explosion imaging of molecules with x-ray free electron lasers

Irradiated by ultra-intense XFEL pulses typically of tens of femtoseconds in duration, a

molecule can be charged up before the nuclei can significantly move away from their original

positions. Then the molecule starts to undergo Coulomb explosion. Because of this ultrafast

charge-up, the relative momentum distribution of ion fragments from the explosion resembles

the one expected from the explosion of a molecule which is instantaneously charged up. This

makes ”Coulomb Explosion Imaging” of molecules with XFEL pulses a promising comple-

mentary technique to x-ray [22, 23] or electron [24, 25] scattering-based imaging techniques as
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well as to those based on photoelectron diffraction with table-top lasers [26–28] and XFELs

[29–31]. The small discrepancy in the experimental relative momentum distribution with

the one from the instantaneous charge-up model is due to the neglected charge buildup and

redistribution processes. By incorporating a model [18] developed by Motomura, Kukk and

et al., which takes into account these two processes, into the Coulomb explosion simulation,

the obtained relative momentum distribution achieved a better match with experiment.

The current experiment has been performed with molecules (CH3I) at their ground state

and with the single pulse configuration, so only the molecular structure at equilibrium could

be studied. In the future, such studies shall be extended to transient molecular structures

at excited states. This can be done with an x-ray-pump x-ray-probe or external-light-pump

x-ray-probe configuration, in which a molecule is first pumped to an excited state, initiating

molecular structural changes through e.g. vibration and isomerization or dissociation. The

transient molecular structures during such changes can then be imaged by a time delayed

XFEL pulse through Coulomb explosion.

Ion and electron coincidence measurement with x-ray free-electron lasers

From the results of ion-ion and electron coincidence measurement of 506 eV x-ray pulses

interacting with N2 molecules, the physical processes leading to the production of certain

ion fragments are revealed. For example with [N3+, N+] fragment pair, it typically takes

one photoabsorption and an Auger decay to first reach N2+
2 , and from there a second pho-

toabsorption and Auger decay to reach [N3+, N+]. The kinetic energy release of [N3+, N+]

reflects the internuclear distance of N2+
2 at which the second photoabsorption occurs, with

lower KER corresponding to longer internuclear distance. Through KER-resolved ion-ion

([N3+, N+]) and electron coincidence measurement, the second photoelectron kinetic en-

ergy is observed to be larger with smaller-KER [N3+, N+] ion pairs, indicating that the core

electron binding energy of N2+
2 gets smaller when its internuclear distance gets larger during

dissociation. Such ”dynamical line shift” is observed with a single x-ray pulse, enabled by

the combination of ion and electron coincidence measurement with an XFEL.
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The current experiment only detected ions and photoelectrons in coincidence. In the

future, all interaction products including ions, photoelectrons and Auger electrons shall be

coincidently detected. In addition, more coincidence experiments will be implemented with

the x-ray/external light-pump x-ray-probe configuration, which allow kinematically complete

measurement of x-ray or external light induced dynamics in atoms or molecules. One example

is to use the coincidence technique to study electronic dynamics in excited state molecules

prepared by recently available attosecond XFEL pulses [97].

149



Bibliography
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M. Gühr, K. Hegazy, T. F. Heinz, K. Jobe, R. Li, X. Shen, T. Veccione, S. Weath-

ersby, K. J. Wilkin, C. Yoneda, Q. Zheng, T. J. Martinez, M. Centurion, and X. Wang.

Imaging CF3I conical intersection and photodissociation dynamics with ultrafast elec-

tron diffraction. Science, 361:64–67, 2018. URL https://science.sciencemag.org/

content/361/6397/64.

[25] T. J. A. Wolf, D. M. Sanchez, J. Yang, R. M. Parrish, J. P. F. Nunes, M. Centurion,
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[51] V. May and O. Kühn. Charge and Energy Transfer Dynamics in Molecular Systems.

WILEY-VCHVerlag GmbH and Co. KGaA, 2011.

[52] M. Berger, J. H. Hubbell, S. M. Seltzer, J. Chang, J. S. Coursey, R. Sukumar,

D. S. Zucker, and K. Olsen. XCOM: Photon Cross Sections Database. URL

https://www.nist.gov/pml/xcom-photon-cross-sections-database.

[53] B. H. Bransden and C. J. Joachain. Physics of Atoms and Molecules. New York:

Prentice-Hall, 2003.

[54] P. Lambropoulos and X. Tang. Multiple excitation and ionization of atoms by strong

lasers. JOSA B, 4:821–832, 1987. URL https://www.osapublishing.org/josab/

abstract.cfm?uri=josab-4-5-821.

161

https://www.phys.ksu.edu/personal/wysin/notes/quantumEM.pdf
https://www.nist.gov/pml/xcom-photon-cross-sections-database
https://www.osapublishing.org/josab/abstract.cfm?uri=josab-4-5-821
https://www.osapublishing.org/josab/abstract.cfm?uri=josab-4-5-821


[55] K. Tamasaku, E. Shigemasa, Y. Inubushi, T. Katayama, K. Sawada, H. Yumoto,

H. Ohashi, H. Mimura, M. Yabashi, K. Yamauchi, and T. Ishikawa. X-ray two-photon

absorption competing against single and sequential multiphoton processes. Nature Pho-

tonics, 8:313–316, 2014. URL https://www.nature.com/articles/nphoton.2014.

10.

[56] X-Ray Data Booklet. Lawrence Berkeley National Laboratory, 2009.

[57] S. Mukamel, D. Healion, Y. Zhang, and J. D. Biggs. Multidimensional attosecond

resonant x-ray spectroscopy of molecules: lessons from the optical regime. Annual

Review of Physical Chemistry, 64:101–127, 2013. URL https://doi.org/10.1146/

annurev-physchem-040412-110021.

[58] J. T. O’Neal and J. P. Cryan et al. submitted.

[59] L. S. Cederbaum, J. Zobeley, and F. Tarantelli. Giant intermolecular decay and frag-

mentation of clusters. Physical Review Letters, 79:4778–4781, 1997. URL https:

//link.aps.org/doi/10.1103/PhysRevLett.79.4778.

[60] S. Marburger, O. Kugeler, U. Hergenhahn, and T. Möller. Experimental evidence for
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[106] I. Grguraš, A. R. Maier, C. Behrens, T. Mazza, T. J. Kelly, P. Radcliffe, S. Düsterer,
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Böcking. Recoil-ion and electron momentum spectroscopy: reaction-microscopes. Re-

ports on Progress in Physics, 66:1463–1545, 2003. URL http://stacks.iop.org/

0034-4885/66/i=9/a=203?key=crossref.4f0ed0c11253bbad6096727290d95871.

[118] T. Osipov, C. Bostedt, J.-C. Castagna, K. R. Ferguson, M. Bucher, S. C. Montero,

M. L. Swiggers, R. Obaid, D. Rolles, A. Rudenko, J. D. Bozek, and N. Berrah. The

LAMP instrument at the Linac Coherent Light Source free-electron laser. Review of

Scientific Instruments, 89:035112, 2018. URL https://aip.scitation.org/doi/10.

1063/1.5017727.

[119] A. T. J. B. Eppink and D. H. Parker. Velocity map imaging of ions and electrons

using electrostatic lenses: application in photoelectron and photofragment ion imaging

of molecular oxygen. Review of Scientific Instruments, 68:3477–3484, 1997. URL

https://aip.scitation.org/doi/10.1063/1.1148310.
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Appendix A

Derivation of the approximate

momentum formula for spectrometers

with one homogeneous field region

When the spectrometer has a homogeneous field configuration with one acceleration region

(with or without the drift region) and ion fragments gain much more energy from the spec-

trometer field than their initial energy acquired from the reaction, an approximate formula

for the momentum along the spectrometer axis can be derived. If there is no drift region,

according to Newton’s second law, the time of flight t of an ion with mass m, charge q and

its initial z direction energy Ez satisfy the equation

1

2

qU

ml
t2 ±

√
2Ez
m

t = l, (A.1)

where U and l are the voltage and length across the spectrometer respectively, and the plus

or minus sign corresponds to ions initially flying towards or away from the detector. From

Eq. (A.1) and the condition that qU >> Ez, the time of flight is

t =

√
2ml√

qU + Ez ±
√
Ez
≈

√
2ml√

qU ±
√
Ez
≈
√

2m

qU
l(1 ±

√
Ez
qU

). (A.2)
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The plus or minus sign in A.2 corresponds to ions flying away from or towards the detector.

The time of flight difference (t − t0) between an ion with z momentum Pz and the one with

zero z momentum is

t − t0 =

[
dt

dEz

dEz
dPz

]
Pz=0

Pz

=

[√
2m

qU

l

2
√
Ez

√
2Ez
m

]
Pz=0

Pz

=
l

qU
Pz. (A.3)

From Eq. (A.3), Pz is given by

Pz =
qU

l
(t− t0) = (8.04 × 10−3 cm a.u.

eV ns
) · qU

l
(t− t0). (A.4)

If there is in addition a drift region of length d, based on Eq. (A.2), the time of flight

becomes

t =

√
2ml√

qU + Ez ±
√
Ez

+

√
m
2
d

√
qU + Ez

. (A.5)

Similar derivations can be made and the resulting Pz formula is the same as Eq. (A.4).
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Appendix B

Ion time of flight with arbitrary

electric field configurations

Based on Eq. (A.2), which is the ion time of flight for spectrometers with a single ho-

mogeneous electric field region, the ion time of flight for a spectrometer with an arbitrary

combination of (length, voltage) regions [(l1, U1), (l2, U2), · · · , (li, Ui), · · · , (ln, Un)] is

given by

t =

√
2ml1√

qU1 + Ez ±
√
Ez

+

√
2ml2√

qU2 + qU1 + Ez ±
√
qU1 + Ez

+ · · ·

+

√
2mli√

qUi + · · · + qU2 + qU1 + Ez ±
√
qUi−1 + · · · + qU2 + qU1 + Ez

+ · · ·

+

√
2mln√

qUn + · · · + qU2 + qU1 + Ez ±
√
qUn−1 + · · · + qU2 + qU1 + Ez

. (B.1)
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The center value tc of the time of flight peak for an ion species is then obtained from Eq.

(B.1) by setting Ez = 0,

tc =

√
2ml1√
qU1

+

√
2ml2√

qU2 + qU1 ±
√
qU1

+ · · ·

+

√
2mli√

qUi + · · · + qU2 + qU1 ±
√
qUi−1 + · · · + qU2 + qU1

+ · · ·

+

√
2mln√

qUn + · · · + qU2 + qU1 ±
√
qUn−1 + · · · + qU2 + qU1

∝
√
m

q
. (B.2)

Given the time of flight spectrum, the relation in Eq. (B.2) can be used to identify ion

species by their characteristic mass and charge ratios.
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