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Abstract

Photoelectron spectroscopy employing X-ray and extreme ultraviolet (XUV) radiation

is one of the most important experimental methods to study the electronic structure of

atoms, molecules, and solids. Recent developments of XUV and X-ray sources with ultra-

short pulse durations, like free-electron lasers (FELs) and high-order harmonics of infrared

lasers, enabled combining this approach with a concept of a time-resolved measurement,

where a pair of synchronized short light pulses is used to initiate and observe a physical

or chemical process of interest. Among other advances, such combination turned out to be

particularly useful for atomic physics and gas-phase femtochemistry, where femtosecond or

even sub-femtosecond short-wavelength radiation can be used to trigger the dynamics in

high-lying states previously inaccessible for time-resolved measurements and offers a vari-

ety of novel schemes to probe light-induced electronic and nuclear motion. One of the key

challenges for time-domain studies employing short-pulsed radiation sources is that they are

necessarily broadband and, thus, typically populate a broad range of atomic of molecular

states. The main goal of this thesis is to develop an experimental approach that enables

state-selective analysis of the dynamics induced by such broadband femtosecond pulses in

the XUV domain, and to apply it to study several exemplary reactions in photoionized

molecules. Since reducing the bandwidth of the XUV pulse would ultimately limit the

achievable temporal resolution, in this work the challenge of state selectivity is addressed by

employing photoelectron-photoion and photoion-photoion coincident measurements. In the

experimental apparatus developed as a part of this thesis, a double-sided velocity map imag-

ing (VMI) spectrometer for coincident detection of electrons and ions is combined with a

femtosecond pump-probe setup that includes a near-infrared (NIR) laser and a fiber-based



XUV source based on high-order harmonics generation. This instrument has been com-

missioned, characterized, and applied to several time-resolved experiments on atomic and

molecular targets. More specifically, this thesis describes three different sets of experiments.

First, a brief overview of several XUV-NIR pump-probe measurements addressing two-color

single, double or triple ionization of atoms is presented. Here, the main focus is set on cap-

turing generic characteristic features of the corresponding two-color signals, and on revealing

physical mechanisms determining their “transient” or “steady” behavior with respect to the

time delay between the XUV and NIR pulses. The second series of experiments focuses on

exploring coupled electronic and nuclear dynamics in XUV-ionized CO2 molecule probed by

the synchronized NIR pulse. This study, which constitutes the central part of the thesis,

relies on the detection of the photoelectron that reveals which electronic state is initially

populated, in coincidence with ionic fragments, which provide information on the specific

dissociation channel of the molecular ion after the interaction with both pulses. Here, we

observe signatures of an electron-hole wave packet motion near a conical intersection of two

low-lying cationic states, trace rotational dynamics determined by the dependence of the

state-specific XUV photoionization cross section on molecular orientation, and disentangle

the contributions of individual states to different dissociation pathways. The third series

of experiments aims at studying nuclear dynamics in XUV-ionized alcohol molecules, fo-

cusing on the channels involving ultrafast hydrogen motion. Here, ion mass spectrometry

measurements on methanol and its deuterated isotopologue (CH3OH and CD3OH) show

that, depending on a specific XUV wavelength, the formation of molecular hydrogen or

trihydrogen cations can be either dominated by the channels combining the hydrogen from

the oxygen site with one or two hydrogens from the methyl carbon, or by the ejections of

all hydrogen atoms from the methyl group. Coincident electron spectra for specific ionic

fragments enable linking these channels to the calculated dissociation pathways leading to

H+
2 or H+

3 formation. Finally, we present the results of XUV-NIR pump-probe experiments

on ethanol, where a transient enhancement of particular dissociation channels has been ob-



served. The experimental methodology presented in this work can be readily extended to

a broad range of molecular systems, including both, molecular ions and high-lying excited

states of the neutral molecules. At the same time, highly-differential data on small poly-

atomic molecules like CO2, methanol, and ethanol presented here, can be used to benchmark

theoretical models for XUV ionization of these prototypical systems, improving our general

understanding of light-induced molecular dynamics.
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Chapter 1

Introduction

A large portion of our knowledge of the structure of matter was obtained by using short-

wavelength light. For example, we can directly “see” bones in a human body [1] or determine

the microscopic structure of such complicated molecules as DNA [2] using X-ray radiation.

X-ray and extreme ultraviolet radiation also proved to be a unique tool for studying the

electronic structure of matter and its chemical composition. In particular, photoelectron

spectroscopy employing X-ray and extreme ultraviolet radiation is one of the most important

experimental methods to study the electronic structure of atoms, molecules, and solids [3,4].

This work focuses on applications employing light pulses in the extreme ultraviolet spec-

tral range. Extreme ultraviolet radiation, known as EUV or XUV, is a form of radiation

with photon energies between 10 eV up to 124 eV (corresponding to 124nm down to 10nm

wavelengths). Throughout this work, we use the abbreviation ”XUV”. There are intense

natural sources of XUV light, like stellar corona (an aura of plasma surrounding a star). To-

day, many different types of man-made XUV sources are available, such as discharge lamps

[5], synchrotron radiation facilities [6], free-electron lasers (FELs) [7; 8] or sources based on

high-order harmonic generation (HHG) [9,10]. Since XUV light is efficiently absorbed by

outer-valence and inner-valence orbitals of atoms and molecules, its transmission requires a

high-vacuum environment.
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Recent developments of XUV and X-ray sources with ultrashort pulse durations, like

FELs and high-order harmonics of infrared lasers, enabled combining photoelectron spec-

troscopy with the concept of a time-resolved measurement where a pair of synchronized

short light pulses is used to initiate and observe a physical or chemical process of interest.

Among other advances, such a combination turned out to be particularly useful for atomic

physics and gas-phase femtochemistry [11], where femtosecond or even sub-femtosecond

short-wavelength radiation can be used to trigger the dynamics in high-lying states previ-

ously inaccessible for time-resolved measurements and offer a variety of novel schemes to

probe light-induced electronic and nuclear motion [12,13]. One of the key challenges for

time-domain studies employing short-pulse radiation sources is that they are necessarily

broadband and, thus, typically populate a broad range of atomic or molecular states.

The main goal of this thesis is to develop an experimental approach that enables state-

selective analysis of the dynamics induced by such broadband femtosecond pulses in the

XUV domain and to apply it to study several exemplary reactions in photoionized molecules.

Since reducing the bandwidth of the XUV pulse would ultimately limit the achievable tem-

poral resolution [14], in this work, the challenge of state selectivity is addressed by employing

photoelectron-photoion and photoion-photoion coincident measurements. In the experimen-

tal apparatus developed as a part of this thesis, a double-sided velocity map imaging (VMI)

spectrometer for coincident detection of electrons and ions is combined with a femtosecond

pump-probe setup that includes a near-infrared (NIR) laser and a fiber-based XUV source

based on high-order harmonic generation. This instrument has been commissioned, charac-

terized, and applied to several time-resolved experiments on atomic and molecular targets.

Three basic groups of experiments discussed in this work include two-color pump-probe

experiments on single and multiple ionization of atoms, a coincident study of ultrafast elec-

tronic and nuclear dynamics in XUV-ionized CO2 molecules, and a set of similar experiments

on alcohol molecules, with the focus on tracing ultrafast hydrogen dynamics. These studies

provide a new perspective on several aspects of our current view of ionization-induced molec-
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ular dynamics, and yield benchmark data on such prototypical systems as carbon dioxide

and methanol molecules.

The thesis document is structured as follows: In chapter 2, a brief overview of the

theoretical background needed for this work is given. Chapter 3 provides a detailed de-

scription of the experimental setup, including the XUV source and its major components

and the electron-ion coincident spectrometer. In chapter 4, an overview of several typical

two-color XUV-NIR measurements on atoms and molecules is presented. It includes side-

band measurements, NIR ionization of neutral and cationic excited states prepared by the

XUV pulse, a measurement on inner-shell ionization of xenon, and an example of two-color

double ionization of molecules. The main focus of this chapter is studying physical mech-

anisms leading to steady and transient behavior of these two-color signals. In chapter 5,

photoelectron-photoion coincidence results of the XUV pump - NIR probe experiment on

the CO2 molecule are presented. The focus of this chapter is on exploring coupled electronic

and nuclear dynamics in XUV-ionized CO2 probed by a synchronized NIR pulse. This coin-

cidence study reveals which electronic state is initially populated, providing information on

the specific dissociation channels of the molecular ion after the interaction with both pulses.

In particular, a detailed analysis of a coherent electron hole wave packet evolution near the

conical inter-section of the two low-lying states of CO+
2 is presented here. In chapter 6, H+

2

and H+
3 formation pathways from methanol and its deuterated isotopologue (CH3OH and

CD3OH) ionized by a single XUV photon are explored. A combination of XUV wavelengths,

electron-ion coincidence measurements, and a deuterated sample enabled the first reliable

observation of tri-hydrogen ejection from methanol monocations and disentangling contribu-

tions from “local” and “extended” formation mechanisms. This chapter is concluded with a

brief overview of exploratory XUV-NIR pump-probe experiments on methanol and ethanol.

Finally, a brief summary of the obtained results and future perspectives is given in chapter

7.
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Chapter 2

Theoretical Background

In this chapter, a brief overview of basic physical processes, theoretical background and

terminology needed for explaining the results of this work will be presented. It includes a

brief discussion of different laser ionization regimes, basic principles of the high harmonic

generation process and phase matching, and the fundamentals of single-photon ionization

and related phenomena. The chapter ends with a short introduction to molecular physics,

including the Born-Oppenheimer approximation, the structure of molecular orbitals and

selection rules for single-photon transitions.

2.1 Strong-field ionization

In the presence of an intense laser field, atoms and molecules can be ionized. Based on

the laser intensity, wavelength and target binding energy, strong-field ionization is often

categorized into three different regimes: multiphoton ionization, tunneling ionization, and

over-the-barrier ionization. The transition between the multiphoton and tunneling regimes

can be defined by the Keldysh parameter [15]. The Keldysh parameter (γ) is defined by:

γ =

√
Ip

2Up
(2.1)
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where Ip is the ionization potential and Up is the ponderomotive energy, i.e., the quiver

energy of a free electron in the oscillating laser field. In atomic units it is given by Up =

E2
0/4ω

2
0, where E0 is the peak intensity of the laser field and ω0 is its frequency. Thus,

the Keldyish parameter decreases with increasing intensity or wavelength, and increases for

larger binding energies.

Figure 2.1: Typical VMI image and photoelectron energy spectrum for single ionization of
Xe by 800 nm, 25 fs laser pulses.

2.1.1 Multiphoton ionization

If the Keldysh parameter is larger than 1 (γ > 1), the ionization process can be considered as

a result of multiphoton absorption. Multiphoton ionization can be described by perturbation

theory, where n-photon absorption corresponds to nth order perturbation. Therefore, the

multiphoton ionization rate is given by:

W ab
n = σnI

n (2.2)

where ab indicates a transition from the a to b state, σn is the nth order generalized cross

section, and I is the laser intensity. log(W ab
n ) as a function of intensity is linear and propor-
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tional to the number of photons absorbed, at least at low laser intensities. At higher laser

intensities, equation 2.2 typically overestimates the ionization rate.

The number of absorbed photons can often exceed the minimum number of photons

required to overcome the atom’s ionization potential. In this case, the excess photon energy

is transferred to electrons ejected from the atom. Therefore, peaks with one photon energy

spacing between them are observed in the photoelectron energy spectrum. This phenomenon

is called above threshold ionization (ATI). An example of a photoelectron image on the

detector and the corresponding photoelectron energy spectrum in the ATI regime is shown

in Fig. 2.1 for single ionization of Xe by 25 fs, 800 nm laser pulses.

Figure 2.2: Schematic representation of multiphoton, tunneling and over-the-barrier ion-
ization. For a given laser wavelength, the intensity grows from left to right.

2.1.2 Tunneling and over-the-barrier ionization

In this regime, the Keldysh parameter is smaller than 1 (γ < 1), and the laser field strength

is comparable to the atomic potential. Therefore, the atomic potential is tilted, and the elec-

tron tunnels through the Coulomb barrier. At even higher intensities, the atom’s Coulomb

barrier is suppressed to a level that the electron is essentially in the continuum, and no

tunneling is needed for it to escape. Fig 2.2 shows a schematic picture of all three ionization

regimes. The minimum laser field strength required for over-the-barrier ionization (OBI) is

given by
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Laser intensity (W/cm2) Ip(eV ) γ

HHG generation
Argon 4.0e14 15.76 0.58
Neon 1.2e15 21.55 0.39

NIR probe
Xenon 2.0e13 12.13 2.28
Krypton 3.0e13 14.00 2.00
Neon 3.0e13 21.55 2.48
CO2 4.0e13 13.78 1.72

Methanol 2.0e13 10.84 2.16
Ethanol 2.0e13 10.81 2.11

Table 2.1: Keldysh parameter for different intensities relevant to the experiments discussed
in the following chapters

Ecritical ≈
Z3

16n∗2
(2.3)

where Z is the ion charge, and n∗ = Z√
2Ip

is the orbital’s effective principal quantum number

[16].

The values of the Keldysh parameter for gas targets and intensities typically used in

experiments carried out as a part of this thesis work are listed in table 2.1. For high

harmonic generation, tunneling ionization plays the most crucial role. However, in XUV

pump - NIR probe experiments, multiphoton ionization is the dominant ionization process

for the NIR probe. The strong-field ionization regimes mentioned here cannot be entirely

separated from each other. First, there is no sharp transition at the Keldysh parameter

value of 1, and the ionization process in this regime can manifest both multiphoton or

tunneling signatures. Second, for gas-phase targets, an atom or a molecule may experience

lower or higher intensities depending on their position with respect to the center of the laser

focus. Therefore, contributions from all of these regimes can be present in the experiment

performed at a given intensity, provided its peak value is high enough to enter the OBI

regime.
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2.2 High harmonic generation

When atoms or molecules are exposed to intense linearly polarized laser pulses, photons with

energies corresponding to integer multiplies of fundamental laser frequency can be emitted,

which is called high-order harmonic generation (HHG). The generated harmonics are highly

coherent in both the space and time domain [17,18,19,20]. The nonlinear frequency conver-

sion of the fundamental laser frequency can be extended to soft X-ray and XUV regimes.

HHG sources are typically compact and tabletop. Thus, they are an excellent substitute

for much more expensive synchrotron radiation sources, although generally providing lower

photon flux and less tunability. The spectrum of such high harmonics contains a plateau

where their intensity is nearly constant. A sharp cutoff follows the plateau, with the cutoff

photon energy given by:

hνcut−off = IP + 3.2Up (2.4)

where Up is the pondermotive energy of atoms or molecules used to generate harmonics. As

mentioned above, the pondermotive energy in atomic units is given by Up = E2
0/4ω2

0. In

units of eV it can be calculated as Up = 9.337 ∗ 10−14(I)(λ2), where intensity is in (W/cm2)

and wavelength in (µm). High harmonic generation is one of the most important topics in

the field of laser-matter interactions. The advances in HHG have opened a new sub-field in

nonlinear optics and paved the way toward attosecond spectroscopy in the XUV and soft

X-ray regimes [10].

2.2.1 Semiclassical three-step model

A rather simple semiclassical three-step model can qualitatively explain many features of

the HHG process [21]. In the first step, in the presence of an external laser field, electrons

tunnel out of the atom into the continuum with no kinetic energy. In the second step,

electrons propagate classically under the influence of the external oscillating laser field. In
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Figure 2.3: Schematic representation of a three-step process leading to high harmonic
generation.

the third step, electrons can, with a certain probability, recombine with the parent ion and

emit a high-energy photon. Thus, within this model, electrons in the first and third steps

are treated quantum mechanically, whereas the dynamics of the electron driven by the laser

field in the second step are treated classically. The energy of the emitted photon equals

energy gained by the electron in the laser field plus the ionization potential.

Let us assume that the electron is born at t=t0 with x(t0)=x
′
(t0)=0 and is propagat-

ing under the influence of the electric field of the laser E(t)=E0cos(ωt), which is linearly

polarized in the x direction. By solving the equations of motion with the initial conditions

mentioned above, the position and velocity of the electron in a.u at any given time t > t0 is

given by:

x(t) = −E0

ω2
(cos(ωt0)− cos(ωt) + (ωt0 − ωt)sin(ωt0)) (2.5)

x
′
(t) = −E0

ω
(sin(ωt0)− sin(ωt)) (2.6)

the kinetic energy of the electron at any given time t > t0 is given by:

KEelectron(t) =
E2

0

2ω2
(sin(ωt0)− sin(ωt))2 = 2Up(sin(ωt0)− sin(ωt))2 (2.7)

the recombination time can be found by solving x(tr)=0, and the kinetic energy of the
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electron upon recombination is given by equation 2.7. The emitted HHG photon energy

is equal to EHHG=IP+KEelectron(tr), where IP is the ionization potential of the atomic

or molecular target. Here, we only consider single recollision events and neglect multiple

recollisions since the electron wave packet expands over time and contributions from multiple

recollision are expected to be rather small.

Figure 2.4: A HHG spectrum generated by XUUS.

For ωt0 between 0 and π/2, two solutions for x(tr)=0 can be found, meaning that the

electron can recombine with the parent ion in two different trajectories. However, for ωt0

between π/2 to π, no solution for x(tr)=0 can be found, which means that the electron

never returns to the parent ion. In the same manner, electron recombination is possible

for ωt0 between π to 3π/2 and not possible for ωt0 between 3π/2 to 2π. This means that

the recombination and, thus, HHG emission happens every half of the optical cycle for any

given kinetic energy. Therefore, a pulse train with a period of a half-cycle of the optical

laser field is generated. The phase of every adjacent HHG pulse is different by π, and the

Fourier transform of the pulse train ensures that only odd multiples of the fundamental

optical angular frequency are non-zero. This explains why only odd-order harmonics are

usually observed. A high harmonic spectrum generated in our experimental hollow-core

fiber, filled by argon and filtered by an Al foil, is shown in Fig 2.4. As expected, only the

odd-order harmonics are present in the spectrum.
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Figure 2.5: Kinetic energy of electron upon recombination as a function of ωt.

For ωt0 between 0 and π/2, the kinetic energy of the electron upon recombination as

a function of its birth time and return time is plotted in Fig 2.5. The maximum kinetic

energy of the electron occurs at the birth time ωt0 = 17o or return time ωtr = 255o, with

a KEmax equal to 3.17Up. This is in good agreement with the harmonic cutoff energy

(equation 2.4). If the electron is born within 0 <ωt0< 17o (solid red line), it follows a long

trajectory (dashed red line), and if it is born within 17o <ωt0< 90o (solid blue line), it will

experience a short trajectory (dashed blue line). Two arrows in Fig 2.5 indicate short and

long trajectories.

The semiclassical three-step model nicely describes electron trajectories in the contin-

uum, and such characteristic HHG features as chirp, HHG spectrum dependence on laser

polarization, and cut-off energy. However, it fails to address essential aspects of HHG, such

as the phase and amplitude of high harmonics and the conversion efficiency of the HHG

process. Thus, more rigorous theoretical models, like, for example, solving the TDSE for

calculating high harmonic generation, are needed. In the following section, we briefly discuss

the solution of the TDSE for an atom exposed to an intense laser field.
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2.2.2 TDSE solution for HHG

This section is adapted from Chapter 5 of the book ”Attosecond and Strong-Field Physics

Principles and Applications” by C. D. Lin [22]. The time-dependent Hamiltonian of an

atom exposed to an intense laser field in the length gauge is given by:

H(t) = −1

2
∇2 + V (r) + r.E(t) (2.8)

The induced time-dependent dipole radiates. It can be calculated by solving the time-

dependent Schrödinger equation (TDSE) i ∂
∂t
|Ψ(r, t) >=H(t) |Ψ(r, t) > for the Hamiltonian

mentioned above. The dipole is given by:

D(t) =< Ψ(t)|r|Ψ(t) > (2.9)

The emission of high harmonics can be calculated by evaluating the Fourier transform

of D(t). Thus, the power spectrum will be proportional to ω4 |Di(ω)|2, where i is along the

harmonic’s polarization direction. Numerical calculations such as time-dependent density

functional theory (TDDFT) can be carried out to describe the HHG in atoms and molecules.

If, however, phase matching is considered, the direct TDDFT calculation will become slow

and inefficient. At different steps, the HHG calculation can be simplified by a series of

approximations. One of the popular and efficient approximations for modelling HHG is

briefly outlined below.

2.2.3 The Lewenstein Model

This model was first developed by Lewenstein in 1994 [23,24]. He made a series of assump-

tions based on the second-order strong-field approximation. a) The ground state depletion

is not significant and can be ignored. b) The excited states do not contribute to ionization.

c) The electrons propagate in the continuum without being affected by the atomic potential.

The time-dependent dipole moment based on the assumptions above can be written as:
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D(t) = −i
∫ t

−∞
dt

′
∫

d3p d∗(p + A(t))exp(−iS(p, t, t
′
))E(t

′
) · d(p + A(t

′
)) + c.c. (2.10)

where d(p) is the dipole transition matrix element, A(t) is the vector potential, and p is

the canonical momentum. The action function S is given by:

S(p, t, t
′
) =

∫ t

t′
dt

′′
[
1

2
(p + A(t

′′
))2 + Ip] (2.11)

The Fourier transform of D(t) is given by:

D(w) =

∫ ∞
−∞

dtD(t) exp(iωt)

= −i
∫ ∞
−∞

dt

∫ t

−∞
dt

′
∫

d3p d∗(p + A(t))exp(iωt− iS(p, t, t
′
))E(t

′
) · d(p + A(t

′
)) + c.c.

(2.12)

The equation 2.10 has a straightforward interpretation that corresponds to the semiclas-

sical three step model. The term E(t
′
) ·d(p+A(t

′
)) shows that ionization happens at a time

t
′
, the electron’s instantaneous velocity at a time t is p + A(t) , the term exp(−iS(p, t, t

′
))

corresponds to electron propagation from time t
′

to t, and the term d∗(p + A(t)) indicates

that recombination occurs at time t. Saddle-point analysis is typically used to evaluate the

integral over the momentum p in equation 2.12. The complete mathematical calculation,

using the saddle-point approximation, can be found in Ref. [22,25].

2.2.4 HHG Phase matching in hollow core fiber

The equations for this section are adapted from the article ”Phase matching of high harmon-

ics in hollow waveguide” [26]. Phase matching in an experimental configuration where the

laser beam is focused in a gas jet is usually dominated by the Guoy phase shift. Typically,

shifting the focus outside of the interaction region would enhance the harmonic generation
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efficiency. However, this method is limited by the length of interaction, and also, typically,

a higher laser energy per pulse is required. This section will show that by using a hollow

waveguide, the restrictions mentioned above can be resolved. In this method, the laser beam

is focused into a hollow core waveguide filled by a target gas. The anomalous dispersion of

the target gas can be compensated by the dispersion of free electrons and also the ordinary

dispersion of the fiber in the considerably longer interaction length.

In a hollow-core waveguide, the propagation constant is given by:

k2 = (nk0)2 − umn
2

a2
(2.13)

where k0, umn, and a are the wavenumber in vacuum, a constant which corresponds to the

mode of propagation in the waveguide, and the radius of the fiber, respectively. The index

of refection depends on the pressure (p), the number density (Na), the nonlinear refractive

index(n2), the ionization fraction (η), the intensity of the laser pulse (I), and the natural

gas dispersion (δ(λ)). The effect of the nonlinear refractive index is small compared to gas

dispersion and can be neglected. Thus, the refractive index can be written as:

n = 1 + P (1− η)δ(λ)− ηPNare
λ2

2π
(2.14)

By substituting equation 2.14 into 2.13, the propagation constant can be written as:

k ≈ 2π

λ
+

2πδ(λ)Na

λ
− λreNe −

λu2
mn

4πa2
(2.15)

where the term 2π
λ

corresponds to propagation in vacuum, the term 2πδ(λ)Na

λ
is the dispersion

in the neutral gas, the term λreNe is the dispersion in plasma (where Ne=PηNa is the plasma

or electron density), and the term λu2mn

4πa2
corresponds to the dispersion of the fiber. A phase

mismatch between the NIR pulse and the XUV pulse is given by:
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∆k = kXUV − qkIR

≈ −2πNa

λXUV
(δ(λIR)− δ(λXUV )) + reNe(qλIR − λXUV ) + q

u2
mnλIR
4πa2

(2.16)

where q is the order of the harmonic (XUV). The phase matching holds if ∆k=0. Parameters

that can be adjusted to achieve phase matching are:

• The wavelength.

• Gas type.

• Gas pressure.

• Laser intensity.

• The waveguide size.

• The spatial mode.

As discussed above, there are three dispersion types, the dispersion from (a) neutral

atoms, (b) plasma, and (c) the waveguide. The balance between these three terms depends

on NIR intensity and the fractional ionization rate. In a low NIR intensity regime, the

plasma density is low and plasma dispersion can be neglected. In this regime, we only

consider neutral gas dispersion and waveguide dispersion, and the gas pressure plays an

important role in phase matching. For a specific harmonic and a given intensity, the op-

timum gas pressure depends on how dispersive the target gas is. If the target gas is less

dispersive, higher gas pressure is required, and if the target gas is more dispersive, lower

gas pressure is required for proper phase matching. For example, for a given harmonic such

as Harmonic 25, using Xe, Kr, Ar, Ne, or He, the optimum pressure for phase matching

would be PXe < PKr < PAr < PNe < PHe since the gas dispersion of Xe is highest among

all of the atoms mentioned above. At higher IR intensities, the plasma dispersion can no
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longer be neglected, and it is equally important. Thus, both plasma and waveguide disper-

sion should be considered to compensate for gas dispersion. In this regime, the ionization

fraction η increases (Ne increases), and gas pressure should increase (Na should increase) to

achieve phase matching. At very high NIR intensities, the dispersion is dominated by the

plasma dispersion. Thus, the phase matching condition can not be satisfied anymore, and

the HHG phase matching efficiency drops significantly. Critical ionization can be defined

as an ionization fraction ηcr where the gas dispersion and the plasma dispersion are equal.

Phase matching is considered to be efficient if, for a given harmonic, the ionization rate is

below ηcr.

Non-collinear phase matching occurs when high harmonic radiation is emitted at an

angle θ with respect to the IR laser field propagation. In this case, the phase condition is

equal to ∆k = kXUV cos(θ) − qkIR. This type of phase matching is called Cerenkov phase

matching. It is not an efficient way to achieve phase matching since the HHG signal can

not coherently increase over a long distance, and it quickly goes out of the source region.

To achieve phase matching, it is important to consider absorption by the medium. The

absorption coefficient α depends on HHG energy and gas type. The HHG signal strength

depends on both the coherence length ( 1
∆k

) and absorption depths ( 1
2α

). If, for a given

harmonic, the absorption coefficient α is high, the absorption depth is smaller than the

coherence length, and HHG can not efficiently build up over the length of the waveguide

even though ∆k is pretty small.

2.3 XUV photoionization

The central NIR photon energy of laser pulses used in this work is 1.57 eV, corresponding

to a 790 nm wavelength. In order to photoionize atoms or molecules using an NIR pulse,

multiple photons need to be absorbed. Valence shell electrons are the first electrons that

are removed by NIR pulses. To remove an inner-valence or core-shell electron, the least
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Figure 2.6: Partial photo-ionization cross section of xenon atom, for 4d, 5s, and 5p levels,
adapted from [27].

bound electrons are usually removed first by NIR. XUV and X-ray photon energies are

typically higher than the electron binding energy in atoms, such that the absorption of a

single photon normally results in ionization. Using XUV light, an inner-valence shell or

core-shell ionization can occur without ionizing outer-valence shells first.

The photoionization cross section depends on the photon energy and, above a particular

absorption edge, usually decreases with increasing photon energy. However, photoionization

increases significantly at photon energies approaching an absorption edge (absorption edges

are typically energies corresponding to the ionization potential of a specific shell). For

heavier atoms, the cross section is typically higher than for lighter atoms at a given energy.

The atomic absorption coefficient away from absorption edges is expressed by the em-

pirical Victoreen equation:

µ0/ρ = cλ3 + dλ4 (2.17)

where ρ is the density of final states and c and d are constants that are atom and shell

specific [28]. The partial cross section of the 5p, 5s, and 4d shells of Xenon are plotted in

Fig. 2.6. At photon energies between 80 and 90 eV, XUV light mainly ionizes 4d shell of
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Xenon.

In one-electron atoms, within the dipole approximation (which states that the electric

field and vector potential only depend on time, and a contribution from the magnetic field

is neglected, such that kr << 1 or r << λ), the ionization rate per unit energy for linearly

polarized light along the z direction is given by [22]:

dW

dE
=

4π2I(ωEi)

c
|DEiz|2ρ(E) (2.18)

where DEi is the electric dipole moment (DEiz = − < E|z|i >), ωEi is the energy difference

between the continuum state and the bound state, and ρ(E) is the density of the final state.

Therefore, the photoionization cross section from a bound state |i > to a continuum state

|f > is expressed by:

σfi =
4π2ωfi
c
| < f |z|i > |2 (2.19)

The continuum state f and the bound state i can be written in spherical coordinates,

and after some intermediate calculations, the photoionization differential cross section can

be written as:

dσ

dΩ
=
σT
4π

(1 + βP2(cos(θ))) (2.20)

where β is the asymmetry parameter and P2(cos(θ)) = 3cos2(θ)−1
2

is the second Legendre

polynomial. This equation is widely used to describe the angular distribution of the photo-

electrons resulting from the photoionization process. The β value can lie between -1 and 2.

For positive values, the electron angular distribution is peaked along the light polarization

(for example, for β = 2, the angular dependence is proportional to cos2(θ)), for values near

zero the distribution is uniform, and for negative values the electrons are mostly emitted

along the direction perpendicular to light polarization (for example, for β = −1, the angu-

lar dependence is proportional to sin2(θ)). Polar plots of a photoelectron differential cross
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section for four asymmetry parameters are plotted in Fig.2.7 ( dσ
dΩ
/σT

4π
is plotted) .

Figure 2.7: Photoelectron differential cross section, θ is the angle between the velocity
vector of the electron and the light polarization. For β = 2 and 1, photoelectrons are emitted
mostly along the light polarization, for β = 0 the distribution is uniform, and for β = −1
photoelectrons are mostly emitted perpendicular to the light polarization.

2.3.1 Relaxation, shake-up and shake-off processes

As mentioned above, XUV photons can have energies much higher than the binding energy

of the least-bound electron(s) in an atom or a molecule. The excess energy can be shared

with another electron, leaving the ion in an excited state (shake-up), or even emitting a

second electron (shake-off). If an inner-valence or core-shell electron is ionized, creating

an inner hole, an atom or a molecule is left in an energetically unfavorable, highly excited

state. An electron from the outer shell can fill the inner hole. If this happens, the energy

difference between the binding energy of the outer-shell electron and the inner hole can be

released as a photon (fluorescence) or exchanged between electrons (Auger decay).
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2.3.2 Fluorescence

Figure 2.8: Schematic of fluorescence, Auger decay, shake-up, and shake-off processes.

In fluorescence decay, a photon is emitted when an outer-shell electron fills the inner-shell

hole. In this process, the charge state of an atom does not change since no further electron is

ejected. The energy of the emitted photon is equal to the binding energy difference between

two levels (Eradiation = Einnershell−Eoutershell). Fluorescence decay is a spontaneous emission

process. In one-electron systems, within the dipole approximation, spontaneous emission

rate is expressed by[22]:

W s
ab =

4ω3
ab

3c3
|Dba|2 (2.21)

where Dba = − < b|r|a > is the electric dipole moment. For one-electron systems, < r >

and ωba are proportional to 1
Z

, and Z2, respectively. Thus, the transition probability is

proportional to Z4. The relative fluorescence yield values for the K, L, and M shells of a few

elements are presented in table 2.2. Fluorescence emission for the L and M shells of light

atoms (low Z value) is very unlikely. However, for heavy atoms, the spontaneous emission

rate is more likely, becoming the dominant decay process for K shell).
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element Z number K shell L shell M shell

Ar 18 0.12 0.0015 0
Zn 30 0.49 0.01 1e-4
Kr 36 0.65 0.02 4e-4
Xe 54 0.89 0.088 3.6e-3
Hg 80 0.96 0.34 0.026

Table 2.2: Fluorescence yield value for K, L and M shell of few elements,adapted from[29]

2.3.3 Auger decay

In this process, the inner-shell hole created by photoionization is filled with an outer-shell

electron, and the energy difference between the binding energy of the hole and the outer-shell

electron is transmitted to another electron through Coulomb interaction. Thus, the second

electron (Auger electron) is ejected, and the charge state of the atom increases by one. The

energy of a photoelectron and an Auger electron are given by Ee1 = hν − |Einner−shell|, and

Ee2 = |Einner−shell|−|Eouter−shell|−|E2|, respectively. Here, Einner−shell is the binding energy

of the photoelectron, Eouter−shell is the binding energy of the electron filling the hole, and E2

is the binding energy of the Auger electron. The Auger electron’s energy does not depend

on the photon energy and, for a specific Auger decay path, is always fixed. A double Auger

decay can occur when the energy difference is enough to simultaneously ionize two outer

electrons, increasing the charge state by two. We will discuss an example of Auger decay in

chapter 3, where photoionization creates a hole in the 4d shell of Xe, and two Auger decays

in a row increase the charge state of Xe to three plus.

Using the Fermi Golden rule of perturbation theory, the transition rate of Auger processes

can be expressed as:

Wif = 2π| < ψf (r1, r2)|H ′
(r1, r2)|ψi(r1, r2) > |2ρ(Ef ) (2.22)

here, the perturbation H
′

= 1
r1−r2 is the Coulomb interaction between two electrons. The

< 1
r
>nlm is proportional to Z, thus the probability is proportional to Z2. If energetically
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allowed, Auger decay from the same shell is more probable than Auger decay from a different

shell because the overlap with the wave function of the electron from the same shell is higher.

As we have seen in the previous section, fluorescence is the primary decay mechanism for

heavy atoms, especially for the K shell. However, Auger decay is the primary relaxation

process for light atoms.

2.3.4 Shake-up and shake-off processes

The initial direct photoionization, as well as every relaxation process, can be accompanied by

excitation or emission of additional electrons whenever energetically allowed. For example,

in the Auger decay process, the Auger electron carries the entire excess binding energy.

However, the electron-electron interaction between the photoelectron or Auger electron and

valence electrons can put a valence electron into the continuum or an unoccupied excited

state. If the valence electron is excited to an unoccupied state, the process is called shake-

up, and if the valence electron is excited to the continuum, the process is called shake-off. In

shake-up (or shake-off), the energy of the absorbed photon is shared with a second electron

to excite it (or ionize it). If no Auger process is involved, the energy sum of both the

photoelectron and the shake-off electron is equal to hν−Einner−shell (or in shake-up process,

the energy of the photoelectron is hν − Einner−shell − Eexcitation), where Eexcitation is the

excitation energy of the shake-up electron.

2.4 Sidebands

A photoionization process can be significantly modified in the presence of a second, longer-

wavelength light field (e.g., NIR). Several methods for XUV and X-ray pulse characterization

rely on such two-color effects, where the energy (momentum) of an electron created by

XUV / X-ray photoionization is modified by an overlapping visible or NIR laser field. If

the effective duration of the XUV / X-ray pulse is shorter than the oscillation period of a
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long-wavelength laser field, the latter results in the periodic change of the momentum (and

energy) of the created electron, which depends on the instantaneous electric field of the

long-wavelength pulse at the time of photoionization and, thus, on the exact phase relation

between the two pulses. Based on this, both the chirp and the temporal duration of a single

XUV or X-ray pulse can be determined [30].

In the opposite limit, when the XUV / X-ray pulse is longer than one optical cycle

of a visible / NIR pulse, the photoelectron spectrum exhibits so-called “sidebands”, the

peaks appearing at energies shifted by ± one photon energy compared to the single-color

XUV / X-ray ionization. In other words, the sidebands emerge with even-order harmonic

frequencies between adjacent harmonics. Two different pathways can create sidebands, by

absorption of a photon from a harmonic and absorption of a photon from the NIR field,

or by absorption of a photon from the next harmonic and emission of a photon from the

IR field. These two different quantum pathways interfere with each other. If the XUV

pulse is in fact a train of attosecond pulses, which is almost always the case for HHG, this

interference causes the sideband signal to oscillate periodically as a function of XUV-NIR

delay. This oscillation can be used to characterize the temporal profile of individual pulses in

the train. This technique is known as ”Reconstruction of Attosecond harmonic Beating By

Interference of Two-photon Transitions” (RABBITT) [31]. In addition, information about

the gas target can be obtained by studying the phase of this oscillation [32].

Sidebands can be used to study the polarization dependence of rare gas photoionization

[33]. Even without resolving the RABBITT-type oscillations, they can be used to character-

ize the XUV pulse duration or to obtain information on the relative phase of high harmonics.

The sideband intensity is very sensitive to temporal and spatial overlap between the XUV

and NIR pulses. We frequently use sidebands to characterize the XUV pulse duration or

to obtain exact time-zero positions in pump-probe experiments throughout this work. Ex-

amples of sideband structures in argon, neon, CO2, and alcohol molecules are presented in

chapter 4, 5, and 6.
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2.5 Molecular dynamics

A molecule is a group of atoms bound together. Because of additional degrees of freedom,

molecules are harder to understand than atoms. The motion of atomic nuclei is typically sig-

nificantly slower than the motion of the electrons. Therefore, the associated energy of these

motions is significantly different as well. The so-called Born-Oppenheimer approximation

can be used to understand the molecular structure better. [22]

2.5.1 Born-Oppenheimer approximation

Since the time scales of electronic and nuclear motion are remarkably different, the molecular

wave function can be written as two separate parts, the electronic wave function and the

nuclear wave function. The nuclei are slower than the electrons (they are much heavier),

thus for the electronic wave function calculation, the nuclear distance can be considered

fixed. The total Hamiltonian of a molecule is given by:

H =
∑
i

P 2
i

2Mi

+
∑
j

p2
j −

∑
i,j

Zi
|rj −Ri|

+
∑
j>k

1

rjk
+
∑
i>m

ZiZm
Rim

=
∑
i

P 2
i

2Mi

+Hel(r,R)

(2.23)

For a fixed nuclear coordinate R, we can solve the electronic part of the Schrödinger

equation ĤelΦn(r,R) = EnΦn(r,R). The electronic eigenfunctions Φn(r,R) form a com-

plete basis set. We may write the total wave function Ψ(r,R) as an expansion of Φn(r,R)

basis sets:

Ψ(r,R) =
∑
n

ψn(R)Φn(r,R) (2.24)

here, ψn(R) is the nuclear wavefunction. By substituting the expansion 2.24 into the

Schrödinger equation, and for nuclear coordinates where the energy gap between electronic

energy states n and n
′

is not small, the nuclear eigenvalue problem is given by:
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(
∑
i

P 2
i

2Mi

+ En)ψn(R) = Eψ,n(R) (2.25)

The Born-Oppenheimer approximation breaks down near a conical intersection of two

electronic states, where their energies are degenerate.

To solve the electronic eigenvalue problem, one may use the independent particle model.

Applying this approximation to the equation ĤelΦn(r,R) = EnΦn(r,R) leads to the Hartree-

Fock equation. This equation is solved to get molecular orbitals. A linear combination of

atomic orbitals can be used to form molecular orbitals. MO’s are filled based on the Aufbau

principle. To improve the approximation, many-body perturbation theory, the configuration

interaction approach, or the MCHF method can be employed.

The electronic structure of molecules is far more complicated than that of atoms. The

molecular symmetry property can be taken into account to simplify the interpretation of

the electronic structure.

There is cylindrical symmetry along the molecular axis for diatomic molecules, which

means the total orbital angular momentum’s (|M |) projection on the molecular axis is a

constant of motion. The molecular orbitals are shown by the projection of their orbital

angular momentum on the molecular axis(|m|). The notations σ, π, and δ are used for

|m| equals 0, 1, and 2 respectively. If applicable, the parity notation g and u can be used

for even and odd molecular orbital functions. For example δu means |m| = 2 and an odd

function.

We often see terms such as X3Σ−g , a1δg, B
3Σ−u , ... for electronic states of diatomic

and linear polyatomic molecules. Let us decode what these molecular terms mean. The

molecular term is written by a letter accompanied by a term (2S+1Λ
(+/−)
Ω,(g/u)). For the ground

state, the letter is X. For excited states, the letter is either (A, B, C,...,) if the spin of the

ground state is the same as the excited state, or (a,b,c,...) if the spin of the ground state is

different than the excited state. The term 2S+1 is the spin multiplicity, where S is the total

spin of the electron. The term Λ is the total electron orbital angular momentum |M | along
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the molecular axis. Notation Σ, Π, and ∆ are used for |M | equals 0, 1, and 2 respectively. If

a molecule has a center of symmetry, the term g or u is used for even and odd parity of the

total electronic wavefunction (inversion with respect to the center of symmetry). The term

Ω is the projection on the molecular axis of total spin and electron angular momentum.

Also, +/− is used for positive and negative symmetry of reflection of the wavefunction with

respect to the molecular plane.

In diatomic molecules, the nuclear eigenvalue problem 2.25 can be solved by separating

rotational and vibrational motions in order to find rotational and vibrations energy levels

and wavefunctions. The rotational wave function is a spherical harmonic YJM , where J is

the nuclear angular momentum. The rotational energies are given by Erot = BeJ(J + 1),

where Be is the rotational constant.

Vibrational motions are typically studied near equilibrium. By expanding the electronic

potential En near the equilibrium coordinate, En(R) = En(Re)+ 1
2
k(R−Re)

2, one can show

that the vibrational wavefunctions are a solution of the harmonic oscillator Schrödinger

equation. Therefore, the wave functions are Hermite functions, and vibrational energies are

given by En,ν = (ν + 1
2
)ω .

In linear triatomic molecules such as the CO2 molecule, the rotational energies are

given by the same equation as used for diatomic molecules. For vibrational energies, one

may expand the potential energy surface near equilibrium. Therefore, the total vibrational

energy can be given by:

Eν1,ν2,ν3 =
3∑
i=1

(νi +
1

2
)ωi (2.26)

2.5.2 Single-photon transitions in molecules and selection rules

In this section, we discuss single-photon absorption and radiation transitions in molecules. In

diatomic molecules, if the final and initial transition states are lying in the same electronic

state, we only have vibrational and rotational transitions. The intensity of a transition
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within the same electronic state can be given by:

I ∝ | < Ψn,ν′ ,J ′ ,M
′
J
|µ(Q)|Ψn,ν,J,M > |2 (2.27)

the term µ(Q) is the dipole moment of the molecule for the same electronic state φn(r,R).

Due to symmetry, the dipole moments of homonuclear diatomic molecules such as H2,

O2, and N2 are zero. Therefore, vibrational-rotational dipole transitions within the same

electronic state in homonuclear diatomic molecules are not allowed. However, in heteronu-

clear diatomic molecules such as HF, HCL, CO, ... the dipole moments don’t vanish, and

vibrational-rotational dipole transitions are allowed. For rotation-only transition, the selec-

tion rule is:

4J = ±1, 4M = 0,±1 (2.28)

For pure vibrational transition the selection rule is given by:

4ν = ±1 (2.29)

For both vibrational and rotational transitions together, the selection rule is given by:

4J = ±1, 4ν = ±1 for Λ = 0

4J = 0,±1, 4ν = ±1 for Λ 6= 0

(2.30)

4J = ±1, 4M = 0,±1 (2.31)

The rotational transitions are typically in microwave wavelengths, and vibrational tran-

sitions are in infrared to mid-infrared wavelengths. However, the electronic transitions are

in near-infrared to UV wavelengths because the energy differences between different elec-

tronic states are on the order of few eV or higher. For a dipole transition between different
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electronic states to be allowed, the dipole of the electronic transition cannot vanish. This

dipole can be given by:

De,n′n =< Φn′ |µ̂|Φn > (2.32)

The most important selection rules for electronic dipole transitions in diatomic molecules

are:

� For parallel transitions, 4Λ = 0; transitions such as Σ to Σ, Π to Π, and 4 to 4 are

allowed.

� For perpendicular transitions, 4Λ = ±1; transitions such as Σ to Π, Π to 4, and Π

to Σ are allowed.

� Singlet to triplet and vice versa are not allowed, 4S = 0.

� Parity should be different, from g to u or u to g.

For parallel transitions, the molecular axis is along the light polarization, and for per-

pendicular transitions, it is perpendicular. The above conditions are only valid if the motion

of the nuclei is not considered. However, if we consider nuclear motion, transitions between

vibrational states also should be considered. These simultaneous electronic and vibrational

transitions are called vibronic transitions.

Franck−Condon Principle: Vibrational transitions occur on a much longer time scale

than electronic transitions. Compared to nuclear motion, the electronic transitions can be

considered instantaneous. Therefore, the new vibrational state should be compatible with

the old vibrational state. This principle is called the Franck-Condon principle. We can

show this principle is quantitatively true if we write down the vibronic transition dipole and

consider that the electronic transition dipole is independent of inter-nuclear coordinates:
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Figure 2.9: Schematic of the Franck-Condon principle. Electronic transitions with a min-
imal change in the nuclear coordinates are more favorable, i.e., vertical transitions.

De,n′n,ν′ν =

∫ ∫
Φn′Ψn′ ,ν′ µ̂Ψn,νΦn dredR

= De,n′n

∫
Ψn′ ,ν′Ψn,ν dR

(2.33)

The term
∫

Ψn′ ,ν′Ψn,ν dR is called the Franck-Condon factor. The intensity of a vi-

bronic transition is proportional to the square of the Franck-Condon factor. For a vibronic

transition, a transition between vibrational levels with large overlap is more probable. The

schematic of the Franck-Condon principle is shown in Fig. 2.9. The Franck-Condon principle

can be expanded to polyatomic molecules as well.
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Chapter 3

Experimental setup

The experimental setup used in this work combines a femtosecond, high repetition rate

pump-probe arrangement, consisting of a Ti:Sapphire NIR laser system and an XUV radia-

tion source based on HHG, with a double-sided Velocity Map Imaging (VMI) spectrometer

for coincident charged particle detection. The HHG source is built around a fiber-based

commercial device called XUUS, which stands for eXtreme Ultraviolet Ultrafast Source.

Assembling and commissioning XUUS was the first part of my Ph.D. project. The VMI

spectrometer, KAMP (an abbreviation for Kansas Atomic and Molecular Physics ap-

paratus), is an instrument designed to record times of flight and momentum images of

electrons and ions, either separately or in coincidence mode, which enables performing

photoion-photoion coincidence (PIPICO), photoelectron-photoion coincidence (PEPICO),

and photoelectron-photoion-photoion coincidence (PEPIPICO) measurements. Designing,

building, and commissioning KAMP and connecting it to the XUUS setup for pump-probe

experiments was the second technical part of my Ph.D. project.

In the following two sections, basic elements of both the XUUS and KAMP instruments

will be presented.
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Figure 3.1: Scheme of the experimental setup. The XUV pulses are generated by the high
harmonic generation process in XUUS. The XUV pump and NIR probe pulses are collinearly
combined and focused into the interaction region of a VMI spectrometer. In the VMI, both
the position and time of flight of photoions and photoelectrons, created by laser interaction
with the gas jet, are measured with a quad-anode and a hex-anode detector respectively.

3.1 XUUS experimental setup

3.1.1 PULSAR laser system

As discussed in chapter 2, high harmonics are generated in atoms or molecules exposed

to a strong laser field. Femtosecond lasers are capable of delivering ultrashort and intense

laser pulses. The femtosecond laser used in this thesis is called PULSAR (Prairie Ultrafast

Laser Source for Attosecond Research). It is a commercial laser from KM Labs, specifically

designed for Kansas State University based on a version of a standard Red Dragon system.

In brief, the PULSAR laser is able to produce Fourier Transform Limited (FTL) pulses with
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Full Width Half-Maximum (FWHM) temporal duration of 21-23 fs. The laser output power

is 20 W at a repetition rate of 10 kHz, corresponding to 2 mJ energy per pulse. The system

consists of an oscillator and two amplification stages. In the oscillator, a Ti:Sapphire (Ti:Sa)

crystal is pumped with a CW laser (with a wavelength of 532nm) to generate femtosecond

pulses with high repetition rate (75.2 MHz) and rather low energy per pulse (4 nJ). In the

next step, light amplification is performed based on the so-called chirped pulse amplification

technique [34]. In this approach, the laser pulse is first stretched from femtoseconds to

picoseconds. The pulses are stretched to minimize damage to the Ti:Sa crystal in the

amplification stages. Second, a Pockels cell is used to block the majority of pulses and only

transmit 10000 or 20000 of pulses per second. Thus, the repetition rate of the laser can be

tuned to 10 kHz or 20 kHz based on the Pockels cell settings. Next, stretched pulses are

amplified in a two-stage amplification system pumped with green diode lasers at 532 nm.

Later, the amplified pulses are compressed again using a pair of reflective gratings. A more

detailed description of the PULSAR laser system is given in Ref. [35].

3.1.2 HHG source and XUV beamline

The experimental room is next to the laser room. The laser pulse is transported to the

experimental room inside a tube. A schematics of whole experimental setup is shown in Fig.

3.1. A 20% reflective, 80% transmissive beam splitter (BS) is used to split the PULSAR

beam into 0.4 mJ and 1.6 mJ pulses. The 1.6 mJ pulse is guided into the XUUS hollow

core to generate high-order harmonics. The XUUS is a commercial product from KM

labs employed as a high harmonic generation source for XUV and soft X-Ray experiments

[36]. The XUUS setup has three main components: (1) a breadboard with a hollow-core

waveguide; (2) a differential pumping manifold and pressure control system; and (3) an XUV

transport module, including flipper mirror, XUV-NIR beam splitter, a filter wheel with

holders for filter foils, and a focusing torodial mirror. A layout of major XUUS components

is shown in Fig. 3.2
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Figure 3.2: Layout of XUUS head and XUV transport module. The XUUS head consists of
a pressure control system (in red), a hollow-core fiber with focusing optics (in blue), and a
differential pumping system (in green). The XUV transport module comprises a XUV beam
splitter to remove residual IR from the high harmonic generation process, metal-foil filters
to isolate specific or a narrow band of XUV wavelengths, and a toroidal mirror to focus the
beam at the interaction region in the VMI.

The XUUS’s hollow-core fiber (wave-guide) has an inner diameter of 150 microns and a

length of 5 cm. In order to avoid any damage to the fiber due to beam position drift, the

Aligna/Beamlock 4D stabilization unit from TEM Messtechnik is employed. This system is

meant to compensate for any laser beam pointing drift. Two position-sensitive detectors in

the PSD 4D unit measure beam positions in X, Y, and two angles. Any deviation between

the reference and real-time beam position values is corrected by two 2D movable mirrors

equipped with 2 piezo-actuators each. The NIR focused beam waist at the fiber entrance

should be close to 100 microns for obtaining the maximum coupling efficiency. We routinely

achieved a coupling efficiency of 65 percent or higher. After the laser beam is successfully

coupled into the waveguide, the hollow-core fiber is filled with a noble gas, and the gas

pressure inside the fiber is precisely controlled for obtaining maximum phase matching

efficiency. Gas pressure, gas type, and the laser input power are key factors in determining

the HHG spectrum. For example, if we plan to generate low-order harmonics, 3W to 5W

NIR beam power (corresponding to 0.3 mJ to 0.5 mJ energy per pulse) is coupled into the

fiber, and the fiber is filled with argon gas at 30 torr. If we plan to generate very high order

harmonics, 10W to 12W NIR beam power (corresponding to 1.0 mJ to 1.2 mJ energy per
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Figure 3.3: Typical HHG spectra generated by XUUS:The solid black lines are measure-
ments of the HHG spectra generated by coupling NIR pulses at different energies in the
XUUS fiber filled with argon (a, b, and c) or neon (d) gas under different pressures and
filtered with the following metal-foil filters: a) Al filter, b) Sn filter, c) Al+Ge filters, and
d) Al filter (black line), Zr filter(blue line). The transmission curves of the metal-foil filters
are shown in blue dotted lines. The blue dotted and red dashed lines in (d) are transmission
curves of the Al and Zr filters respectively.

pulse) is coupled into the fiber, and the fiber is filled with neon gas at 60 to 90 torr. Overall,

a train of harmonics with energies between 19 eV up to 100 eV can be generated. The

HHG cutoff energy is given by Ec=3.17Up+Ip, where Ip is the ionization energy of the gas

inside the fiber. The Up is the ponderomotive energy (the electron’s cycle-averaged quiver

energy in presence of a laser field), which varies linearly with laser intensity. Higher order

harmonics can be generated if the laser intensity is increased. However, excessive plasma
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density inside the fiber is a limiting factor in how efficiently higher-order harmonics can be

phase-matched. Therefore, higher order harmonics are generated by gases with relatively

high ionization energy such as He or Ne. In the experiments described in this thesis, we use

several gases to generate different ranges of energies such as Ar (for a lower-energy HHG

spectrum) or Ne (for a higher-energy HHG spectrum). A combination of an XUV-NIR beam

splitter and filter foils is used to remove the residual NIR from the high harmonic generation

process. The XUV-NIR beam splitter is based on a Si substrate with a ZrO2 coating. It

operates at 12.5o grazing angle (Brewster’s angle for NIR), and the operation region is up to

100 eV. Filters are mounted into two filter wheels placed in a row. They can be employed to

filter only a specific region of the photon energy spectrum. We typically use several filters

such as Al, Sn, Ge, and Zr metal foil filters, depending on the experiment’s requirements.

In Fig. 3.3 the transmission curves of the metal-foil filters are shown in blue dotted

lines, and the corresponding HHG spectra are shown in black lines. The Al filter is the

most common filter. It has descent transmission for energies between 19 to 73 eV. Sn and

Ge filters have rather narrow transmission energy ranges, and they are extremely useful for

selecting just one or two harmonic orders from a train of harmonics. A Zr filter (red dotted

line in Fig. 3.3d) is used for inner-valence or inner-shell experiments, where high photon

energies are needed.

Monochromators are often used to select specific harmonics. However, they often result

in significant time broadening and considerable intensity reduction. Thus, in our setup,

we use metallic transmission filters for selecting a portion of the HHG spectrum. Filter

transmission depends on the material and thickness of the filters (as seen in Fig. 3.3).

As shown in the next chapter, a proper selection of filters can result in a selection of a

few harmonics with insignificant time broadening. Avoiding time broadening is especially

crucial in studying time-resolved ultrafast molecular dynamics. A toroidal mirror with a

focal length of roughly 100 cm and a grazing angle of 4 degrees is used to focus the XUV

beam into the interaction region. The XUV beam size at focus is about 200 microns,
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estimated from the beam parameters and the measurement of the focal spot for the residual

NIR beam passing through the same beamline optics.

In XUV-NIR pump-probe experiments, about 0.4 mJ of NIR pulse energy from the

other laser arm is guided through a movable delay stage equipped with a piezo motor. A

precisely controlled delay between NIR and XUV pulses can be set by moving the delay

stage accordingly. A LabVIEW program controls the delay stage movement. We typically

use a certain number of delay steps, and the stage stays in a specific delay step for a certain

amount of time. In order to minimize laser intensity fluctuations, pump-probe experiments

are performed by consecutively repeating many delay scan loops. A lens with a focal length

of 100 cm is employed to focus the NIR pulse. The delayed NIR pulses are combined with

XUV inside the vacuum by using a 2-inch silver mirror with a 5 mm diameter hole drilled

in the mirror’s center. A CCD camera and a beam viewer are used to coarsely find spatial

and temporal overlap between the XUV and NIR pulses. In this case, filters are removed

from the beamline, and the residual NIR beam propagating collinearly with the XUV from

the fiber is overlapped with the NIR pulse from the other arm to find spatial and temporal

overlap. The interference pattern between the residual NIR coming from the waveguide and

the NIR probe arm is detected as a coarse signature of temporal overlap.

3.2 KAMP: a double-sided Velocity Map Imaging spec-

trometer for electron-ion coincidence measurements

3.2.1 General layout and vacuum arrangement

The pairs of XUV and NIR pulses produced by the optical setup described in the previous

sections are both focused on a gas target inside a dedicated charged-particle spectrometer.

This instrument is a double-sided velocity map imaging (VMI) apparatus dubbed KAMP

(for Kansas Atomic and Molecular Physics). The KAMP instrument is designed based on
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Figure 3.4: 3D layout of the KAMP instrument. It consists of a main vacuum chamber
hosting the VMI spectrometer, a pumping cross for turbo-molecular pumps (not shown) to
generate ∼ 10−10 torr vaccum, a super-sonic jet to deliver a cold molecular beam, an effusive
jet assembly to deliver a molecular target with higher density and transmission grating with
an MCP-phosphor detector to measure the spectra of the XUV pulses.

CAMP [37,38] and LAMP [39] apparatuses developed for experiments at FEL facilities. The

CAMP setup was initially developed by the Max Plank Advanced Study Group in Hamburg.

It is a versatile apparatus, compatible with reaction microscope or velocity map imaging

spectrometers, as well as X-ray photon detection [37]. In the current configuration in our

lab, it is equipped with a double-sided VMI spectrometer, a supersonic jet target, an effusive

jet target, a pumping cross on the backside of the main chamber with three turbo-molecular

pumps (two 700 l/s, and one 1000 l/s) for pumping the main chamber, an extension tube

on the back to reduce the stray light/electron signal. In addition, a combination of a

transmissive grating, an MCP + phosphor screen detector, and an integrating camera is

installed on the back of KAMP for HHG spectrum characterization.

The supersonic jet is installed in a horizontal direction on a DN250CF flange. It consists

of two stages. In the first stage, a target gas is ejected into the vacuum by a nozzle with
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30 µm diameter. The nozzle is mounted on an XYZ manipulator. A skimmer with the

diameter of 500 µm is mounted in the first stage. The movable nozzle is placed less than

5 mm from the skimmer. A turbo-molecular pump with a pumping speed of 1000 l/s is

used in the first stage. In the second stage, a gasket with a 1 mm hole is mounted, further

collimating the gas target. This stage is pumped with a 700 l/s pump. A two-stage catcher

is installed on the DN250CF flange on the opposite side of the supersonic jet for capturing

most of the gas load coming from the supersonic jet. During supersonic jet operation, the

pressure in the first stage reaches 10−4 torr, while the second stage is at 10−7 torr, the main

chamber at mid 10−10 torr, and the catcher at 10−9 torr. There are in total eight DN40CF

flanges on the main chamber at 53° with respect to horizontal. These ports can be used to

add extra equipment to the main chamber. The effusive jet is installed on a DN40CF flange

and is mounted on an XYZ manipulator. This configuration allows us to move the needle in

or out of the spectrometer’s interaction region, depending on the mode of operation. When

using the supersonic jet, the needle is fully moved out of the spectrometer region. During

effusive gas jet operation, the pressure in the main chamber is ∼ 10−6 and 10−10 torr with

and without target gas, respectively.

3.2.2 Double-sided velocity map imaging spectrometer

The VMI spectrometer used in this work is identical to the ones used in the CAMP appara-

tus. (In fact, the spectrometer electrodes currently used in KAMP were initially manufac-

tured for CAMP). The 3D model of KAMP’s double sided VMI spectrometer is shown in

Fig. 3.5. The spectrometer is compatible with 80mm MCP detectors. The length of each

side of the spectrometer is 20 cm. The opening in the interaction region is 3.5 cm wide and

3.5 cm long. The length of the drift tube on each side is 12.5 cm. There are, in total, six

conical electrodes. This configuration provides the possibility of simultaneous detection of

ions, electrons, and scattered or fluorescent photons. However, due to the spectrometer’s

large opening in the middle and the conical shape of its electrodes, simultaneous focusing
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Figure 3.5: Layout of the double sided velocity map imaging spectrometer. The VMI
consists of gold-plated conical electrodes and drift tubes to extract and focus the charged
particles generated, as well as quad and hex anode detectors to measure the position and
time-of-flight of the particles.

of electrons and ions is challenging and sensitively depends on the exact interaction region’s

position with respect to the central electrodes. We typically operate the spectrometer at

voltages of -4000 V (ion’s drift tube),-1727 V,-640 V,+550 V,+2276 V, and +4000 V (elec-

tron’s drift tube). There is a mesh at each end of each drift tube to prevent field penetration.

However, we have slight field penetration on the ion side due to the ion’s mesh being kept at

a lower voltage than the drift tube (due to a voltage threshold limit on the voltage-divider

box). A set of simulated ion and electron trajectories for the KAMP spectrometer is shown

in Fig. 3.6. Electrons with energies up to 65 eV can be imaged in full 4π solid angle.

The KAMP instrument is currently equipped with a time- and position-sensitive MCP/quad

delay-line detector for ion detection and a time- and position-sensitive MCP/hexagonal

delay-line detector for electron detection (Fig. 3.7).
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Figure 3.6: A simulated set of ion and electron trajectories for the double-sided VMI
spectrometer. The ion detector (quad) is on the left side and the electron detector (hex)
is on the right. Electrons and ions are created at source positions (0,0,0), (0,0,1mm), and
(0,0,-1mm). Their kinetic energies are assumed to be 10 and 50 eV, in the ẑ and −ẑ
directions, respectively. The field penetration on the ion side is due the to the ion’s mesh
being at a lower voltage than the drift tube. The simulation is done using SIMION 8.0.4
(2008) package.

3.2.3 Data acquisition and analysis

In the quad and hex delay-line anodes, the position of the particles hitting the detector is

calculated based on the difference between the signal propagation times toward two different

ends of a wire wrapped along a particular direction. For each coordinate, a separate pair of

wires is used to build a differential signal. For a quad detector, two layers (i.e., two pairs of

wires) are used, one each for the X and Y direction. For the hex delay-line anode, a third

layer is used to reduce the dead time of the detector and improve its multi-hit capabilities.

The digital encoding for acquire a 2D image is given by:

X = x1− x2 + (Offset)x

Y = y1− y2 + (Offset)y

(3.1)

where propagation time for each signal (i.e., to each corner of the detector) is given by x1,

x2, y1, and y2. For the quad DLD80 detector, the single pitch propagation time is 1 ns for

1 mm. Therefore, the relation between relative time delay in 2D image and 1mm position

distance is twice the single propagation time (2 ns for 1 mm).

For the hex Hex100, the single pitch propagation time (ns per mm) is slightly different
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Figure 3.7: Quad and hex detectors. a) and b): Schematic of the wiring pattern, and
terminal pairs in each corner of Quad and Hex delay-line anodes respectively[adapted from
40]. c) and d): MCP-Quad, and MCP-Hex detectors fully assembled.

for each layer. The values can be calculated by a self-calibration routine. The positions u,

v, and are expressed by(in hexagonal coordinates):

u = (x1− x2) ∗ d1

v = (y1− y2) ∗ d2

w = (z1− z2) ∗ d3 + offset

(3.2)

where d1, d2, and d3 are conversion constants

For determining the X and Y positions, only two pairs of hexagonal coordinates (u,

v, and w) are needed. Any combination of u,v, and w can be used. This is an important
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Figure 3.8: CH3OH molecule ionized by H13-15. a) Raw image of all detected photoelec-
trons. b) Raw vs inverted photoelectron image of all fragments combined. c) Raw vs inverted
photoelectron detected in coincidence with CH3OH

+.

advantage of a hex delay-line compared to a quad delay-line. For example, if a pair of signals

in one layer in a quad detector is missing, the image reconstruction can not occur. However,

if a pair of signals in the u layer in the hex detector is missing, the image can still be

reconstructed using the signals from the v and w layers. There are in total thirteen analog

signals, five analog signals from the MCP/quad delay-line detector, seven analog signals

from the MCP/hex delay-line detector, and one signal from a photodiode detector for a

time zero gating. The amplitudes of these analog signals, except the photodiode signal, are

very small (few millivolts). They are amplified using two eight-channel Octal Fast Timing

Amplifiers (FTA820A). The amplified signals are processed by four Ortec 935 QUAD CFDs

(constant fraction discriminators). The analog signals are converted to digital signals using

a 16-channels CAEN V1290N TDC (time-to-digital converter) and recorded by the data

acquisition setup. The signal from the photodiode triggers the TDC.

This geometry allows us to perform coincident photoelectron-photoion spectroscopy. For

ions, a full 3D momentum reconstruction can be performed from measured ion hit positions

and TOF, as will be illustrated below. However, since the electrostatic field’s amplitude is

high, electrons are accelerated toward detectors within a very short time. The electron TOF

is typically within a few nanoseconds. Therefore, the achievable momentum resolution along

the spectrometer axis is not sufficient for accurate 3D electron momentum reconstruction.
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Figure 3.9: a) ATI photoelectron energy spectra of a Xe atom from multi-photon NIR
ionization, measured at different NIR laser average powers. b) Shift in photoelectron peak
energy, in the peaks between 3-4 eV (shaded area in the left panel), as a function of the NIR
average power.

Thus, for electrons, 3D momentum reconstruction can not be directly performed since the

electron TOF is too short for any meaningful reconstruction. However, slices through a

3D momentum distribution can be obtained by using standard VMI inversion methods

[41,42,43]. A raw and inverted photoelectron image from methanol molecules singly ionized

by H13 is shown in Fig. 3.8. The left-hand side of the image is a raw photoelectron image,

and the right-hand side is a slice through an inverted image using a conventional inverse

Abel transformation. Any angular distortion can significantly impact the quality of the

electron kinetic energy resolution. For an ideal case of monochromatic light, the angular

distribution of electrons should be a flat horizontal line (in a radius vs angle spectrum).

Before any inversion transformation, we perform a circularization procedure to eliminate

distortion effects and increase kinetic energy resolution. For low-statistics photoelectron

images, appropriate inversion is not feasible. In this case, a (modified) analogue of the

photoelectron energy spectrum is extracted from the radial distribution of non-inverted

image. In the case of double or multiple ionization, where two or more electrons are ejected,

only information from one of the electrons can be registered since the time difference between

two electrons hitting the detector is shorter or comparable to the single pitch propagation
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Figure 3.10: The Kinetic energy release distribution, photo-ion images of CH+
3 +CD2OH

+

coincidence channel, and photoion-photoion coincidence (PIPICO) spectrum of double ion-
ization of CH3CD2OH molecule by a train of high harmonics.

time of the delay-line signals, and two electrons can not be resolved as two separate hits in

the MCP signal.

The electron energy is assumed to be proportional to the square of the hit distance with

respect to the detector center. The factor of proportionality is obtained from an energy

calibration experiment. Above-threshold ionization (ATI) peaks from the Xe atom ionized

by a NIR pulse are used to obtain the calibration factor. The calibration factor is adjusted

until energy spacings between the adjacent ATI peaks exactly match one NIR photon energy

(For the central wavelength of 790nm, this spacing should be 1.57eV). An example of ATI

peaks from Xenon is shown in Fig. 2.1. The ATI peaks can be used to estimate the

intensity of the NIR beam at focus as well. The spacing between the adjacent ATI peaks
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Figure 3.11: The photoelectron images for different ionic fragments of CH3CD2OH
molecule ionized by H13 obtained by gating on ion’s time of flight. a) all detected pho-
toelectrons, b) D+/H+

2 , c) CH+
3 /CDH

+, d) C2H
+
3 /C2DH

+, e) CDOH+/CH3O
+, f)

CH3CD2OH
+.

is fixed for moderate intensities, but the absolute energy of the peaks shift linearly with

intensity. The energy shift is equal to the pondermotive energy change. Therefore, for

intensity calibration, the ATI photoelectron images are recorded for multiple different input

powers, and the energy shifts as a function of input powers are plotted (see an example

in Fig. 3.9)). The plot’s slope is used as a constant factor (C0) to calibrate the in-situ

experimental intensity on the target. The intensity for a given power is then estimated by

I(P ) = |C0|P/(9.337∗10−14λ2), where P is input power in watt and λ is central wavelength

in micron.

In a reaction microscope spectrometer [44], the electrostatic field is homogeneous, and

one can find an analytical equation to reconstruct the 3D momentum of photoions from

x, y hit positions, and TOF. However, in VMI-type spectrometers, the electrostatic field

is inhomogeneous, and the analytical equation can not be found from x, y hit positions
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and TOF. In order to reconstruct the 3D momentum of photoion, we simulate the x, y hit

positions and TOF of ions generated in the interaction region with different initial velocities

and angles. The simulation is done using the SIMION 8.0.4 (2008) package. For example, the

kinetic energy release of the CH+
3 + CD2OH+ channel of the CH3CD2OH molecule ionized

by H13 is plotted in Fig. 3.10.

In every ionization event, the positions and TOFs of both ions and electrons are recorded.

Photoelectrons in coincidence with different ionic fragmentation are separated from each

other by appropriately gating on TOF and the position of corresponding photoions. In

Fig. 3.11, a selection of photoelectron images of the CH3CD2OH molecule ionized by H13-

15 is plotted. All photoelectrons are coming from singly ionized dissociation channels. In

non-coincident measurements, only photoelectron images integrated over all channels can

be observed (Fig. 3.11a). However, by performing a coincident measurement, we are able

to detect and record photoelectron images of even very weak dissociation channels such as

the D+ ionic fragment in Fig. 3.11b).
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Chapter 4

Steady and transient two-color signals

in XUV-IR pump-probe experiments

on atomic and molecular

photoionization

4.1 Introduction

The development of new short-pulsed XUV and X-ray radiation sources, like free-electron

lasers (FELs) [8,45,46,47,48] and high-order harmonics of infrared lasers [9,49], enabled nu-

merous advances in our understanding of basic light-matter interactions. Specific examples

include, among others, visualizing correlated electron dynamics in atoms [50], understand-

ing the coupling between the electronic and nuclear degrees of freedom in molecules beyond

the Born-Oppenheimer approximation [51,52], tracing the motion of individual atoms in

photochemical reactions [53,54,55], and exploring the dynamics of previously inaccessible

highly-excited states [56,57]. Many of these advances exploit photoionization processes
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driven by the light of two different wavelengths, where the absorption of an XUV or X-ray

photon is combined with the interaction with a visible or infrared pulse. This arrangement

is often applied to probe the dynamics triggered by a short-wavelength photon [58] or to

characterize the temporal profile of XUV or X-ray light pulses, which often represents a

challenge for conventional optical techniques [59]. Therefore, understanding the details of

the interactions of atoms and molecules with such two-color light fields is important for

various novel XUV and X-ray applications.

A number of commonly used schemes for robust characterization of femtosecond or even

sub-femtosecond XUV and X-ray pulses rely on the detection of a photoelectron emitted in

the presence of a second light pulse of a much longer wavelength. As discussed in Section

2.4, if the effective duration of the XUV / X-ray pulse is shorter than an oscillation period of

a long-wavelength light pulse (e.g., visible or infrared), the latter results in the change of the

momentum (and energy) of the created electron, which depends on the instantaneous electric

field of the long-wavelength pulse at the time of photoionization and, thus, on the exact phase

relation between the two pulses. This phenomenon, often dubbed “photoelectron streaking”,

can be exploited for a detailed characterization of the temporal profile of sub-femtosecond

XUV / X-ray pulses, to resolve in time X-ray induced processes like Auger decay on a

few-fs time scale, or to study attosecond time delays in photoemission [60]. In the opposite

limit, when the XUV / X-ray pulse is longer than one optical cycle of a longer wavelength,

the photoelectron spectrum exhibits so-called “sidebands”, the peaks appearing at energies

shifted by ± one photon energy compared to the single-color XUV / X-ray ionization.

These sidebands, which result from free-free transitions induced by the “dressing” of visible

or infrared light [61], are often used to characterize the time structure of HHG, FEL or

synchrotron radiation pulses in pulse duration ranges from a few femtoseconds to picoseconds

[62,31,61]. Sideband photoelectron peaks also can appear as unwanted artifacts in some two-

color pump-probe experiments (e.g., in adiabatic alignment of molecules [63]).

Despite the generality and robustness of the sideband approach, it has a couple of limita-
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tions which restrict its usage for certain applications. First, it requires an electron spectrom-

eter, which is not always compatible with a particular HHG or FEL experimental setup.

This limitation can be resolved if comparable information can be retrieved from the ion

time-of-flight measurement, which is often easier to combine with a complementary (e.g.,

photon imaging) experiment [64,65] and is less sensitive to the environment (e.g., the local

magnetic field created by nearby equipment). Second, the sideband signal appears only

if the two pulses directly overlap in time. While this is normally not an issue for most of

the HHG-based setups, where the harmonic pulse is inherently synchronized with its driving

laser beam, a portion of which can be used for pump-probe experiments, the situation is dif-

ferent at FEL facilities, especially those based on the Self-Amplified Spontaneous Emission

(SASE) process. There, the synchronization with the external laser is much more difficult

to establish and is typically limited to a couple of hundred femtoseconds. Correspondingly,

for many pump-probe experiments at FELs, even the initial search of an exact “time zero”,

i.e., the time delay between the FEL pulse and the external optical laser pulse at which

their peaks overlap, sometimes represents a technical challenge and needs to rely on a signal

from the experiment itself, which then can be linked to some external FEL – laser cross-

correlation setup [8,45,46,66]. This procedure strongly benefits from a two-color signal that

exists in a time window much broader than the temporal overlap of both pulses, which can

be as short as a couple of tens of femtoseconds (or even shorter).

Motivated by the above considerations, in this chapter a series of examples of cross-

correlation signals for pump-probe experiments employing XUV pulses from the HHG source

described in Section 3.1 and moderately intense NIR pulses (790 nm central wavelength, 25

fs pulse duration, intensities ≤ 1013 cm2 ) is presented. Here, we make use of the capabilities

of the double-sided VMI spectrometer, which enables coincident detection of both electrons

and ions resulting from light-matter interactions. Starting with the characterization of the

XUV pulse duration and overlap position using a sideband signal, we then compare it with

long-lived electron and ion signals from the XUV-excitation of atomic Rydberg states and
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Figure 4.1: a) Ar+ photoelectron image (raw vs inverted) for NIR pulses arriving 150 fs
before XUV pulses. b) Ar+ photoelectron image (raw vs inverted) when both pulses overlap.

subsequent ionization by the NIR pulse, and with the two-color signal from double ionization

of atoms upon valence photoabsorption. It is followed by the example of a time-dependent

two-color signal obtained from triple ionization of xenon atoms triggered by inner-shell

photoabsorption and subsequent Auger decay. The chapter ends with the analysis of two-

color double ionization of molecules, where the cross-correlation signal is influenced by both

the temporal overlap of the XUV and NIR pulses and by the femtosecond dynamics of a

highly excited molecular state. In all these examples, we analyze the basic mechanisms

of the underlying physical processes using simultaneous detection of ions and electrons,

as well as electron-ion and ion-ion coincidence capabilities, and characterize the temporal

structure of the corresponding signals in comparison with the information obtained from

the photoelectron sidebands.

4.2 Sideband measurements

As discussed above, we start the analysis of the delay-dependent XUV-NIR two-color signals

with the measurement of the sidebands in the photoelectron spectra, which are known to
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Figure 4.2: Left panel: Ar+ photoelectron energy spectrum vs delay between NIR and XUV
pulses. Right panel: Photoelectron energy spectra for NIR arriving before XUV (red curve)
and at overlap (blue curve).

give a good representation of the cross-correlation between the XUV and NIR pulses. Here,

we focus on a coarse characterization of the intensity envelope of the XUV pulse and ignore

its temporal sub-structure. To perform the sideband experiment, we generate high harmonic

radiation by coupling a 0.4 mJ NIR pulse into the fiber, which is filled with 30 torr of Ar

(see section 3.1). The XUV beam passes through the Al filter, which, in combination with

the transmission of the other beamline elements, results in an HHG spectrum covering ∼ 20

- 45 eV (harmonics, 13-29 see Fig. 3.3a). The absorption of an XUV photon predominantly

results in single ionization of Ar atoms, with a small contribution from double ionization

(which has a 43.39 eV threshold). By gating on the TOF of Ar+ ions, the electrons resulting

from single ionization of Ar are selected, suppressing all background contributions. The NIR

intensity is restricted to 3 ∗ 1012 W/cm2 , such that the contribution to Ar+ ionization from

the NIR pulse itself is negligible.

Fig. 4.1 shows the VMI image of the photoelectrons detected in coincidence with Ar+

ions produced by a combination of XUV and NIR pulses at two different delays between

them. In Fig. 4.1a, the NIR pulse arrives 150 fs before the XUV, whereas in Fig. 4.1b

the pulses overlap. Throughout this chapter, NIR polarization is kept parallel to XUV

polarization. The polarization direction, in all photoelectron images in this chapter, is
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along the X direction. While the overlap of the two pulses is initially adjusted by finding

the interference pattern of the NIR probe pulse with the part of the NIR beam used for

HHG, with the Al filter removed, the ”time zero” for the experiment is set by the maximum

of the delay-dependent signal of “sideband 14”, as shown in Fig. 4.2 and 4.3. (Here a

sideband labeled 2m corresponds to the photoelectrons produced by harmonic 2m-1 with

the absorption of one NIR photon, or by harmonic 2m+1 with the emission of 1 NIR

photon). As can be seen in Fig. 4.1b, when XUV and NIR pulses overlap, the sideband

rings emerge between adjacent harmonics. The measured photoelectron spectrum is shown

in the left panel of Fig. 4.2 as a function of XUV-NIR delay, while the spectra obtained

at fixed delays corresponding to Fig. 4.1a (-150 fs) and 4.1b (0 fs, overlapping pulses) are

shown in the right panel as blue and red lines, respectively. As can be seen from the figure,

when the pulses are not overlapping in time, no sideband signal is generated. In the overlap

region, the sidebands emerge in between the “main” photoelectron peaks from individual

harmonics, while the main peaks decrease. Since at low NIR intensity the sideband signal

results from the absorption of 1 XUV photon accompanied by either absorption or emission

of 1 NIR photon, the sideband yield recorded as a function of XUV-NIR delay can be used

as a convenient cross-correlation signal to measure the width of the XUV pulse envelope if

the NIR pulse duration is known.

Fig. 4.3 shows the yield of sidebands 12 through 22 as a function of delay, with red lines

displaying Gaussian fits to the data. The “zero delay” for each of these graphs is set by the

maximum of the Gaussian fit for sideband 14. The maxima of all other sidebands lie within

less than 1.2 fs from this value, indicating that, within the precision of our measurement,

there is no noticeable chirp of the HHG pulse beyond the sub-femtosecond scale. Here it

should be noted that in this work no attempt was made to maintain the synchronization

between the XUV and NIR pulses on a time scale below one optical cycle of the NIR

pulse. Correspondingly, a RABBITT-type periodic structure of the photoelectron spectrum,

which is expected to appear in the delay-dependent two-color spectra because the temporal
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Figure 4.3: Sideband yields as a function of XUV-NIR delay. All yields are normalized to
the maximum yields in the absolute scale.

SB 12 14 16 18 20 22

Cross-correlation width τcc in fs 38.2±1.6 40.2±1.3 43.8±1.8 42.6±1.6 41.5±1.4 39.6±1.2
XUV pulse duration τXUV /fs 23.6±3.9 26.8±3.1 31.9±3.4 30.5±3.2 28.7±3.1 25.8±3.0

Table 4.1: Temporal width of the cross-correlation signals shown in Fig. 4.3 obtained from
the Gaussian fits and the deduced XUV pulse durations. Both values are given as FWHM.
The uncertainties shown represent the errors of the fits.

structure of the HHG XUV pulse is an attosecond pulse train [62,67,31], is not resolved here

(see Fig. 4.2a).

The measured FWHM of the cross-correlation signals in Fig. 4.3 obtained from the

Gaussian fits are listed in Table 4.1, where FWHM=2.355*σ. The corresponding values

lie between 38 and 44 fs. Assuming that the temporal profile of the sideband signal is

given by the convolution of the two Gaussians corresponding to the XUV and NIR pulses,
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the XUV pulse duration can be calculated from the relation τ 2
XUV =

√
τ 2
CC − τ 2

NIR. With

the NIR pulse duration τNIR = 30 ± 1 fs (measured using the FROG technique [68]), the

corresponding XUV pulse lengths fall between 23.5 fs and 32 fs (see Table 4.1). As can

be seen from the table, the deviation between the maximum and minimum obtained pulse

durations lie slightly beyond the statistical error, with the longer pulses corresponding to

the central part of the energy spectrum. While this can result from XUV pulse propagation

effects, the deviation is too close to the error bar to reliably determine its origin. The XUV

pulse duration obtained by averaging over the whole sideband spectrum yields τXUV,ave =

28.5± 3.5 fs.

4.3 Rydberg state excitation

The sideband structures discussed in the previous section can be measured for any XUV

wavelength above the ionization threshold but appear only during the temporal overlap of

XUV and NIR pulses. Here, we consider an example of a two-color signal that exists in a

much broader delay range and can be traced in both photoelectron and photoion spectra. In

this case, the XUV photon energy is tuned slightly lower than the ionization threshold of an

atom or a molecule, such that one or more highly excited states is populated. Thus, following

the interaction with the XUV pulse itself, no ionization signal is produced. However, in the

presence of a weak NIR field, such excited states can be ionized, yielding a two-color signal

whose temporal structure depends on the duration of the XUV and NIR pulses, their relative

arrival time, and the lifetime of the excited state. If the latter is significantly longer than

the width of the cross-correlation of both pulses, one can expect the ionization yield as a

function of XUV-NIR delay to manifest a step function-like behavior, with the two-color

signal appearing at the delays where the NIR pulse arrives after the XUV.

Since this scheme requires photon energies below the ionization threshold, higher-order

harmonics only contribute as a delay-independent background and should be excluded from
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Figure 4.4: Ne+ photoelectron raw image for: a) NIR arriving before XUV and b) NIR
arriving after XUV. c) The differential cross section of photoelectrons from the 2p state of
Ne ionized by 24 eV photons (β2p = -0.4 and σ2p = 7.7 Mbn). Blue curve is the calculation
and red curve shows the experimental results. θ is the angle between the (linear) polarization
of light and the momentum of ejected electrons. d) The angular distribution of low energy
Ne+ photoelectrons, i.e., the inner ring features in (b). e) Ne+ photoelectron energy vs
delay. f) Normalized photoelectron yield vs delay for electron energies below 1.3 eV (blue
curve), energies between 3.2 eV and 4 eV (red curve), Ne+ ion yield (open circles), and the
SB16 (green curve).
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the XUV spectrum. As was shown in Section 3.1, this can be realized, e.g., by using a Sn filter

(see Fig. 3.3b), which predominantly transmits the 13th and 15th harmonics. The central

photon energy of the former (∼ 20.6 eV) lies slightly below the ionization potential of a Ne

atom (21.56 eV), which was selected as a target for this experiment. Correspondingly, the

phase matching conditions for this measurement are adjusted in order to maximize the 13th

harmonic while suppressing the 15th. With the resulting XUV spectrum, the 13th harmonic

maps the ground electronic state of Ne (2p6) into highly excited states such as (2p5(2P)4d

and 2p5(2P)4p)), whereas the remaining 15th harmonic photons result in ionization with

the energy of emitted electrons of ∼ 2 eV.

The results of such XUV pump – NIR probe experiments on Ne atoms are depicted in

Fig. 4.4. The intensity of the NIR pulse is kept below 1013W/cm2 (∼ 8∗1012W/cm2) , such

that the ionization of Ne by the NIR pulse alone is negligible. Fig. 4.4a depicts the VMI

image of the photoelectrons detected in coincidence with singly-charged Ne ions integrated

over negative delays, i.e., over the region where the NIR pulse arrives before the XUV,

whereas Fig. 4.4b shows the same image integrated over all positive delays (NIR arrives

after XUV). The outer ring in both panels corresponds to the photoelectrons originating

from Ne atoms ionized by the 15th harmonic. These photoelectrons are more likely emitted

along the direction perpendicular to the light polarization (horizontal for both XUV and

NIR pulses), which is due to the small negative value of the asymmetry parameter β = −0.4

for the 2p state of Ne[69,70,71] (see Fig. 4.4c). Both images also contain two structures due

to lower-energy electrons, which are much more pronounced in Fig. 4.4b. Highly excited

neutral Ne atoms prepared by the 13th harmonic are energetically less than one NIR photon

below the ionization limit. Therefore, one NIR photon can ionize these highly excited states,

ejecting an electron, which results in the inner ring and the central spot clearly observable

in Fig. 4.4b. The angular distribution of the inner ring feature is peaked along the light

polarization direction, resembling typical ATI peaks (see Fig. 4.4d).

The photoelectron energy spectrum as a function of XUV-NIR delay is plotted in Fig.
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4.4e. Besides a pronounced photoelectron band centered slightly above 2 eV, two distinct

delay-dependent features can be observed in this plot. First, there is an intense band of low-

energy (< 1 eV) electrons, accompanied by a weaker structure very close to zero energy. Both

of these bands are absent at negative delays smaller than -50 fs. These electrons result from

the NIR ionization of highly excited neutral neon atoms. The dominant band is centered

at 0.6 eV, which, assuming the central NIR photon energy of 1.57 eV (wavelength 790 nm),

energetically corresponds to the absorption of a 20.59 eV XUV photon, perfectly matching

the center of our 13th harmonic spectrum. A weaker band close to zero energy is due to

the shoulder of the 13th harmonic spectrum just below 20 eV, which can be seen in Fig.

3.3b. An XUV photon at this energy populates somewhat lower excited states ((2p5(2P)4s)

and (2p5(2P)3d), which are just one NIR photon below the ionization threshold. Second,

a localized spot between 3 and 4 eV can be observed close to zero delay, mainly reflecting

the electrons from sideband 16. In Fig. 4.4f, normalized electron yields in these two regions

are plotted as a function of delay: the yield of all electrons with energies below 1.3eV is

shown as a blue curve, whereas the region between 3.2eV and 4eV is depicted by the red

curve. As expected, a step function behavior is observed for low-energy electrons (blue).

Since the lifetime of the excited states (typically in nano-seconds) involved is much larger

than the duration of both pulses, the rise time of the signal is determined by the XUV-

NIR cross-correlation. The curve is fitted with a cumulative distribution function (CDF:

N(t) = h
2
(1 + erf( t−c√

2σ2
)) + l, where h and l are constants and FWHMcc = 2.35 ∗ σ) [58],

which yields a FWHM of the cross-correlation signal of 41±2 fs and a XUV pulse duration

of 28±4 fs.

In contrast, the signal for electrons with energies between 3.2 to 4 eV (red curve) man-

ifests a pronounced peak in the overlap region, which, however, does not drop back to the

baseline at large positive delays, showing a noticeable enhancement compared to the nega-

tive delay region. We assume that these electrons result from two different processes. The

peak at zero reflects the contribution from sideband 16, while the remaining enhancement

57



most likely reflects three-photon NIR ionization of the highly excited states populated by

the 13th harmonic. (Note that the corresponding contribution from the two-photon NIR

ionization falls into the intense band dominated by the 15th harmonic signal). By decon-

volution of the red curve in Fig. 4.4f (assuming a Gaussian profile for the sideband and

the CDF contribution for the rest of the signal), the SB16 yield as a function of delay is

extracted (shown as a green curve). Fitting this yield by a Gaussian function, we obtain a

FWHM of 40±2 fs (XUV pulse duration of 26.5±4 fs), which is in good agreement with the

results obtained from the CDF fit of the low-energy electron yield. For comparison, the nor-

malized delay-dependent yield of Ne+ ions measured in the same experiment is also shown

in Fig. 4.4f (open symbols). Remarkably, it is nearly identical to the low-energy electron

yield curve, indicating that similar information can be obtained from the ion measurements.

The sideband structure is not reflected in the ion yield curve, as can be expected, since the

sideband effect merely redistributes the photoelectrons to different kinetic energies rather

than changing the total ionization yield.

One issue that needs to be addressed is the determination of the exact “zero delay”

position. In the current experiment, it is set to coincide with the maximum of the Gaussian

fit to the SB16 yield. However, as can be seen from Fig. 4.4f, this position does not

correspond to the center of the CDF distribution reflecting the long-lived two-color signal,

but rather to the right edge of the rising part of the CDF curve. This finding might be

relevant for many experiments, where the temporal overlap between the XUV (or soft X-

ray) pulses with the synchronized laser pulse is characterized using ion signals from NIR

ionization of highly excited states (see, e.g. [54,72]). Possible reasons behind such relative

timing of both signals will be discussed in the next section.
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4.4 Shake-up process

Direct XUV photoexcitation of high-lying excited states discussed in the previous section

provides a long-lived two-color signal with high contrast, which can be detected in XUV-

NIR pump-probe experiments measuring either electrons or ions. However, this approach

requires the photon energy to be below the ionization threshold (ideally, within one NIR

photon energy) and, thus, cannot be employed in many situations when the photon energies

are well above the ionization limit. An alternative scheme relies on a two-color double

ionization signal, where the absorption of an XUV photon results in an ionization process

accompanied by the excitation of the ion, which can be further ionized by the NIR pulse.

This scheme was used to study sub-femtosecond ionization dynamics of XUV-induced ionic

states by monitoring doubly-charged ion yields as a function of XUV-NIR delay [73,74].

Here, two examples of such two-color double ionization experiments with femtosecond XUV

and NIR pulses are presented.

We start with double ionization of Xe by a train of high harmonics with photon energies

between 20 and 45 eV (13th to 29th harmonics, see Fig. 3.3a). In the neutral xenon

atom, the ground state is 5p6. Depending on the photon energy, a single photoabsorption

can result in single or double ionization of Xe atoms (Ip1 = 12.1eV , and Ip2 = 33.1eV ).

Fig. 4.5a and 4.5b show the VMI images of the photoelectrons detected in coincidence

with singly- and doubly-ionized xenon ions, respectively. For Xe+ ions, Fig. 4.5a, the

majority of photoelectrons results from the absorption of harmonics 13, 15 and 17. The

angular distribution of these electrons is peaked along the light polarization due to a positive

asymmetry parameter for the 5p state in the energy range between 15 and 30 eV[75]. The

electrons from double ionization (Fig. 4.5b) appear as a localized spot in the center of the

image, indicating that a (weak) double ionization signal is dominated by very low energy

electrons. Fig. 4.5c and 4.5d display the photolectrons detected in coincidence with Xe2+

ions in XUV-NIR pump-probe experiments with the same XUV pulse and the NIR pulse

(5*1012W/cm2) arriving before (-150 fs) and after (+150 fs) the XUV, respectively. The
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Figure 4.5: a) and b) Photoelectron images for single and double ionization of Xe by a
train of harmonics (13 to 29) (XUV only experiment). c) and d) Photoelectron images for
double ionization of Xe at fixed XUV-NIR delays of -150fs and +150fs respectively (XUV-
NIR experiment). e) Photoelectron energy spectrum for double ionization of Xe for NIR
arriving before (-150fs, red curve) and after (+150fs, blue curve) the XUV pulse.
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Figure 4.6: a) Energy level diagram depicting possible transitions from Xe to Xe+ to Xe2+.
Ratio of Xe2+ ion yield to Xe+ as a function of delay between XUV and NIR pulses for a
delay window of b) -200 fs to 200 fs (short delay) and c) -2ps to 30 ps (long delay).

corresponding electron energy spectra are shown in Fig. 4.5e as red (-150 fs) and blue

(+150 fs) lines. From this graphs, it is clear that significantly more doubly-charged ions are

produced when the NIR pulse arrives after the XUV, and that the electrons with energies

below 3 eV are responsible for this enhancement, with the curve at +150 fs showing two

pronounced peaks separated by one NIR photon energy (marked by dashed vertical lines).

Fig. 4.6a shows the diagram of several possible transition from neutral Xe to Xe+

and Xe2+. As shown by purple arrows, if the XUV photon energy is above 23 eV, single

ionization can leave the Xe+ ion in one of its excited bound states due to shake-up processes

(see section 2.3.4), while above 33.1 eV, direct double ionization is possible. The ground

state of singly ionized xenon is 5p−1. The first excited state is 5s−1, and it is followed by

5p−2nl states. The highly excited states 5p−24f and 5p−25g of Xe+ ion are energetically 1.5

and 1 eV below the ground state of Xe2+ (5p−2). Thus, the NIR pulse (with its central

photon energy of 1.57 eV) can further ionize these states of Xe+ by single photoabsorption

(shown by red the arrow in the figure), resulting in the significant enhancement of the Xe2+

yield at positive delays observed in Fig. 4.5d,e. To quantify the time evolution of this
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Figure 4.7: Normalized yield of sideband 14 compared to the delay-dependent yield of Ar2+

ions.

enhancement, Fig. 4.6b displays the measured ratio of double to single ionization yield as

a function of XUV-NIR delay. Since, similar to the previous section, the lifetime of the

excited states (here they are ionic) is significantly larger than the durations of both pulses,

the signal exhibits a step function behavior. In Fig. 4.6c, the same ratio is plotted in a

much larger delay range, up to 30 ps, showing very small decay of the signal. In Fig. 4.6b,

the FWHM of the cross-correlation signal reconstructed from the CDF fit is measured to

be 24 fs, which is significantly smaller than the FWHM of the sideband signal.

Similar delay-dependent enhancement of the two-color double ionization signal driven

by XUV-induced shake-up processes can be also observed for argon. In this case, the XUV

pulse ionizes neutral Ar leaving a singly-charged Ar+ ion in one of many possible highly

excited states, such as 3p−25g, 3p−25f, 3p−25d and 3p−25s, which are less than one NIR

photon energy below the Ar double ionization threshold (43.39 eV). These states can be

efficiently reached by the 27th harmonic (centered at ∼ 42.4 eV). As discussed above for

Xe, if the NIR pulse arrives after the XUV, it can efficiently ionize these excited ionic

states with just one NIR photon. The corresponding delay-dependent yield of Ar2+ ions is

plotted as a function of XUV-NIR delay in Fig. 4.7 (blue symbols). The signal exhibits a

pronounced step function behavior, similar to Fig. 4.6b,c for Xe, and is also fitted with a
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CDF (shown by a solid green line). For comparison, the delay-dependent yield of sideband

14 measured in the same experiment is shown in Fig. 4.7 (red symbols). It can be clearly

seen that, similar to Fig. 4.4f in the previous section, the maximum of the Gaussian fit to

the sideband signal (shown by the black line) is shifted with respect to the center of the

CDF fit to the Ar2+ yield (see dashed vertical lines in Fig. 4.7), such that the Ar2+ ion yield

is not increasing beyond zero delay. Note the zero delay position in the Ar measurements

was set to the maximum of SB 14 from the experiment on Ar. However, in contrast to the

results presented in Fig. 4.4f, here the FWHM of the cross-correlation signal reconstructed

from the CDF fit is measured to be 25 fs, which is significantly smaller than the FWHM of

the sideband signal, similar to the Xe2+ measurement.

The reasons for both the shift of the center of the CDF fit and the smaller cross-

correlation signal compared to the sideband signal can be qualitatively understood by fol-

lowing the discussion in Ref. [73], where a similar experiment was performed with sub-

femtosecond temporal resolution. In that study, where the Ne2+ yield was also shown to

reach its maximum around zero XUV-NIR delay, it was demonstrated that the exact timing

of this signal rise depends on (i) the population of the contributing shake-up states and

(ii) on the transition probabilities for the NIR ionization from the individual states. In

particular, the depletion of different contributing levels was shown to happen at different

times. Although the same level of analysis is beyond the scope of this work, we assume

that the observed reduction of the cross-correlation width as well as the CDF center shift

with respect to the sideband maximum is due to depletion of highly excited states by the

leading edge of the NIR pulse, before reaching its peak intensity. This also indicates that

the observed temporal profile of the signal might be a function of the NIR intensity, since

it can change the timing of the depletion effects. Thus, the main message here is that while

the “steady”, long-lived two-color signals that exhibit step function-like behavior and can

be observed by measuring ion yields can be useful for measuring both XUV pulse duration

and coarse relative timing between XUV and NIR pulses, a more precise determination of
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Figure 4.8: Sketch of possible pathways leading to triple ionization of Xe after 4d shell
ionization by the XUV pulse without (a) and with (b) the NIR probe pulse (adapted from
[73]).

the pulse duration and exact overlap position still requires an additional reference signal,

like sidebands or reliable- all-optical schemes.

4.5 Inner-shell ionization

Up to now, we have discussed two-color signals produced after valence-shell photoabsorption.

However, for many HHG and especially FEL experiments, the absorption of XUV or X-ray

photons by the inner shells plays a crucial role. As was shown in Section 3.1, photons with

energies up to 90 eV can be created in the XUUS setup used in this work, which is well above

the first inner shells of heavy elements like Xe, I, Kr, Br, etc. In order to generate such high

photon energies, the hollow core fiber needs to be filled with neon gas and the NIR beam

with 1.2 mJ energy per pulse is coupled into the fiber with a coupling efficiency of more

than 65 percent. A train of harmonics from the 13th up to the 57th can be generated. For

the experiments requiring photon energies above 70 eV, a Zr filter needs to be used, yielding
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Figure 4.9: Ion time of flight spectrum of Xe ionized by a) a train of harmonics selected
by an Al filter, and b) a train of harmonics selected by a Zr filter.

a harmonic spectrum similar to the one shown in Fig. 3.3d. Here, we present the results

of a XUV-NIR pump-probe measurement on inner-shell ionization of Xe atoms employing

such a train of high-energy harmonics.

In Xe atoms, within the photon energy range accessible with the XUUS setup, 5p and

5s electrons as well as the first inner shell, 4d, can be ionized. In the valence region, the

5p state has the largest cross section, while at the photon energies above the 4d ionization

threshold (67.5 eV and 69.5 eV for for 4d5/2 and 4d3/2 states, respectively [76]) absorption

by this 4d shell starts to dominate. For photon energies around 80 eV, the absorption cross

section for the 4d shell is about two orders of magnitude higher than the cross section of 5p

and 5s states combined [27]. As sketched in Fig. 4.8a, removing an electron from the 4d−1 or

4d−15p−1nl shake-up satellites is typically followed by an Auger decay into the 5p−2, 5p−3nl,

5s−15p−26p or 5s−15p−27p states. While the first three of those states are energetically below

the threshold for ionization of Xe2+, leaving the ion doubly-charged, the 5s−15p−27p state

lies above this threshold and, thus, can result in Xe3+ production by a second Auger decay

ending up in the 5p−3 state. This cross section and energy level structure is reflected in

the ion TOF spectra from Xe ionization by a train of harmonics, which are shown in Fig.

4.9. In Fig. 4.9a, the Al filter was used to select the low-energy part of the harmonic
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Figure 4.10: Photoelectron images measured in coincidence with a) Xe+, b) Xe2+, and
c) Xe3+ ionized by XUV high energy photons (60-90 eV). Photoelectron energy spectra
measured in coincidence with d) Xe2+ and e) Xe3+.

train (20 − 73 eV), whereas the HHG spectrum used in Fig. 4.9b was obtained using the

Zr filter and falls between 60 and 90 eV, with the most intense part around 77 eV. Both

HHG spectra used to obtain the data of Fig. 4.9 are shown in Fig. 3.3d. In accordance

with the above discussion, in the TOF spectrum obtained with the Al filter (Fig. 4.9a), the

most abundant peak is Xe+, which results from valence ionization. The TOF spectrum also

contains a significant amount of Xe2+ ions, which are created either by shake-off processes

after valence photoabsorption, or by the 4d shell ionization by the high-energy tail of the

harmonic train followed by Auger decay. The latter process is also responsible for the rather

weak Xe3+ peak. In contrast, the TOF spectrum obtained with the Zr filter (Fig. 4.9b) is

dominated by Xe2+ and Xe3+ ions produced after inner-shell 4d photoabsorption, with a

minor contribution of Xe+ from valence ionization.

By gating on times of flight and positions of ions, the photoelectrons coming from differ-

66



ent ionization channels can be separated. Fig. 4.10 displays the image of the photoelectrons

detected in coincidence with Xe+, Xe2+ and Xe3+ ions from the measurement with the Zr

filter (corresponding to the TOF spectrum of Fig. 4.9b). The coincident photoelectron

energy spectra for Xe2+ and Xe3+ are shown in Fig. 4.10d and 4.10e, respectively. Since

the ions with an inner-shell (4d) vacancy almost always undergo Auger decay and end up

in higher charge states, Xe+ ions are nearly exclusively produced by removing an electron

from 5p or 5s states, with the excess photon energy taken by the photoelectron. Accord-

ingly, the resulting photoelectrons from single ionization typically have kinetic energy larger

than 50 eV, such that most of them miss the detector (see Fig. 4.10a). In contrast, the

electrons coincident with Xe2+ are a mixture of Auger electrons and photoelectrons removed

from the 4d inner shell (Fig. 4.10b,d). With the harmonics spectrum selected by the Zr

filter (see Fig. 3.3d), the 4d photoelectrons are expected to have kinetic energies ranging

from 0 to 20 eV and peaked at 10-13 eV. The Auger electrons mostly originate from the

decay of 4d−1 to 5p−2 states, which results in an electron kinetic energy between 30 and 37

eV [77]. Additional contributions come from shake-up satellite states 4d−15p−1nl decaying

to 5s−15p−2nl or 5p−3nl, resulting in photoelectron energies between 15 and 25 eV [73].

These three groups of electrons form broad momentum and energy distributions observed

in Fig. 4.10b and 4.10.d, respectively. For Xe3+ (Fig. 4.10.c,e), the signal is dominated

by low-energy electrons that are coming from two subsequent Auger decay steps: 4d−1 to

5s−15p−27p and then to 5p−3 (see Fig. 4.8a). The high-energy tail in Fig. 4.10e is formed

by the mixture of the 4d photoelectrons and energetic Auger electrons. The latter most

likely originate from the triple ionization pathways not included in Fig. 4.8, where the pho-

toabsorption by the 4d shell results in double ionization via shake-off-type processes, and

the Auger electron energy is then comparable with Auger electrons from double ionization,

extending to 35-40 eV.

As shown in Fig. 4.8, among the states populated by Auger decay upon 4d photoab-

sorption only the 5s−15p−27p state is energetically above the triple ionization threshold.
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Figure 4.11: Ratio of ion yield of Xe3+ to Xe2+ as a function of XUV-NIR delay.

However, 5p−3nl and 5s−15p−26p states lie just below this threshold and can be efficiently

ionized by a single NIR photon. Accordingly, one can expect a significant enhancement of

the Xe3+ signal if the XUV pulse is followed by the NIR probe pulse. Using the same train of

high-order harmonics (selected by the Zr filter) in combination with a weak (5∗1012W/cm2)

NIR probe, we have carried out a pump-probe measurement aimed to map the population

of the highly-excited states of Xe2+ discussed above into the triply-charged state. Fig. 4.11

depicts the ratio of Xe3+ to Xe2+ yields measured as a function of XUV-NIR delay. As

expected, the signal exhibits a step function-type enhancement at positive delays and re-

mains nearly constant within the measurement window. The CDF fit of this ratio yields the

FWHM of 47± 5 fs. The time zero is set to the center of CDF function. Given rather large

error bars, this value is consistent with that obtained from the Ne measurement discussed

in Section 4.3, and with the broadest cross-correlation FWHM values obtained in side band

measurements in Section 4.2, although it is nearly a factor of two larger than the corre-

sponding values obtained for Xe2+ and Ar2+ signals produced via valence shake-up states

discussed in Section 4.4. It should be noted that the cross-correlation signal here is expected

to be slightly broadened because the pathway it is based on involves an Auger decay step
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Figure 4.12: Photoelectron energy spectra of a) Xe3+ and b) Xe2+ for the NIR pulse
arriving before (blue) and after (red) the XUV pulse.

with the characteristic lifetime of 6 fs [73]. A direct comparison with a simultaneous side-

band measurement is not feasible here due to the broad, structureless shape of the emitted

electron spectra, as can be seen from Fig. 4.10.

In order to confirm the origin of the observed enhancement, in Fig. 4.12 the photoelectron

spectra coincident with Xe3+ (a) and Xe2+ (b) ions are plotted for two delays: one, where

the NIR pulse precedes the XUV (-200 fs), and the other, where the NIR arrives after the

XUV (+200 fs). As can be seen in Fig. 4.12.a, the electrons responsible for the additional

Xe3+ production at positive delays are centered at the kinetic energy values corresponding

to one NIR photon energy (marked by the black line). This indicates that the binding

energy of these electrons is very close to zero, consistent with the scenario discussed above

and illustrated in Fig. 4.8b. As can be seen from Fig. 4.12.b, the enhancement of Xe3+ yield

is accompanied by the reduction of the Xe2+ photoelectron signal in a small kinetic energy

window around 15 eV, marked by dashed vertical lines. This energy range corresponds to

Auger electrons emitted in the transition populating the shake-up satellites (see Fig. 4.8),

which are further ionized by the NIR pulse.

Since the delay-dependent Xe3+/Xe2+ ratio shown in Fig. 4.11 behaves like a step

function, it can be efficiently used for finding temporal overlap with an external laser at

FEL facilities, as well as for coarse characterization of the XUV / soft X-ray pulse duration
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and laser-FEL jitter. Earlier measurements at FLASH [74] employing a 400 nm probe

showed that similar Xe3+ signal enhancement is still observable if the laser pulse arrives

hundreds of picoseconds after the XUV pulse, suggesting 100 ps as the lowest limit for the

lifetime of excited states involved. A more recent FLASH study aimed to establish timing

determination protocol for experiments with a 800 nm probe [59] has shown that a noticeable

enhancement of Xe3+ yield, as well as Xe2+ signal reduction, can be observed even at 1µs

delay if the pulses are well-aligned and weak extraction fields are used, such that the ion

does not leave the laser focus between them. Since this signal is based on the ionization of

states populated by the Auger process, it is rather insensitive to the exact wavelength and

can be used in a broad range of wavelengths above the 4d ionization threshold, up to at

least 250 eV.

4.6 Double ionization of CO2 molecules

The two-color signals discussed above either exist only in the region where XUV and NIR

pulses overlap (like sideband features), or exhibit a step-function behavior, with the rise

time of the signal broadened because of the non-zero duration of both pulses. Here, we

consider another type of transient signal, which appears in the overlap region but rapidly

decays with increasing delay. We found an illustrative example of such behavior in the

ionization of a CO2 molecule by a pair of XUV and NIR pulses. Since CO2 is one of

the best-studied polyatomic molecules, its double ionization by a single XUV photon has

been extensively studied as a function of photon energy using synchrotron sources (see, e.g.

[78,79,80]). Furthermore, CO2 double ionization was a central subject of several recent NIR-

NIR [81,82] and XUV-NIR [83] pump-probe experiments. Here, we aim to study two-color

double ionization dynamics employing our combination of a high-repetition rate, short-

pulsed XUV source with coincident detection of the fragments.

The ionization thresholds for the production of the four lowest states of the CO2+
2 dication
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are 37.34 eV (X3Σ−g )¸ 38.55 eV (a1∆g), 39.22 eV (b1Σ+
g ) and 40.1 eV (c1Σ−u ) [79,80]. All these

states are metastable [79,80,84,85]. Depending on which vibrational levels of each electronic

state are populated, they can either rapidly decay (on a femtosecond time scale), resulting

in energetic CO+ and O+ ion pairs, or survive for a much longer time as a CO2+
2 dication,

either being detected as a bound doubly-charged ion or dissociate underway to the detector

on a nanosecond or even microsecond time scale [79,80,81]. Dissociative double ionization

of CO2 was also reported at photon energies below the above-mentioned thresholds and was

assigned to indirect pathways involving the creation of dissociating (CO+
2 )* cationic states

accompanied by the autoionization of oxygen atoms [78,79]. Since the latter occurs outside

of the Franck-Condon region, two electrons can be emitted below the energetic limit for

direct double ionization (37.34 eV).

The results of our experiment on two-color XUV-NIR double ionization of CO2 are

summarized in Fig. 4.13. Here, the harmonic train selected by the Al filter was used,

resulting in a XUV spectrum similar to the one shown in Fig. 3.3a. Fig. 4.13a displays

a photoion-photoion coincidence (PIPICO) spectrum obtained in this experiment, whereas

the 1D insets along the horizontal and vertical axes show the corresponding portions of the

non-coincident ion TOF distribution of the first and second detected ion, respectively. The

data are integrated over all XUV-NIR delays (scanned from -110 fs to +240 fs). Besides

a diffuse background due to false coincidences or the fragments from three-body breakup,

a pronounced diagonal line (marked 1) with a long tail (marked 2, 3) can be observed in

the figure, reflecting the CO+ and O+ detected in coincidence. While the main intense line

(1) results from rapid breakup (Coulomb explosion) of the doubly-charged molecule, the

long tail is due to the ions which travel part of the distance to the detector as a bound

CO2+
2 dication and dissociate “in flight” (see [78,79,86,87] for detailed explanations). More

specifically, regions (2) and (3) reflect the ions fragmented in the acceleration region and

the drift region of the spectrometer (see section 3.2 for spectrometer details and ref. [78] for

a detailed explanation of this shape of the line). Ions fragmented in drift the tube (field-

71



Figure 4.13: a) PIPICO spectrum from XUV-NIR pump-probe experiment integrated over
all delay steps. A clear line reflecting CO+ and O+ ions detected in coincidence can be seen.
The 1D graphs represent the corresponding portions of the non-coincident ion TOF spectrum
for the first (top) and the second (right) ions arriving at the detector. b) Delay dependent
yields of CO2+

2 (blue line), CO+ + O+ coincidence channel (red) and non-coincident yield
of CO+ (grey).
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free region) can be ejected in all directions with respect to the center of mass of the CO2

molecule. Therefore, in the upper arm of region 3, the CO+ fragment is ejected toward

the detector, and the O+ fragment is ejected in the opposite direction with respect to the

detector. In the lower arm, the O+ fragment is ejected toward the detector, and the CO+

fragment is ejected in the opposite direction with respect to the detector. The slope of the

upper and lower arms are mCO/mO and mO/mCO, respectively. As can be seen from the 1D

TOF spectra, a significant amount of bound CO2+
2 ions survives all the way to the detector

and are measured at the corresponding TOF values ( 2100 ns).

Fig. 4.13b shows the measured yields of bound CO2+
2 ions (blue) and coincident CO+

+ O+ ion pairs (red) as a function of XUV-NIR delay. The delay-dependent yield of non-

coincident CO+ ions, which is dominated by the low-energy fragments from the CO+ +

O dissociative ionization channel, is shown in grey for comparison. While all three signals

exhibit nearly identical rise time, both double ionization channels decay to nearly the initial

level within the measurement window, whereas the CO+ signal from dissociative ionization

remains nearly constant. The enhancement of the latter channel is due to the NIR dis-

sociation of the CO+
2 cationic states populated by the absorption of an XUV photon and

will be discussed in detail in the next section. Hear, we focus on double ionization events.

Nearly identical behavior of both the CO2+
2 and CO+ + O+ channels suggests that they do

originate from the same set of metastable dicationic states discussed above. Besides directly

populating those dicationic levels, at photon energies between 32 to 40eV, an inner-valence

XUV ionization of neutral CO2 can leave a molecular ion in one of the highly excited cationic

states (e.g., 2Σ+
u or 2Σ+

g ) [88]. The potential energy curves of these (CO+
2 )∗ states are highly

repulsive through an asymmetric C-O stretch [89]. The energy threshold for the 2Σ+
g state

is 36.5 eV, which is very close to the peak of one of the most intense (23rd) harmonics in our

XUV spectrum and is less than one NIR photon energy below the ground state of the CO2+
2

dication. Thus, these (or higher) highly excited (CO+
2 )∗ states, which are formed by XUV

photon absorption (H23 and higher), can be further ionized into the low-lying dicationic
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states by a single NIR photon, resulting in the enhancement of both double ionization chan-

nels at large delays visible in Fig. 4.13b. However, since all these (CO+
2 )∗ states are highly

repulsive, the separation to the dicationic states increases with increasing C-CO distance

and, thus, at large internuclear separations, one NIR photon is not enough to further ionize

these states., As a result, a clear decay of both CO2+
2 and CO+ + O+ yields is observed

with increasing delay in Fig. 4.13b. The signal is fitted by a convolution of Gaussian and

decay functions [(exp(
σ2

2τ 2
-
t

τ
))*(1-erf(

σ2 − tτ√
2στ

)),90]. The fitting yields a Gaussian width of

27± 3 fs and a decay constants of 55± 5 fs.

It is interesting to compare the transient response of a molecule to a combined XUV-NIR

field illustrated in Fig. 4.13b with the behavior of CO+ + O+ channel observed in a similar

experiment (which employed a broader range of XUV photon energies) described in Ref.

[83]. There, the observed CO+ + O+ signal also displayed a transient enhancement, but the

shape of the delay-dependent yield was clearly symmetric, in contrast to the asymmetric

shape observed in Fig. 4.13b. The likely reason for this difference is the time resolution

of the experiment, which was comparable to the characteristic dissociation time scale of

the (CO+
2 )∗ states responsible for the decay of both double ionization signals in Fig. 4.13b.

Thus, the comparison of these two measurements clearly highlights the role of pulse duration

in the analysis of XUV-NIR two-color signals.

4.7 Summary

In this chapter, a series of observables typical for ionization-based XUV-NIR pump-probe

experiments has been analyzed making use of short (25-30 fs) HHG pulses at a 10 kHz

repetition rate combined with a coincident ion-electron spectrometer. We have taken ad-

vantage of complementary experimental schemes and coincident measurements to trace the

relative timing between the observed two-color signals and to reveal basic physics behind

their formation. Several of these observables, in particular, those based on NIR ionization of
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neutral or ionic excited states populated by XUV, are long-lived, i.e., they exist in a rather

long delay range, limited only by the lifetime of the excited states involved. As can be seen

from the examples considered in Sections 4.3-4.5, the range of wavelengths at which these

signals can be found is rather broad and can be adjusted by choice of the process and the

target. An example of a different, “transient” type of two-color effect, which exists only in

the region where two pulses overlap, is given by the sideband measurements discussed in

Section 4.2. Finally, delay-dependent ion signals obtained from double ionization of CO2

molecules in Section 4.6 represent an intermediate situation, where the observed effect exists

beyond the pulse overlap region but still decays rather rapidly due to the dynamics of the

intermediate states involved (in this case, due the dissociation of the intermediate state).

As can be seen from the discussion in Sections 4.2-4.7, and from the comparison of

the results obtained from different experimental schemes, although all these signals provide

certain information about relative timing of the XUV and NIR pulses and about XUV pulse

duration, for reliable interpretation of the data the calibration of the “steady”, step function-

like signals against a simultaneous sideband measurement is still highly desirable. In the

experiments on time-resolved imaging of XUV-induced molecular dynamics described in the

next two chapters, sideband signals were recorded simultaneously with the main observables

and used for precise “zero delay” determination.
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Chapter 5

State-selective analysis of electronic

and nuclear dynamics in CO2

molecules ionized by femtosecond

XUV pulses

5.1 Background and motivations

After femtosecond or even attosecond XUV pulses delivered by FELs and HHG sources

became available in the first decade of this century, they were soon applied to study the

dynamics of high-lying molecular states previously inaccessible for time-resolved studies

[56,57,91,92,93]. Most of these experiments used single-photon XUV ionization of a molecule

to trigger the process of interest, creating a hole in a valence or inner-valence shell. Because

of the relatively short durations of the XUV pulses used, not only nuclear but, in some in-

stances, also electronic dynamics can be traced in time if a proper pump-probe arrangement

can be found.
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Figure 5.1: Potential energy surfaces of the A and B states of CO+
2 near a conical inter-

section and a scheme of an XUV-NIR pump-probe experiment (adapted from [52])

One of the most interesting examples of tracing electronic dynamics driven by a conical

intersection between two cationic states was reported for CO2 molecules ionized by a train

of harmonic pulses [52]. There, as illustrated in Fig. 5.1, the removal of an electron from

the HOMO-2 orbital by an XUV pulse resulted in populating a cationic B2Σ+
u state (see

also Fig. 5.2). This state and a lower A2Πu state form a conical intersection because of their

“bilinear” vibronic coupling, driven by the bending and asymmetric stretch vibrations of

the initially linear molecule [94]. Since these states are of different symmetries, the conical

intersection can mediate the transfer of electron hole population between the σu symmetry

of the B2Σ+
u state and the πu symmetry of the A2Πu. While both of these states are bound,

a time-delayed NIR pulse can probe their population by coupling to a higher-lying state

and dissociating the molecule. The most efficient dissociation processes, driven by one NIR

photon, proceed via a predissociative C2Σ+
g state [95,96]. Since the B2Σ+

u is more efficiently

coupled to the C2Σ+
g state (see Fig. 5.2 and Ref. [52]), the yield of CO+ ions resulting from

the NIR-induced dissociation via C2Σ+
g was exploited to monitor the B2Σ+

u population as a

function of time after the XUV photoabsorption. The measured CO+ signal displayed an

oscillation reflecting the periodic change of the hole density between σ and π character.
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Figure 5.2: Binding energy and orbital shape of HOMO, HOMO-1, HOMO-2, and HOMO-
3 orbitals of the CO2 molecule (left panel) and corresponding potential energy curves of CO+

2

excited states (right panel). (Adapted from [95])

In the CO2 experiment described in Ref. [52] as well as in the other experiments, where

the dynamics of interest are triggered by a short XUV pulse, the latter almost always

populates many molecular states. Besides the broad bandwidth of the pulse, for ionizing

transitions an emitted electron can take different amounts of excess energy, thus effectively

populating all the ionic states which are energetically accessible. In [52] the dominance of the

initial population in a specific state (B2Σ+
u ) was achieved by a combination of partial cross

section and the choice of the spectral range. However, the role of the other electronic states,

which are necessarily populated by the train of harmonics used, and their contributions to

different dissociation pathways of the created cation cannot be inferred from the experiments

relying only on measuring the yields of ionic fragments.

In this Chapter, we describe an experiment aimed to shed light on the role of individual

electronic states in the dynamics of the XUV-ionized CO2 molecule using an electron-ion

coincidence technique combined with the XUV-NIR pump-probe scheme. Due to its small

size and well-known structure, a CO2 (carbon dioxide) molecule represents an attractive

target for studying molecular dynamics upon photoionization beyond diatomic systems.

Accordingly, besides Ref. [52] mentioned above, CO2 was a target on several recent pump-

probe experiments studying the dynamics of its cationic or dicationic states using XUV
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Figure 5.3: Potential energy curves of CO+
2 (adapted from [96]). Vertical arrows depict

the photon energies of H13 and H15. Thus, electrons can be removed from HOMO-3 by H13
or H15 resulting in dissociation of the monocation by coupling between the predissociative
C2Σ+

g state and either a4Σ−g or b4Πu states.

[83,97] and optical laser [81,82,98,99] pulses. Furthermore, laser-induced dynamics in CO+
2

served as a popular test ground for molecular HHG spectroscopy [100,101,102,103]. Finally,

there is an extensive literature on single-pulse experiments characterizing the CO2 response

to XUV photoabsorption from synchrotron [78,79,96,104,105] and HHG [106] sources.

For most of the experiments described in this chapter, a Sn filter was used to restrict

the XUV spectrum, which then mainly consists of 13th and 15th harmonics (see Fig. 3.3c).

The phase-matching condition was further optimized to enhance the ratio between the 13th

and 15th harmonic contributions, such that the dominant part of the resulting spectrum is

centered at ∼ 20.4− 20.6 eV , with a smaller but non-negligible remaining contribution of

the 15th harmonic ∼ 3.1 eV higher in energy. The structure and energies of several low-

lying electronic states of CO+
2 relevant for this energy range are illustrated in Fig. 5.2 and

5.3. The three lowest ionic states of the CO2 molecule, denoted as X2Πg, A2Πu, and B2Σ+
u ,

are bound since only very high vibrational levels of those states lie above the dissociation
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limit. The lowest energies associated with these three electronic states are 13.8 eV, 17.3

eV, and 18.1 eV, respectively. In a Koopmans-type picture [107] these excited states of the

created cation can be associated with the removal of an electron from the HOMO, HOMO-1,

and HOMO-2 orbitals of a neutral CO2 molecule, as sketched in Fig. 5.2 [95]. The first

state with its low-lying vibrational levels above the dissociation limit is the C2Σ+
g (19.4

eV), which corresponds to an electron removal from the HOMO-3 orbital. This state is a

predissociative state and is known to fully dissociate on a nanosecond time scale, with the

lowest limit for dissociation time above 1.2 ps [96]. The energy of the ground vibrational

state of C2Σ+
g is only above one dissociation limit, leading to dissociation of CO+

2 molecular

ions into CO + O+. Therefore, the transitions ending up in a ground vibrational level of

the C state produce only O+ ionic fragments. In higher vibrational states, dissociation to

CO+ + O becomes energetically accessible.

A more detailed sketch of cationic potential curves responsible for CO+
2 dissociation is

shown in Fig. 5.3 as a function of one C-O distance, while the other C-O distance and the

O-C-O angle are kept fixed. Specific mechanisms leading to the dissociation of the C2Σ+
g

state proceed through internal couplings to some of the repulsive states sketched in this

figure and have been discussed in [96,108,109,110,111]. In brief, the higher vibrational levels

of the C2Σ+
g state predominantly decay through the efficient spin-orbit coupling with the

b4Πu state:

CO+
2 (C2Σ+

g )
pred.−−−→ CO+

2 (b4Π+
u ) −→ CO+(X2Σ+) +O (5.1)

resulting in CO+ ion formation, whereas the ground vibrational state of C2Σ+
g decays via

the pathway:

CO+
2 (C2Σ+

g )
pred.−−−→ CO+

2 (a4Σ−g ) −→ CO +O+(4Su) (5.2)

producing O+ ionic fragments [95,96]. According to Ref. [96], the latter pathway includes
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Vibrational state Energy O+(4S) + CO(X1Σ+) O(3P ) + CO+(X2Σ+)

Threshold 19.07eV 1 0
Autoionization Ry state 19.15eV 1 0

(0 0 0) 19.39eV 1 0
(0 1 0) 19.47eV 0.88 0.12
(0 2 0) 19.54eV 0.35 0.65
(1 0 0) 19.56eV 0.22 0.78
(0 1 1) 19.76eV 0.18 0.82

Table 5.1: Dissociation ratio for some vibrational levels of the predissociative C2Σ+
g state

[adapted from 96]

an intermediate step driven by the vibronic coupling between the C2Σ+
g and A2Πu states,

followed by the spin-orbit coupling of the latter to a4Σ−g , since the spin–orbit integral for di-

rect coupling between the C2Σ+
g and a4Σ−g states gives no contribution to ∆ms = 1. Energy

thresholds for different vibrational levels of the C2Σ+
g state and the corresponding branching

ratios for O+ or CO+ ion production are given in Table 5.1. As can be seen from this table,

the dissociation of the cation can also occur slightly below the threshold C2Σ+
g state. There,

high-lying vibrational levels of A2Πu, and B2Σ+
u can be populated, resulting in the disso-

ciation towards the CO + O+(4Su) limit, e.g., due to relatively strong spin–orbit coupling

between the A2Πu and a4Σ−g states [96]. Specific energy values for relevant vibrational lev-

els of A2Πu and B2Σ+
u states along with relative intensities of corresponding photo-induced

transitions from the ground state of neutral CO2 molecule are given in Tables A.1 and A.2

of Appendix A.

In the XUV-NIR pump-probe experiment, the predissociative C2Σ+
g state can be either

directly populated by a single XUV photon absorption from the neutral ground state or by

coupling XUV-populated bound cationic states to the C2Σ+
g state by the NIR probe pulse.

At the NIR intensity chosen for the experiments described in this Chapter (≤ 1013W/cm2),

the transitions from the ground cationic state (X2Πg), which require the absorption of at

least three NIR photons (four photons for the low-lying vibrational states that are most

likely populated by the photoionization), do not provide any distinguishable contribution
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to the dissociation signal. The NIR pulse alone also does not produce any O+ or CO+ ions

distinguishable from the background level. Under these conditions, the two-color contribu-

tion to the O+ and CO+ ion signals is dominated by one-photon NIR transitions from the

XUV-populated A2Πu and B2Σ+
u to C2Σ+

g (see Fig. 5.4). Since the fraction of the direct

C2Σ+
g state population at the photon energies between 20 and 21 eV, which dominate our

XUV spectrum, is below 5 percent of the total photoionization cross section, whereas the

population of each of the A2Πu, and B2Σ+
u states is above 30 percent [112], such a two-color

signal can be a dominant pathway for specific dissociation channels, providing efficient ob-

servables for studying dynamics in the cationic states. Partial ionization cross sections for

the photoionization into the four lowest CO+
2 states in a relevant energy range can be found

in Table A.4 of Appendix A. Since the energy required to populate the ground vibrational

level of the B2Σ+
u is 18.07 eV, the absorption of an additional NIR photon from this state

always ends up in one of the higher states of C2Σ+
g , leading to CO+ ion production (see

Table 5.1). In contrast, the two lowest vibrational levels of the A2Πu state (below ∼17.5

eV) are more than one NIR photon energy below the dissociation threshold. The following

few vibrational states (up to 17.9 eV) can be efficiently coupled only to the ground vibra-

tional level of C2Σ+
g , mainly resulting in O+ fragments. While the ionization to the B2Σ+

u is

dominated by the transition to its ground vibrational level, for the A2Πu state, whose equi-

librium C-O distance is shifted to somewhat higher values compared to the ground states

of the ion and the neutral (which are very similar), the most intense transition from the

neutral is (0,0,0)1Σ+ −→ (1,0,0) 2Π3/2, where (ν1, ν2, ν3) represents symmetric stretching,

bending, and asymmetric stretching respectively (see Table A.1 in Appendix A) [Ref. 104].

5.2 XUV-only measurements

Figure 5.4 displays “XUV-only” ion time-of-flight spectra obtained using a train of har-

monics (H13 through H27, panel a) selected by the Al filter, and by H13 and H15 (panel
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b) selected by the Sn filter (see Fig. 3.3a and b, respectively, for the XUV spectra used).

The data in Fig. 5.4a stem from the same experiments as the results on double ionization

discussed in Section 4.6. The energetic thresholds for observing CO+
2 , O+, CO+, C+ and

CO2+
2 ions are 13.8eV, 19.07eV, 19.46eV, 25eV, and 37.33eV respectively [96]. Correspond-

ingly, while all five of these ionic fragments are present in Fig. 5.4a, only CO+
2 , O+, and

CO+ fragments can be observed in Fig. 5.4b. The branching ratios are 0.943± 005 (CO+
2 ),

0.044 ± 0.0006 (O+), and 0.013 ± 0.0003 (CO+). The total fraction of the ions resulting

from CO2 dissociation in Fig. 5.4b constitutes 0.057± 0.0009, which is in reasonable agree-

ment with the expectations for the partial cross section of the ionization to the C2Σ+
g state

(0.04 at 21 eV and 0.07 at 24 eV [112], see Table A.4 in Appendix A). For comparison,

the total fraction of the dissociating fragments in Fig. 5.4a (harmonic train) is much larger

(0.345 ± 0.002), with the fraction of CO+ ions increasing to 0.123 ± 0.0006, i.e., nearly an

order of magnitude greater compared to H13 and H15 only. Thus, even though the CO+

signal obtained with the train of harmonics in a pump-probe experiment does exhibit a

clear enhancement in the presence of the NIR probe pulse, as was shown in Section 4.6 (see

Fig. 4.13b), one can expect a much higher pump-probe contrast with the narrower XUV

spectrum, such that the XUV-only contribution to the dissociation channel is limited and

well understood. From now on, in this chapter, we will mainly focus on the experiments

employing H13 and H15, corresponding to the conditions for Fig. 5.4b.

In order to confirm the contributions of individual cationic states to the ionization and

dissociation of CO2, and to identify corresponding electron emission patterns, in this sec-

tion we analyze the VMI images of the photoelectrons detected in coincidence with ionic

fragments shown in Fig. 5.4b. Since the photoionization of the CO2 molecule has been ex-

tensively studied before, partial cross sections and asymmetry parameters for its four lowest

cationic states (which we will be referring to simply as X, A, B, and C) are known, and a good

agreement between experimental and theoretical values has been achieved [106,112,113].

Using these values, the differential photoionization cross section can be calculated using
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Figure 5.4: Ion time of flight spectra from CO2 molecule ionized by: a) a train of harmon-
ics, b) H13-15.

equation 2.20. The simulated differential cross sections for the X, A, B, and C states of

CO+
2 at 20.7 eV, the central photon energy of our H13, are plotted in Fig. 5.5. The angular

distribution of the photoelectrons emitted from the ground X state is roughly isotropic.

The photoelectrons from the A state are ejected in both parallel and perpendicular direc-

tions, with a slight preference for the former. The photoelectrons from the B state are

more likely to be ejected in a direction perpendicular to the light polarization, whereas the

angular distribution of the C state photoelectrons is strongly peaked parallel to the light

polarization.

The VMI images of the photoelectrons detected in coincidence with O+ and CO+ ions

are shown in Fig. 5.6a and 5.6c, respectively. According to the discussion in the previous
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Figure 5.5: The differential cross section for the first four electronic states of CO+
2 , plotted

for an XUV photon energy of 20.7eV. The red arrow shows the light polarization direction.

section, we expect that both of these ionic species result from the C state population. The

electron emission patterns in Fig. 5.6a and 5.6c, which are both peaked along the XUV

polarization direction, are consistent with this assignment. In order to make a more specific

comparison with the expected emission pattern, the corresponding photoelectron images are

simulated based on equation 2.20 [114]. For linearly polarized light with the polarization

along the y direction and propagating along the x direction, the probability of electron

ejection in a given direction with respect to the polarization with energy e1 is given by:

dσ =
∑
i,j

[σhνj
√

2π∗exp((hνj − Ei − e1)2

−2(σhνj)
2

)∗d(hνj)]∗[
σi
4π

[1+βiP2(sin(θ)sin(φ))]∗[sin(θ)dθdφ]]

(5.3)

here the summation i is over all occupied final vibrational states of a chosen electronic

state, and the summation j is over all harmonic orders (here only harmonics 13 and 15

corresponding to hν13 and hν15). Ei is the energy of the final state, σi is its partial cross

section, θ and φ denote the polar and azimuthal angles, respectively. σhν reflects the width of

the photon spectrum and is calculated by fitting the H13 and H15 photon energy distribution
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Figure 5.6: Upper row: experimental (a) and simulated (b) photoelectron images measured
in coincidence with O+. Lower row: experimental (c) and simulated (d) photoelectron images
measured in coincidence with CO+.

with a Gaussian function.

We use equation 5.3 to simulate the measured photoelectron images and corresponding

kinetic energy distribution. While the simulation’s output allows one to plot any differential

observable describing the photoelectron emission, the experimental data in Fig. 5.6a and

5.6c are presented as non-inverted VMI images scaled in atomic units of momentum. As

discussed in section 3.2.1, for low-statistics photoelectron images, appropriate VMI inver-

sion is often not feasible. Correspondingly, we have chosen not to apply the inversion for

any experimental data presented in this chapter. Instead, for comparison of the experi-

mental results with modeling, we directly simulate the observables that correspond to the
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Figure 5.7: Photoelectron energy spectra. a) the experimental data for CO+, b) experi-
mental data for O+, c) simulation for CO+, and d) simulation for O+.

chosen data representation. For VMI images like those shown Fig. 5.6 (and throughout this

section), 3D photoelectron momentum distributions calculated based on equation 5.3 are

projected onto a detector plane to produce 2D distributions that can be directly compared

to the experimental results. The photoelectron energy spectra presented in this and the

following chapter are, in fact, re-scaled squared radial distributions obtained from the raw

VMI images and calibrated in energy.

The images simulated according to the procedure described above for photoelectron

emission from the CO+
2 C state are shown in Fig. 5.6 for the conditions expected to result

in O+ (b) and CO+ (d) production. For both cases, the simulation is based on the energies

of individual vibrational levels of the C state and the corresponding branching ratios for

O+ + CO and O + CO+ dissociation channels given in Table 5.1. A noticeable difference
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between the CO+ and O+ photoelectron images can be observed in both experimental data

and simulations. The electron emission patterns corresponding to O+ ions are more intense.

They appear somewhat broader, reflecting a more significant probability for this channel and

larger access energy due to the lower vibrational states involved (see table 5.1). To quantify

this difference, the photoelectron kinetic energy distributions obtained from the measured

and simulated images of Fig. 5.6 are plotted in Fig. 5.7. A small but noticeable shift of

the energy spectra towards lower values can be seen for the electrons corresponding to CO+

production (panels a, c) as compared to O+ (panels b, d), confirming that the CO+ ions

indeed result from the dissociation of higher vibrational levels of the C state. The simulated

patterns qualitatively resemble the experimental data, with the main difference being the

higher fraction of the events from H15 (peaks around 4 eV) in the theoretical plots. This

most likely reflects the fact that the content of H15 in the experiment was reduced compared

to the values assumed in the simulation.

The available excess photon energy can be shared between the photoelectron and the

nuclei. Although under conditions of this experiment, little quantitative information can be

obtained for very low-energy ions resulting from cationic dissociation, the ion VMI images

can still be used for filtering the electron data. This is illustrated in Fig. 5.8, where the

photoelectrons detected in coincidence with CO+ ions are sorted according to the measured

ion momenta. Selecting the ions with small but non-zero momenta (Fig. 5.8a) results in

electron momentum and energy distributions peaked at very small values (Fig. 5.8b and

5.8c). In contrast, for ions with nearly zero momenta in the center of the VMI image

(Fig. 5.8d), the electron emission pattern (Fig. 5.8e) and energy distribution (Fig. 5.8f)

become very similar to the corresponding simulation results shown in Fig. 5.6d and 5.7c,

respectively, obtained under the assumption that the photoelectron takes the whole excess

energy. For a given electronic state, the situation when the noticeable fraction of the energy

is carried by the ion (and by the neutral dissociation partner) reflects the population of

higher-lying vibrational states, with a larger energy gap to the dissociation limit. This is
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Figure 5.8: Photoelectron images and energy spectra in coincidence with CO+ correspond-
ing to two different conditions on the ion momenta. a) Ion VMI image for ions with relatively
high momenta (or energy). b), c) Photoelectron image and energy spectrum corresponding
to the high-energy ions shown in a). d) VMI image for ions with low momenta (or energy).
e), f) Photoelectron image and energy spectrum corresponding to the low-energy ions shown
in d).
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consistent with the absence of the corresponding low-energy feature for the photoelectrons

detected in coincidence with O+ ions (Fig. 5.8a), since all the higher vibrational levels of

the CO+
2 C state predominantly dissociate via the CO+ + O pathway (see Table 5.1).

Fig. 5.9 shows the VMI image (a) and the kinetic energy distribution (b) of the photo-

electrons detected in coincidence with CO+
2 parent ions. Compared to the electrons resulting

from dissociation channels discussed above, the CO+
2 photoelectrons are more energetic and

exhibit a noticeable enhancement in the direction perpendicular to the light polarization.

Since the C state of CO+
2 is predissociative, it is not expected to contribute to the CO+

2 pho-

toelectron emission pattern, which then contains the photoelectrons from the three lower,

bound CO+
2 states (X, A and B). In order to visualize the expected contributions from each

of these states, their simulated photoelectron images are plotted in 5.9d (B state), 5.9e (A

state), and 5.9f (X state), whereas the sum of all these images weighted with the correspond-

ing partial cross sections is plotted in Fig. 5.9c. The image resembles the experimental data

reasonably well. From the analysis of the individual contributions in Fig. 5.9d-f, one can

see that, in accordance with the negative asymmetry parameter value, the electrons emitted

perpendicular to the polarization direction dominate the emission pattern for the B state

(Fig. 5.9d). Thus, the B state is responsible for the enhancement along the x-axis observed

in the measured and simulated electron patterns for all CO+
2 electrons shown in Fig. 5.9a

and 5.9c. The energy distributions obtained from the calculated images in Fig. 5.9c-f are

shown in Fig. 5.9. Each spectrum for individual electronic states (Fig. 5.9b-d) contains

pronounced peaks reflecting the photoelectrons from H13 and H15. The energy distribution

integrated over all three contributing electronic states, which is shown in Fig. 5.9a, is in

reasonable agreement with the corresponding experimental spectrum shown in Fig. 5.9b.
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Figure 5.9: a), b) Experimentally recorded photoelectron image and energy spectrum in
coincidence with CO+

2 . c) Simulated photoelectron image for CO+
2 (summed over all con-

tributing states). d), e) and f): simulated individual photoelectron images for the B state,
A state and X state of CO+

2 , respectively.
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Figure 5.10: a) Simulated photoelectron energy spectrum for CO+
2 summed over all con-

tributing states. b), c) and d): simulated individual photoelectron energy spectra for the B
state, A state and X state of CO+

2 , respectively.

5.3 Probing the dynamics of CO+
2 cationic states in an

XUV-pump NIR-probe experiment

This section describes the results of a pump-probe experiment, where the dynamics of CO+
2

cationic states prepared by the XUV photoionization of a neutral CO2 molecule are mapped

by dissociating the ion with a NIR pulse arriving at varying time delays. The NIR beam

is linearly polarized in the direction parallel to the XUV polarization. As in the previous

section, the Sn filter is used to select only harmonics 13 and 15 (H13 and H15) from the

harmonic train, and the phase-matching conditions are set such that the H13 contribution

is considerably stronger than H15. The NIR intensity is set to 7 ∗ 1012W/cm2, such that no

dissociative ionization signal (i.e., no O+ or CO+ ions) can be observed with the NIR pulse

alone. Although this does result in multiphoton ionization producing CO+
2 ions, the count
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rate of the ionization signal due to NIR pulses is at least an order of magnitude lower than

for the XUV pulse, indicating that ionization can happen only at the peak NIR intensity

reached in a small central region of the focal volume.

We mainly monitor the dynamics by tracing the delay-dependent yields of the ionic dis-

sociation products, CO+ and O+, and analyzing the emission pattern of the photoelectrons

detected in coincidence with these ions. The basic underlying assumption for this analysis

is that all the pathways we focus on here result from the electron emission induced by the

absorption of the XUV photon, and that the NIR probe pulse does not significantly disturb

the energy of the emitted electron and its measured emission angle with respect to the light

polarization direction. While not strictly true, this appears to be a reasonable assumption

at the chosen moderate NIR intensity. The ponderomotive potential of such a NIR field

is ∼ 0.42 eV, such that ponderomotive effects can at most broaden the electron energy

distribution by this value. The absorption of an additional NIR photon can result in pho-

toelectron sidebands, as discussed in section 4.2. However, since the channels we consider

here require the absorption of at least one NIR photon to couple different ionic states, the

simultaneous sideband appearance would mean at least a second-order process, which, at

the chosen intensity, can provide only a minor contribution compared to the main two-color

channels. Correspondingly, we use specific regions in the energy and angular distributions

of the photoelectrons detected in coincidence with the specific ions to link these events to

the population of a specific cationic state by the XUV pulse and to plot the dependence of

the corresponding channels as a function of XUV-NIR delay.

5.3.1 CO+
2 results

Although the main specific objective of this pump-probe experiment is to trace the evolution

of the cationic states by observing the products of dissociation, we start with the measured

parent ion signal, which we use as a reference. Fig. 5.11 depicts the measured yield of

CO+
2 ions as a function of XUV-NIR delay. The yield curve is nearly flat (on a level of

93



Figure 5.11: The CO+
2 ion yield as function of XUV-NIR delay. Inset shows the region of

small delays strongly zoomed-in along the vertical axis.

< 2 percent). However, from the inset, which shows the region of small delays strongly

zoomed-in along the vertical axis, there is a small but noticeable reduction of CO+
2 signal

at small positive delays, which partially recovers at larger delay values. This reduction is

due to the depletion of the cationic target resulting from the dissociation of the CO+
2 ions

by the NIR probe pulse, which will be discussed in detail below.

The VMI image of all photoelectrons detected in coincidence with the CO+
2 ions is plotted

in Fig. 5.12. The data shown in this figure are integrated over the whole delay range of

Fig. 5.11. The most obvious difference compared to a similar image obtained without the

NIR probe pulse (Fig. 5.9a) is the appearance of the ATI features in the middle part of

the image, which is more pronounced along the polarization direction. These structures

result from CO2 ionization by the NIR pulse. In order to explore the delay dependence of

the processes leading to CO+
2 ion formation, we analyze different regions of this pattern by

plotting the portions of the corresponding photoelectron spectra as a function of XUV-NIR

delay in Fig. 5.13 (electron energies from 2.1 to 4 eV) and Fig. 5.14 (4 -7.4 eV). In the

left panels of both figures, (a) corresponds to the electrons detected within ±30o angle with

94



Figure 5.12: The CO+
2 photoelectron image integrated over all delays plotted in log scale

respect to the polarization direction (vertical in all photoelectron images in this chapter),

and (b) the electrons within ±30o angle with respect to the direction perpendicular to

polarization and parallel to the light propagation direction (horizontal in all photoelectron

images here). Throughout the rest of this chapter, these two angular regions will be referred

to as “parallel” and “perpendicular” to the polarization direction, respectively. The right

columns in both Fig. 5.13 and 5.14 show the delay-dependent yield of all electrons included

in shaded rectangular areas marked on the left. In both rows of Fig. 5.13, the photoelectron

spectrum shows a small but noticeable decrease of the signal between 2 and 4 eV at small

delays, which is more pronounced and shifted to somewhat later times for the perpendicular

emission direction. As can be seen by comparison with Fig. 5.10, this is the energy range

where the XUV pulse populates A and B states of the CO+
2 cation, and the reduction of the

signal at positive delays in Fig. 5.13 reflects the NIR depletion of these states. In contrast,

in Fig. 5.14a (electrons emitted parallel to the light polarization), a clear maximum in the

photoelectron yield at zero delay can be observed in the lower part of the energy range shown

in this figure (4.2 – 5.4 eV), whereas no clear effect can be observed for the electrons emitted

in the perpendicular direction (Fig. 5.14b). This feature reflects the sideband effect, with the
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Figure 5.13: Left: photoelectron energy spectrum vs delay for electrons emitted in a (a)
parallel and (b) perpendicular direction with respect to the XUV and NIR polarization. Right
panels are the 1D projections of the electron yield vs delay in the energy range of 2.3eV to
3.7eV (marked as rectangular shaded areas on the left).

peak in Fig. 5.14a arising mainly from sideband 14 of the electrons corresponding to the A

state of CO+
2 (with the main line from H13 centered at 3.3 eV), with some contribution from

sideband 12 from the X state electrons. The width of the XUV-NIR cross-correlation signal

obtained from the sideband peak in Fig. 5.14 is 51± 5 fs. This is somewhat larger than the

values obtained for sidebands in Sections 4.2-4.4, most likely because of the phase-matching

conditions used to optimize H13 content.

The enhancement at certain photoelectron energies due to sidebands should be accom-

panied by a corresponding reduction of the main XUV line. Although we do observe a

decrease of a signal between 2 and 4 eV (see Fig. 5.13), which, for the direction parallel to

polarization, can be partly caused by sidebands, the primary source of this depletion cannot

be a sideband effect. First, sidebands do not change the overall ionization yield, which can

be observed in Fig. 5.11. Second, an even stronger reduction of the signal in Fig. 5.13 is

observed for the perpendicular direction, where sidebands do not play a role.
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Figure 5.14: Left: photoelectron energy spectrum vs. delay for electrons emitted in (a)
parallel and (b) perpendicular direction. Right panels are the 1D projections of the electron
yield vs delay in energy range of 4.2eV to 5.4eV (marked as rectangular shaded areas on the
left).

5.3.2 CO+ results

In this section, we focus on the pump-probe effects resulting in CO+ ion production. We

start the analysis of this channel by considering the CO+ yield measured as a function of

XUV – NIR delay shown in Fig. 5.15a. Three distinct delay-dependent features can be

observed in this graph: 1) a sharp increase of the measured CO+ signal around zero delay;

2) a slower decrease of the signal at larger positive delays (throughout the scanned delay

range up to 520 fs; (3) a pronounced oscillation of the CO+ ion yield on top of the decaying

curve. In order to visualize the latter feature, in Fig. 5.15b, the delay-dependent CO+ yield

is shown after filtering out a non-oscillating decay component. A clear oscillation with a

period of 117± 10 fs can be observed.

Despite a noticeably different XUV spectrum used in this work, the results shown in

Fig. 5.15 are very similar to the time evolution of the CO+ ion signal observed in the

earlier work of Timmers et al. [52]. There, the sharp rise of the CO+ yield was attributed
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Figure 5.15: a) CO+ ion yield as function of XUV-NIR delay. b) Oscillatory part of CO+

signal extracted by filtering out the non-oscillating decay component.

to the contribution from the B-state of the CO+ cation, which was populated by the XUV

ionization of the neutral molecule and dissociated by the subsequent NIR pulse. As discussed

in Section 5.1, the B and A states of CO+
2 form a conical intersection relatively close to the

equilibrium distance of neutral CO2. The B state population is periodically transferred to

the A state, driven by strong vibronic coupling between these two states. Since the B state

can be more efficiently coupled to the higher vibrational states of the predissociative CO+
2

C state, which results in CO+ ion formation, the corresponding signal exhibits a periodic

oscillation with the minima corresponding to the population transferred to the A state.

Finally, a decrease of the CO+ ion yield, observed in Fig. 5.15 as well as in Ref. [52], was

explained as a signature of rotational dynamics of the cation. Since the ground state of the

CO2 molecule is X1Σ+
g , the ionization of its HOMO-2 or HOMO-3 orbitals leading to the

formation of the cationic B2Σ+
u or C2Σ+

g states (see Fig. 5.1)is more likely for the molecules

aligned parallel to the XUV polarization, thus inducing the so-called “geometric alignment”

of the cationic molecular ensemble. The coupling between the cationic B and C states with

one NIR photon also strongly favors the molecules aligned parallel to the NIR polarization
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(here the same as the XUV). Right after the XUV pulse, the NIR probe interacts with the

aligned ensemble of molecular ions, and the probability of coupling the ions in the B state

to the predissociative C state is large. However, since the molecular ensemble is prepared

in a broad range of rotational levels, after the initial “geometric” alignment by the ionizing

XUV pulse, the molecules will incoherently rotate out of alignment, leading to a decrease

of the signal in Fig. 5.15.

Although the delay-dependent CO+ yield presented here, as well as the same observ-

able measured in Ref. [52], is consistent with the picture of rotational dynamics discussed

above (which was also quantitatively simulated in [52]), the decrease of a signal alone, even

combined with the observed oscillation, cannot be treated as unique evidence of the initial

population of the cationic B-state. For example, the ionization from the HOMO-1 orbital of

neutral CO2, associated with the transition to the A2Πu state of CO+
2 , favors the molecules

aligned perpendicular to the XUV polarization. This orientation then matches well with

the symmetry of the NIR-induced transition between the A2Πu and C2Σ+
g states of CO+

2 ,

which is also a perpendicular transition. This scenario would also cause the initial rise of

the CO+ signal and its subsequent decrease because of the loss of alignment with time.

In order to explore in more detail which states contribute to the time evolution of the

CO+ ion signal observed in Fig. 5.15, we analyze the emission patterns of the photoelectrons

detected in coincidence with these ions. In Fig. 5.16, the VMI images of the photoelectrons

coincident with CO+ ions are presented for three different XUV-NIR delays marked on

the ion yield curve. In panel (a), the NIR pulse precedes the XUV (negative delays); (b)

corresponds to the maximum of the CO+ signal, where the two pulses still overlap (0-

100 fs); and in (c) the NIR pulse arrives ∼ 500 fs after the XUV. Since the NIR pulse

alone does not cause any dissociative ionization, the CO+ ions observed at negative delays

originate from the direct population of the predissociative C state of CO+
2 by the XUV

pulse. Correspondingly, the photoelectron emission pattern in Fig. 5.16a closely resembles

the image obtained with XUV-only (5.6c), with most of the electrons emitted along the
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Figure 5.16: Photoelectron images in coincidence with CO+ for three different delay steps

polarization direction. In contrast, in Fig. 5.16bc, a clear photoelectron contribution in the

perpendicular direction (along the x-axis) appears in the images, resembling the simulation

for the electrons resulting from the B state (see Fig. 5.9d). In Fig. 5.17 (a) and (b), the

angular distributions extracted from the images in Fig. 5.16a (NIR before the XUV) and

Fig. 5.16b (NIR right after XUV) are plotted as a function of the hit position on the detector

and compared with the simulations for the C state photoelectrons (a) and the mixture of

B and C states (b). The simulations reproduce the main features of the experimental data

reasonably well, except for the intense spot in the center of the detector, corresponding to

low-energy electrons. As was shown in Fig. 5.8, those primarily result from the events where

a significant fraction of the excess photon energy is taken by the ion, whereas the simulation
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Figure 5.17: a) Left panel: the measured angular distribution of photoelectrons for NIR
arriving before XUV. Right panel: the simulated angular distribution of photoelectrons for
the C state. b) Left panel: the measured angular distribution of photoelectrons for NIR
arriving slightly after XUV. Right panel: the simulated angular distribution of photoelectrons
from simulation combining the C state and 10 % contribution from the B state. All angular
distributions are shown as a function of an electron hit position on the detector. c) Measured
(left) and simulated (right) photoelectron images corresponding to the angular distributions
in b).
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assumes that all the excess energy is given to the electron.

While the dominant contributions in the experimental images shown in Fig. 5.16-5.17

seem to match our expectations for the XUV-only population of the predissociative C state

and the population of the B state with subsequent coupling to the C state by one NIR

photon, based on these images, we cannot exclude potential contributions from the A state.

Since the lowest vibrational level of the C state that can result in CO+ production is at

19.47 eV with respect to the ground state of the neutral molecule, the lowest few vibrational

levels of the A state (below 17.9 eV) cannot be dissociated into the CO+ + O channel with

one NIR photon. Nevertheless, as can be seen from table A.1 in Appendix 1, a few higher-

lying vibrational levels of the A state can also be populated, potentially contributing to the

pump-probe enhancement observed in Fig. 5.15.

Fig. 5.18a displays the energy distributions of the photoelectrons detected in coincidence

with CO+ ions as a function of XUV-NIR delay. The enhanced signal at positive delays

is dominated by a broad structure below 3 eV, with the low-energy part of this feature

more visible at large delays (beyond 300 fs). Horizontal black lines mark the energy value

of the electron emitted from the ground vibrational levels of the A and B state of CO+
2 at

the central energy of H13. However, as discussed above, the A state contribution to the

CO+ signal would be restricted to higher vibrational levels, which yields a practical energy

threshold very close to the value expected for the electrons from the ground vibrational level

of the C state (∼2.5 eV, lower line in Fig. 5.18a). The angular distributions of the electrons

corresponding to the A, B, and C cationic states are rather different (see Fig. 5.5). In order

to disentangle the contributions from different states to the total pump-probe signal we plot

the same electron energy distribution, in panels (b) and (c) of Fig. 5.18, as in panel (a), but

for the electrons emitted perpendicular (b) or parallel (c) to the polarization direction of both

pulses. As defined in Section 5.3, “parallel” or “perpendicular” emission corresponds to the

angular range of ±30o with respect to the corresponding direction. Comparing these graphs,

one can see that while the oscillatory structure is dominated by the events corresponding to
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Figure 5.18: CO+ photoelectron energy vs delay: a) Integrated over all angles, b) perpen-
dicular direction, c) parallel direction
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Figure 5.19: CO+ photoelectron yield vs. delay for energies below 2.7 eV: a) parallel
direction, b) perpendicular direction. Shaded areas are NIR before, overlap, and NIR after
regions used to produce the photoelectron spectra in the next figure.

the electrons emitted in the perpendicular direction, with energies around 2.3 eV, the signal

at lower energies is mostly due to events where the electrons are emitted parallel to the light

polarization. In order to quantify it further, in Fig. 5.19, the yield of the electrons emitted

in parallel (a) and perpendicular (b) directions with energies below 2.7 eV (close to the

upper limit expected for B state electrons) is plotted as a function of the delay. While the

signal for the parallel direction is stronger at negative delays, the situation reverses when the

NIR pulse arrives just after the XUV. The signal for the perpendicular direction grows to a

larger value at small positive delays but then exhibits a sharper decrease, becoming again

smaller than the yield for the parallel direction after 400 fs. The signal for the perpendicular

electron emission in Fig. 5.19b also manifests much cleaner oscillatory structure, which is

hardy visible for the parallel direction (Fig. 5.19a).

The observed behavior can be rationalized considering the electron angular distributions

expected for different cationic states (see Fig. 5.5, 5.6, and 5.9). At negative delays, where

the NIR pulse arrives first, the CO+ signal is dominated by the direct XUV photoionization
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to the predissociative C state, for which the electrons are mostly emitted along the polar-

ization direction. At positive delays, the XUV-populated B state starts to contribute to the

signal by coupling to the C state with a single NIR photon. Since the B-state electrons are

preferentially emitted in the perpendicular direction, the corresponding signal dominates

the total yield at small positive delays and results in a pronounced oscillation due to the

vibronic coupling population transfer to the A state discussed above. However, since this

channel requires the molecular ions to be aligned with the NIR polarization, the corre-

sponding contribution to the signal decays rather fast due to largely decoherent rotational

motion. As can be seen from Fig. 5.5, the B state also has a non-negligible fraction of

electrons emitted in the direction parallel to the polarization. These events contribute to

the corresponding CO+ ion yield plotted in Fig. 5.19a, and are likely responsible for the

remaining oscillatory signal observed in that graph. However, from the delay-dependent

electron energy distribution graph presented in Fig. 5.18c, it is clear that the signal for the

parallel direction is dominated by electrons with energies between 1 and 1.5 eV, significantly

smaller than what is expected for the B state. This band is also responsible for the slower

decay of the CO+ signal for the parallel direction observed in Fig. 5.19a.

In order to further inspect formation mechanisms of the delay-dependent CO+ signal, in

Fig. 5.20, the electron energy distributions for three different delay regions marked in Fig.

5.19 are plotted for parallel (a) and perpendicular (b) emission directions. Panels (c) and

(d) of Fig. 5.20 show the difference between the signal measured when both pulses nearly

overlap (blue curves in (a,b), corresponding to the maximum of the signal in Fig. 5.19), and

when the NIR pulse precedes the XUV (red curves in (a,b), negative delays in Fig. 5.19),

plotted for parallel and perpendicular electron emission, respectively. As expected, in the

perpendicular direction, the signal is dominated by the contribution from the B state. The

electron energy distribution simulated to match the actual experimental conditions assuming

the population of the ground vibrational level of the B state is shown in Fig. 5.20e and 5.20f

for parallel and perpendicular directions, respectively. The simulation for the perpendicular
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Figure 5.20: The photoelectron energy spectra in coincidence with CO+ for parallel (left
panels) and perpendicular (right panels) directions. Panels a) and b) show the energy spectra
at three delays marked in Fig. 5.19a. Panels c) and d) show the difference between the
spectra obtained in the overlap region and for the NIR arriving before the XUV. Panels e)
and f) show the simulated spectra for the B state in the parallel (e) and perpendicular (f)
direction. Panel g) is the same as c), but with the expected contributions from the individual
vibrational levels of the A state marked as vertical lines.
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direction matches the experimental distributions well, with some contributions at the high-

energy shoulder likely coming from the A state.

However, for the parallel direction, the contribution of the B state cannot explain the

observed energy spectra, where the enhancement peaks at ∼1.4 eV electron energy (Fig.

5.20a,c). It is also outside of the range of energies expected for the A state contributions,

which are explicitly shown in Fig. 5.20g for individual vibrational levels(dashed lines).

Even taking into account that the spectra shown in Fig. 5.20 are reconstructed from the

non-inverted VMI images, such that the low-energy regions always contain “tails” from the

higher-energy features (see, e.g., Fig. 5.20e,f), the contributions from A and B cationic

states cannot explain the pronounced peak centered at 1.4 eV. This peak is slightly above

the energies expected from the C-state electrons, which, for the lowest vibrational level

contributing to CO+ production, lies at ∼1eV (assuming the central photon energy of the

H13 used). The C state is expected to fully dissociate after the XUV pulse, irrespective

of whether the NIR pulse will arrive later or not, and, thus, is not supposed to contribute

to the two-color pump-probe signal. However, as can be seen from table 5.1, the lowest

vibrational levels of the C state as well as autoionizing Rydberg states just below it are

expected to dissociate towards the O+ + CO limit, thus not creating any CO+ ions. The

redistribution of the population from these states to the higher vibrational levels of the C

state can explain the peak at 1.4 eV, which energetically corresponds to the range between

the lowest vibrational states resulting in CO+ formation down to the lowest dissociation

threshold. Such redistribution can likely result from an off-resonance two-photon stimulated

Raman scattering driven by the NIR pulse (see e.g., [115,116,82] and references therein). If

this is the reason for the observed structure, it should be accompanied by the corresponding

reduction of O+ yields for the same electron energy. Our observations for O+ ions, which

will be presented in the next section, to a large extent support this scenario.

We also employ our coincident electron spectra to examine in more detail the origin of

the oscillatory structure, which can be clearly seen in Fig. 5.15, 5.18 and 5.19. In Fig.
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Figure 5.21: Photoelectron energy spectra for the delay regions where the oscillatory CO+

ion yield curve reaches its maxima (red) and minima (blue).

5.21, the photoelectron spectrum for parallel (a) and perpendicular (b) emission direction is

plotted at the delays corresponding to the maxima (red) and minima (blue) of the oscillation

highlighted in Fig. 5.15. At the maxima of this structure, where the hole density is expected

to be mostly of the σg character (i.e., the population mostly in the B state), the spectrum in

Fig. 5.21b exhibits an apparent enhancement exactly at the energies corresponding to the

ionization to the lowest vibrational level of the B state. The effect is much less pronounced

in the parallel direction (Fig. 5.21a), reflecting the characteristic angular pattern for the

B-state electrons. This peak is suppressed in the minima of the oscillation, where the hole

density is expected to be mostly of the πu character, corresponding to the population transfer

to the A state.

While the data presented so far cover a rather small delay range (up to 600 fs), we

have also performed a similar experiment over a much longer delay range, focusing on ion

detection. The CO+ yield obtained covering a 0 to 9 ps range is shown as a function of

XUV-NIR delay in Fig. 5.22. While the signal exhibits a sharp rise and then considerable

drop, similar to the short scans discussed above, it also exhibits a pronounced periodic

oscillation with a ∼ 3.3 ps period. Although the picosecond time scale implies a possibility
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Figure 5.22: CO+ ion yield vs XUV-NIR delay for a long delay scan (up to 9ps).

of some rotational dynamics behind this oscillatory behavior, at this moment we are not

aware of any rotational constants, or any other spectroscopic data which can be directly

associated with the observed oscillation.

5.3.3 O+ results

While the CO+ + O dissociation channel considered in the previous section provides an

efficient tool for probing the XUV-induced cationic dynamics, most of the dissociation events

observed in the experiments described here result from the O+ + CO channel (see, e.g.,

Fig. 5.4). In this section, we focus on the pathways leading to O+ ion production. As in

previous sections, the analysis includes both delay-dependent O+ ion yields and ion-electron

coincident data.

The dissociative ionization thresholds for O+ and CO+ production are at 19.07 eV and

19.46eV. The ionization energy for the ground vibrational level of the CO+
2 C-state is 19.39eV

and, thus, lies below the threshold for CO+ production. Therefore, as discussed in the
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Figure 5.23: O+ ion yield as a function of XUV-NIR delay

previous sections, the ground state vibrational state of the C state, as well as the autoionizing

Rydberg states just below it (but above the lowest dissociation threshold), only dissociate

into O+ + CO. The next vibrational state (0,1,0) at 19.47 eV still mostly dissociates via

the O+ + CO pathway, although ∼12 percent of the population ends up in the CO+ + O

channel. For higher vibrational levels, the dissociation branching ratio strongly favors the

CO+ + O channel, though a non-negligible amount of O+ ions is still produced (see table

5.1).

The measured total O+ ion yield is plotted in Fig. 5.23 as a function of XUV-NIR delay.

The overall effect of the NIR probe pulse here is smaller than in CO+ channel (compare with

Fig. 5.15a). One apparent reason for this is that the cationic B state, which is responsible

for the dominant fraction of the pump-probe enhancement observed in the CO+ (see the

previous section), cannot be coupled to the lowest vibrational level of the C state by the

NIR field. The vertical ionization threshold for the B state is 18.07 eV. Since the transitions

to the C state are non-ionizing, because of energy conservation, the absorption of a NIR
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Figure 5.24: O+ photoelectron images (top) and extracted angular distributions (bottom)
for the NIR pulse arriving (a) before the XUV and (b) in the overlap region.

photon populates vibrational states above 19.5 eV, which mostly dissociate via the CO+ + O

channel. Nevertheless, the O+ signal in Fig. 5.23 exhibits a pronounced delay dependence,

with a sharp rise in the overlap region, followed by a rapid decrease to a level 4-5 precent

higher than at negative delays, where the NIR pulse arrives before the XUV. In order to

understand the origin of this behavior, in the following, the observed ion signal is analyzed

exploiting the coincident electron spectra.

In the upper row of Fig. 5.24, the VMI images for the electrons detected in coincidence

with O+ ions are plotted for negative delays (a) and for the XUV-NIR overlap region where

the O+ reaches its maximum (b). There are no obvious differences between the two images,
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and both of them resemble the emission pattern obtained for the C-state photoelectron

with only the XUV pulse (see Fig. 5.6a), with most of the electrons emitted parallel to the

light polarization. A closer inspection of the photoelectron angular distributions extracted

from these images, which are plotted in the bottom row of Fig. 5.24 as a function of the

hit position on the detector, reveals some diffuse signal enhancement in the overlap region

(right column) between 80 and 120 pixels (radius). In Fig. 5.25, the energy distribution

of the photoelectrons detected in coincidence with O+ fragments is plotted as a function of

the delay for all coincident events (a), as well as for electrons emitted parallel (b) or per-

pendicular (c) to the light polarization direction (each selection covering the angular range

of ±30o). The most pronounced delay-dependent features observed in these spectra are (1)

transient enhancement in the energy range of 2eV to 3.5eV in both parallel and perpen-

dicular directions which appears as a tilted band; (2) a transient depletion in the parallel

direction in the energy range of 0.8 eV to 1.8 eV; and (3) a weak transient enhancement

between 5 and 7 eV, which appears mostly in the parallel direction. The latter structure

can be assigned to sideband 16 of the electrons resulting from the C state of CO+
2 . One

would expect a comparable signature of the corresponding sideband 14 to appear ∼ 3.1 eV

lower in energy. However, the structure (1) observed between 2 and 3.5 eV cannot originate

from the sideband effect (at least not entirely) because it appears with comparable strength

in the perpendicular direction.

To assign the observed effects to the dynamics in particular cationic states, in Fig. 5.26

the electron energy distributions for three different delay regions are plotted for parallel

(a) and perpendicular (b) emission directions. In each panel, a black curve corresponds to

negative delays, where the NIR pulse precedes the XUV, a blue curve results from the overlap

region, and the red one is obtained at large positive delays, where the NIR pulse arrives

well after the XUV. Panels (c) and (d) of Fig. 5.26 show the difference between the signal

measured when both pulses overlap and when the NIR pulse precedes the XUV, plotted for

parallel and perpendicular electron emission, respectively. From these graphs, it becomes
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Figure 5.25: O+ photoelectron energy spectra vs delay: a) Integrated over all emission
angles; b) parallel direction; c) perpendicular direction.
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Figure 5.26: The photoelectron energy spectra in coincidence with O+ ions for parallel
(left panels), and perpendicular (right panels) directions. Panels a) and b) show the energy
spectra at three different delays (blue: overlap region; black: NIR before XUV; red: NIR
after XUV). Panels c) and d) show the difference between the spectra obtained in the overlap
region and for the NIR arriving before the XUV. Panels e) and f) show the spectra in the
overlap region for small negative (red) and small positive (blue) delays, as indicated in the
figure. The spectrum for NIR before XUV, the same as in a) and b), is shown in black.
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clear that sharp enhancement of the O+ signal in the overlap region is mainly driven by

events with electron energies between 2 and 3.5 eV, with somewhat higher contribution from

the parallel direction. Both the electron energy range and the dependence on the emission

angle are consistent with the values expected for a single-photon NIR transition from the

cationic A state. The dissociation threshold for O+ production lies at 19.07 eV, and the

lowest vibrational level of the C state is at 19.39 eV. Assuming the central NIR photon

energy of 1.57 eV, one would expect that corresponding cationic states that can result in

O+ production lie between 17.5 and 17.83 eV. Given the bandwidth of our NIR pulse, the

corresponding energy range covers several vibrational levels of the cationic A-state (see table

A.1 in Appendix 1). The angular distribution expected for the A-state electrons is slightly

peaked in the parallel direction, as shown in Fig. 5.5.

The assumption that the pronounced enhancement of the O+ yield in the overlap region

results from the XUV population of the A-state also provides a qualitative explanation for

the sharp decrease of this signal beyond the overlap region. As can be seen from the 1D

potential curves shown in Fig. 5.2 and 5.3, the minimum of the A state is shifted towards

larger C-O distances with respect to both neutral and cationic ground states (which have

very similar geometry), as well as with respect to the C state of the cation. Correspondingly,

upon photoionization, several vibrational states of the A state are populated, and the created

wave packet propagates toward larger C-O separations. Since the minimum of the C state

roughly coincides with the Franck-Condon region, a selection of vibrational states that could

be coupled to the bottom of the C-state at a given NIR photon energy decreases at larger

C-O distances, shifting towards higher vibrational states (and, thus, resulting in the lower

energy of the corresponding photoelectrons). In the outer part of the A state potential well,

right from its equilibrium distance, only the highest, barely populated vibrational states can

be coupled to the C state. Initially, the whole A-state vibrational wave packet in the levels

above 17.5 eV, which are populated by the XUV photoionization in the Franck-Condon

region, can be dissociated via a single NIR photon transition to the C state, resulting in
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a sharp rise of the O+ yield when both pulses overlap. At later times, only a fraction of

the vibrational wave packet in the highest vibrational states can be dissociated, causing

the sharp decrease of the signal and the tilt of the corresponding photoelectron structure

between 2 and 3.5 eV in Fig. 5.25. Although a portion of the wave packet comes back to the

inner turning point after each vibrational cycle (∼ 30 fs for an A-state symmetric stretch),

because of the dephasing of the wave packet and the distortions due to the other vibrational

modes, the wave packet probability density never reaches its maximum initial value.

In order to quantify the photoelectron energy shift due to the closing of single-photon

NIR coupling to the C state for lower vibrational levels of the A state, in Fig. 5.26 e,f, we

also plot the electron energy distributions for two small delay windows within the overlap

region, for the electrons emitted in the parallel and perpendicular direction, respectively. At

small negative delays, where the NIR pulse overlaps with the leading edge of the XUV pulse

(red curves), the enhancement due to the probe pulse appears in a broad energy window

from 2 to nearly 4 eV. At small positive delays, where the NIR pulse is in the trailing edge

of the XUV (blue curves), we observe a clear shift towards lower electron energies for both

emission directions, with the maximum enhancement shifting to 2.5 eV. This reflects the

preference for higher vibrational levels of the A-state at increasing XUV-NIR delays and,

thus, at larger C-O separations.

As can be seen from Fig. 5.26 a,b, at large positive delays (red curves) only very little

enhancement is left compared to the situation where the NIR pulse arrives earlier than

XUV. The remaining enhancement shows up only for perpendicular electron emission at 2.5

-3.2 eV and most likely reflects the small fraction of events for which the XUV ionization

to the B state, followed by the NIR-induced transition to one of the higher vibrational level

of the C state, ends up producing an O+ ion. As can be seen from table 5.1, this fraction is

on the order of ∼ 20 percent, depending on a particular vibrational state.

Besides the features discussed above, the O+ coincident electron spectra for the overlap

region show a pronounced depletion of around 1.4 eV for the parallel direction (see Fig.
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5.26a,c). Since this is accompanied by the increase of the CO+ ion production at the same

electron energy and angular range as shown in Fig. 5.20a,c, we interpret this depletion as

a confirmation of the redistribution of the C state population from its lowest vibrational

levels to one of the higher-lying vibrational states, which predominantly dissociate via the

CO+ + O channel. As mentioned above, such redistribution likely occurs via the stimu-

lated Raman transitions driven by the NIR pulse, similar to the processes discussed in Ref.

[115,116,82]. It should be noted that the depletion of the C state signal in the parallel di-

rection can also occur due to the appearance of sideband 14 at 3 eV. However, the sideband

effect alone cannot explain our observations. First, the enhancement observed around 3 eV

also appears in the perpendicular direction, which means that the sideband cannot be the

dominant contribution in that region. Second, more importantly, the depletion of the C

state electrons due to sideband 14 formation would also influence the photoelectrons coinci-

dent with CO+ ions in the same energy region, and we see an enhancement at those photon

energies in CO+ data shown in Fig. 5.20. Thus, even though the sideband effect likely

contributes to the depletion of a signal around 1.4 eV (and to the enhancement observed

at 3eV) for the parallel direction, it does not appear to be the main reason for the observed

behavior.

In order to highlight the delay dependence of our coincidence signal for different regions

of the photoelectron spectrum, Fig. 5.27 displays the delay-dependent yields of the O+

ions detected in coincidence with 0.4-1.5 eV (a,b) and 1.9-3.5 eV (c,d) electrons emitted

in parallel (a,c) and perpendicular (b,d) to the light polarization. The lower-energy band

exhibits a clear drop in signal in the overlap region for the parallel direction (Fig. 5.27a),

which, as discussed above, is most likely due to a combination of the sideband effect and the

NIR-induced redistribution of the vibrational population of the C state to higher levels that

mainly result in CO+ production. In all other panels of Fig. 5.27 (b-d), a clear maximum is

observed for the overlap region. For the 1.9-3.5 eV band in the parallel direction, the signal

level after the overlap drops back to nearly the same level as at negative delays. Since this

117



Figure 5.27: O+ photoelectron yield vs delay. a) parallel direction, electron energy range
0.4-1.5eV; b) perpendicular direction, electron energy range 0.4-1.5eV; c) parallel direction,
electron energy range 1.9-3.5eV; d) perpendicular direction, electron energy range 1.9-3.5eV.

region is expected to be mostly due to the events where the XUV populates the cationic

A-state, this behavior most likely reflects the dynamics in the A-state discussed above. Both

graphs for the perpendicular direction exhibit some “residual” level of enhancement at large

delays, which is due to the contribution from the B-state, similar to the results shown for

CO+ signals in the previous section.

5.4 Summary and discussion

The results presented in this chapter provide a comprehensive picture of the dynamics in

CO+
2 molecular ions prepared by photoionization and exposed to a NIR field of moderate

intensity. Taking advantage of a coincident ion-electron VMI spectrometer, we disentangle

the contributions of individual cationic states to NIR-induced dissociation and use the latter

to monitor the time-dependent evolution of the population in these cationic states.

More specifically, three main results have been obtained in this experiment. First, we

118



reproduce the earlier observation of the coherent electron hole density oscillation between

the two lowest cationic excited states, B2Σ+
u and A2Πu, driven by the vibronic coupling

between these states in the vicinity of their conical intersection. This charge motion is

resolved in time by monitoring the population of the upper state (B), which is probed

by the NIR-induced dissociation via the CO+ + O channel. In the initial work [52], the

assignment of the transition initiating these dynamics was made based on the measured

and calculated photoionization cross sections. Analyzing energy and angular distributions

of the photoelectrons detected in coincidence with the CO+ ions, here we experimentally

prove that the events forming this oscillatory structure almost exclusively result from the

XUV ionization to the cationic B state. We found that this channel is strongly favored if

the photoelectron is emitted perpendicular to the light polarization.

Second, we found that while the dynamics triggered by the population of the B state

are responsible for both the oscillatory structure in the delay-dependent CO+ yield and its

rather sharp decrease due to rotational decoherence, a dominant fraction of the pump-probe

enhancement of the CO+ signal is due to some other mechanism, which results in rather low-

energy photoelectrons (1 - 1.5 eV), predominantly emitted parallel to polarization. The most

realistic scenario behind this observation is the redistribution of the vibrational population

from the ground vibrational level of the predissociative C state to its higher vibrational

states induced by the NIR field via a Raman-type process. This hypothesis is supported

by the depletion of the O+ signal observed for the same photoelectron energy range, since

the dissociation of the ground vibrational level of the C state results exclusively in O+ ion

ejection. The delay dependence of both of these phenomena is not exactly identical: the

depletion of the O+ signal occurs mainly when both XUV and NIR pulses overlap, while

the enhancement of the corresponding CO+ signal is observed at larger delays as well. The

sideband appearance is also likely to contribute to the observed depletion. Nevertheless, a

strong correlation between the increase of CO+ and the decrease of O+ ion yield for the

electrons in the same energy range strongly suggests that vibrational redistribution of the
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C state populations plays a central role in these observations.

Finally, the NIR-induced enhancement of overall O+ ion production is found to originate

from the XUV ionization to the ionic A state. The short-lived nature of this enhancement

is most likely due to the motion of the vibrational wave packet in the A state, which can be

efficiently coupled to the predissociative C state only in the Frank-Condon region, around

its inner turning point
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Chapter 6

Ion-electron coincident study of XUV

ionization and fragmentation of

alcohol molecules

6.1 Background and motivation

Intramolecular hydrogen or proton motion plays a vital role for many processes in physics,

chemistry, and biology [117,118,119,120]. In particular, it is important for the chemistry

of hydrocarbons, considerably influencing their chemical functions [121]. With the devel-

opment of femtosecond light pulses, various processes driven by ultrafast hydrogen motion

became popular targets for time-resolved measurements [122,91,123,124,125,126,127,128].

These efforts strongly benefited from continuous improvements in charged-particle detec-

tion and imaging techniques, including coincidence measurement schemes. The choice of

experimental method is often motivated by the fact that scattering-based imaging methods

like ultrafast electron [129,130,131] or X-ray diffraction [53,55,132], which have been very

successful for many time-resolved applications, have inherently limited sensitivity to the

location of individual hydrogen atoms, mainly because the scattering amplitude is propor-
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tional to the atomic number. In contrast, ionization-based momentum imaging approaches

are usually almost equally sensitive to both light and heavy atoms.

One of the most intriguing processes involving ultrafast hydrogen migration or proton

transfer is the formation of tri-hydrogen cations (H+
3 ) in small polyatomic molecules [133].

Such H+
3 formation necessarily requires breaking and consecutive formation of three molec-

ular bonds and, thus represents attractive and challenging test grounds for our fundamental

understanding of intramolecular reaction mechanisms. It can be initiated by a variety of

excitation methods, including ion collisions [134,135,136], electron impact [137,138], single-

photon absorption [139,133,140,141] or interaction with intense laser fields [142,143,144,145]

[146,147,148]. The latter approach has received particular attention because it is capable

of resolving the underlying dynamics in time. Recent developments of short-pulsed XUV

sources paved the way for extending time-resolved experiments on H+
3 formation toward

shorter wavelength [127]. In particular, it was argued that the experiments where the dy-

namics of interest are triggered by a single-photon XUV excitation are easier to interpret

and model compared to strong-field-induced processes [127].

Remarkably, almost all of these studies addressed the tri-hydrogen ion formation in di-

cationic molecular states. This also applies to a recent pump-probe experiment [146], where

the measured H+
3 signal was used to trace vibrational motion in methanol monocations,

since the actual reaction steps leading to H+
3 production occurred in the doubly charged

state. To the best of our knowledge, the only clear exception here is a methane molecule,

where earlier studies performed with proton impact [134] or intense NIR laser fields [149]

have found significant H+
3 production from both dicationic and monocationic states. In

addition, in a recent joint theoretical and experimental study on methanol [147], the obser-

vation of the pathways leading to the H+
3 formation in the monocationic states has been

reported. However, while the modeling performed in that work clearly identified H+
3 pro-

duction from the methanol monocation, in the corresponding experimental data (obtained

with intense 800 nm laser pulses), the contribution assigned to the monocation appeared
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only as a structureless low-energy shoulder around 1 eV in the overall weak H+
3 VMI spec-

trum dominated by the fragments from the dication. A more recent study [148], which also

employed strong-field excitation at 800 nm, did not find any H+
3 fragments in that energy

range.

The main goal of the work presented in this chapter is to adapt the experimental ap-

proach described in two previous chapters for studies of molecular dynamics driven by ultra-

fast hydrogen or proton motion upon XUV ionization of medium-size polyatomic systems

like alcohols. The main idea here is to exploit the advantages of a single-photon excitation in

combination with ion-electron coincidence measurements to restrict and identify the range

of states in which the dynamics to be studied are initiated. Even though one cannot expect

to achieve the same level of state-specificity as in the CO2 experiment described in Chapter

5, mainly because of a much larger number of accessible states, channel-resolved electron

spectra obtained at several different XUV wavelengths still carry information on the ionic

states involved and can provide a very detailed set of constraints for theory. The latter as-

pect is very important because most of the studies on H+
3 formation [127,143,144,145;147] as

well as other hydrogen migration phenomena [125,126] heavily rely on theoretical modeling.

More specifically, we focus on exploring H+
2 and H+

3 formation in methanol (CH3OH) mono-

cations triggered by XUV photoabsorption and use its deuterated isotopologue (CD3OH) to

distinguish the contributions from methyl and hydroxyl hydrogens. Varying the XUV pho-

ton energy below, just at, and above the double-ionization threshold, we can reliably isolate

the contributions from the singly charged state and compare the results with the model

calculations. We follow the description of this XUV-only experiment with a brief overview

of two exemplary XUV pump – NIR probe measurements on methanol and ethanol.
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Figure 6.1: 3D interactive chemical structure model of methanol (CH3OH), and ethanol
(CH3CH2OH)[150]

6.2 H+
2 and H+

3 ejection from methanol

Owing to its relatively small size, large abundance and broad range of practical uses,

methanol, (also called methyl alcohol) represents an attractive target for various molecular

dynamics studies. In particular, it has been chosen as model system for many of H+
3 forma-

tion experiments discussed above (see, e.g., [127,133,135,138,139,141,142,144,145,146,147,-

140]). As sketched in Fig. 6.1, a methanol molecule contains a methyl group (CH3 - R) linked

to a hydroxyl group (OH - R). The single- and double-ionization threshold of methanol are

10.85 eV and 32.1 eV, respectively. Thus, XUV photons with energies between 10.85 eV to

32.1 eV can only result in single ionization of methanol. Harmonics 13 up to 19 from our

XUV setup fall into this range. However, higher-order harmonics, 21st and higher, can also

doubly ionize the methanol molecule, triggering various dicationic dissociation pathways.

For this experiment, we have used three different combinations of XUV filters: Sn, Ge +

Al or Al only. As can be seen from Fig. 3.3a-c, the resulting XUV spectra contain 13th

and 15th harmonics, 15th through 19th harmonics, or a rather broad train of harmonics,

respectively. The spectra used for the experiments in this section are not exactly identical

to those shown in Fig. 3.3, having a smaller contribution of H15 for both Sn and Ge + Al

filter configurations.
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Figure 6.2: Time-of-flight spectra of methanol ionized by a) H13-15, b) a train of high
harmonics.
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Figure 6.3: PIPICO spectra of CH3OH ionized by: a) H13-15, b) a train of high harmonics.

6.2.1 Experiment on CH3OH

The ion TOF spectrum from methanol ionization and fragmentation obtained in the XUV-

only measurement with a Sn filter (transmitting mainly H13, with a certain fraction of H15

still present) is shown in Fig. 6.2a (log scale). While the spectrum is dominated by heavy

fragments in the parent ion group (mass to charge ratio m/q = 32) or in the methyl group

(m/q = 15), weak but clear peaks can also be observed at m/q = 2 and 3, reflecting H+
2

and H+
3 production, respectively. Since the photon energy for both H13 and H15 is well

below the double-ionization threshold, and no traces of true ion-ion coincidence events are

observed in the corresponding PIPICO spectrum (see Fig. 6.3a), we conclude that both H+
2

and H+
3 ions are formed in one of the singly charged (monocationic) states. In the next

step, we measured the mass spectra of methanol ionized by a train of harmonics, some of
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which (starting from H21) have the photon energies above the double-ionization threshold.

The corresponding ion TOF spectrum is shown in Fig. 6.2b, whereas Fig. 6.3b displays the

portion of the PIPICO spectrum zoomed in on the region containing light fragments. We

observe a significant increase in the fractional yield of H+
3 and especially H+

2 fragments as

well as the appearance of clear coincidence lines containing these ions in Fig. 6.3b, both

reflecting the opening of the dicationic channels for H+
2 / H+

3 production at larger photon

energies. This is also reflected in the change of the shape of the H+
3 TOF peak between

Fig. 6.2a and 6.2b, with the significant broadening of the peak due to energetic H+
3 ions

appearing with a charged partner. A comparison between the yield of non-coincident H+
3

ions and the yield of all coincidence events containing this fragment suggests that about

80% of all H+
3 ions result from double-ionization events (H+

3 + CHO+), with the remaining

20% still originating from the dissociation of monocationic states (most likely via the H+
3 +

CHO channel).

Similar to the previous chapter, here we will mainly focus on the results obtained using

a narrower XUV spectrum obtained with a Sn (and later on with a Ge) filter, such that

the range of cationic states involved in the production of a particular ionic fragment can

be inferred from coincident photoelectron spectra. Exemplary photoelectron images and

extracted kinetic energy distributions for several different ion peaks of Fig. 6.2a are shown

in Fig. 6.4, starting with the parent ion in the top row. (Note that the VMI images are

not inverted, and the “energy spectra” shown in Fig. 6.4, as well as all other photoelectron

distributions throughout chapters 5 and 6, are in fact squared radial distributions scaled in

units of energy). Based on this graph, one can trace the relation between various dissociation

pathways and the vertical ionization energy of the states involved. For example, the proton

spectrum, which peaked very close to zero energy, suggests that the main portion of the XUV

spectrum used lies below the energy needed for deprotonation. A full set of photoelectron

images and kinetic energy distributions measured in coincidence with most abundant ion

peaks in Fig. 6.2 can be found in Appendix 2.
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Figure 6.4: Exemplary photoelectron images and extracted kinetic energy distributions mea-
sured in coincidence with several different ionic fragments from methanol ionized by H13-15.
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Figure 6.5: a) Normalized delay dependent yields of the H+ (blue circles), H+
2 (red line),

and sideband from parent ion (gray circles). b) photoelectron energy spectrum in coincidence
with H+ ion fragment vs delay.

Fig. 6.5 summarizes the results of a pump-probe experiment on CH3OH employing H13/

H15 as a pump, followed by a weak (4 ∗ 1012W/cm2) NIR probe. Fig. 6.5 displays the mea-

sured H+ and H+
2 yields as a function of XUV-NIR delay, normalized for comparison. The

delay-dependent profile of a sideband feature for the photoelectrons measured in coincidence

with the parent ion is shown for comparison, providing a cross check for the “time zero”

position. The proton yield exhibits a clear step-function-like enhancement at positive de-

lays, such that the signal is nearly a factor of two larger than if the NIR pulse arrives before
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the XUV (negative delays). The corresponding delay-dependent photoelectron spectrum

shown in Fig. 6.5b reveals that this enhancement is associated with low-energy electrons

within the main peak of the XUV-only spectrum of Fig. 6.4h. This suggests that the XUV

photoionization by our combination of H13 and H15 populates some cationic states within

one NIR photon from the deprotonation threshold. The delay-dependent H+
2 yield in Fig.

6.5a rises very similar to the proton signal but then seems to decay within 300 fs. The

possible explanation for this behavior will be discussed in the next section.

6.2.2 Experiments on CD3OH

Earlier theoretical and experimental studies on methanol dications [144,145,151] suggested

that the dominant mechanism of tri-hydrogen ejection from doubly charged methanol is

driven by roaming of the neutral H2 moiety following double-ionization, where a neutral hy-

drogen molecule from the methyl side roams around the methanol dication until it captures

an additional proton to form H+
3 . The proton can then come either from the methyl or from

the hydroxyl side of the dication, referred to as “local” and “extended” roaming, respec-

tively [148]. An alternative mechanism, which involves single ionization of a molecule and

subsequent ionization of the monocation to lower-lying transition states in the dication, was

suggested based on the results of pump-probe experiments [146]. This scheme also implies

the creation of a neutral H2 moiety, which abstracts the proton from either the methyl or

hydroxyl side. To experimentally quantify the contributions of these “local” and “extended”

formation mechanisms, in [144,145,148] deuterated isotopomers of methanol have been used.

Here, we follow this general scheme and use a CD3OH target to study molecular hydrogen

and tri-hydrogen formation in monocationic states.

Fig. 6.6 shows the ion TOF spectra obtained from CD3OH ionization and fragmentation

by three different sets of harmonics: H13 and H15 (a); H17 and H19 (b); and a train of

harmonics from H13 to H29 (c). As can be seen in the insets showing the corresponding

XUV spectra, the dominant fraction of XUV photon energies are well below (a), just below
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Figure 6.6: Time-of-flight spectra of CD3OH ionized by a) H13-15, b) H17-19, and c) a
train of high harmonics.
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Harmonic
spectrum

H+ and
D+ ratio

DH+ and D+
2

ratio
D2H

+ and
D+

3 ratio

H13-15 0.42(7.4E-3)-
0.58(9.9E-3)

0.65(4.3E-4)-
0.35(2.3E-4)

0.69(4.1E-4)-
0.29(1.7E-4)

H17-19 0.38(8.0E-2)-
0.62(1.3E-1)

0.31(3.7E-3)-
0.69(8.1E-3)

0.56(9.3E-4)-
0.44(7.3E-4)

H13-29 0.37(2.2E-1)-
0.63(3.7E-1)

0.30(1.3E-2)-
0.70(3.0E-2)

0.32(3.1E-3)-
0.68(6.7E-3)

Table 6.1: The ratios between each pair of ions (H+ and D+), (H+
2 and HD+), and (D2H

+

and D+
3 ).

(b), and mostly above (c) the double-ionization threshold of 32.1 eV. In the following, we

mainly focus on the analysis of different hydrogen or deuterium fragments. In all three

spectra, all combinations of hydrogen and deuterium masses possible for CD3OH can be ob-

served, resulting in six peaks with mass to charge ratios from 1 to 6. The fraction of atomic

hydrogen (H+ / D+), molecular hydrogen (H+
2 / HD+) and tri-hydrogen (D2H+ / D+

3 ) ions,

which either include or do not include the hydroxyl hydrogen, are shown in table 6.1. The

ratios between each pair of ions are calculated by, for example, H+
ratio =

H+
yield

H+
yield+D+

yield

. The

values in parenthesis give the yield of each ionic fragment divided by the yield of the parent

ion. Below, we discuss basic trends observed for each of these ion groups.

Atomic hydrogen (H+ and D+):

Although the ratio between the yield of H+ or D+ ions does not significantly change

for different XUV wavelengths, the fractional yield of each of these species increases by an

order of magnitude when changing from H13-15 to H17-19 (see Fig. 6.6a,b and table 6.1).

Here, it should be noted that the analysis of the PIPICO spectra shows that in the experi-

ment with H17-19, there is only a very small contribution from double-ionization events, in

agreement with the expectations based on the photon energies. This, the enhancement of

the proton/deuteron yield for H17-19, results from the monocationic states that are not (or
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Figure 6.7: Photoelectron images (left panel) and energy spectra (right panel) measured
in coincidence with H+ and D+. a)H+ ionized by H13-15, b)D+ ionized by H13-15, c)H+

ionized by H17-19, and d)D+ ionized by H17-19.
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barely) accessible with H13-15. This is consistent with the photoelectron and pump-probe

data for CH3OH discussed in the previous section. To shed further light on this, we consider

the photoelectron images and spectra measured in coincidence with H+ and D+ ions from

CD3OH shown in Fig. 6.7. The results obtained with H13-15 are very similar for protons

and deuterons (Fig. 6.7a,b), and also similar to the data obtained with H13-15 for protons

from CH3OH (see Fig. 6.4g,h), with all spectra dominated by nearly zero-energy ions. This

suggests that the energetics for the deprotonation/deuteron detachment are rather similar

for both sides of the molecule and are not changed by isotope effects. A comparison with

the data obtained with H17-19 (Fig. 6.7c,d), where two clear peaks at 4 eV and 7.3 eV can

be assigned to ionization by H17 (with central photon energy 27.2 eV) and H19 (centered at

30.5 eV), respectively, shows that the binding energy of the corresponding state lies slightly

above 23 eV. Thus, the protons observed with H13-15 for both molecules (Fig. 6.4g,h and

6.7a,b) originate from the weak contribution of H15, with many events ending up below (but

close to) the deprotonation threshold. Those events are responsible for the step-function-like

increase of the delay-dependent H+ signal observed in the pump-probe data shown in Fig.

6.5.

Molecular hydrogen (DH+ and D+
2 ):

Important qualitative conclusions can be deduced from the wavelength dependence of

molecular hydrogen and tri-hydrogen ion yields shown in Fig. 6.6 (see also table 6.1). The

enlarged view of the corresponding region of the ion TOF spectra is shown in Fig. 6.8 on a

linear scale. The advantage of using CD3OH as a target is that for either of the fragments

shown here, one can uniquely determine whether it resulted from “local” or “extended”

pathways discussed above. There are two things of immediate interest in Fig. 6.8a, which

shows the TOF spectrum obtained with H13-15. First, for both molecular hydrogen and

tri-hydrogen formation, the channels involving a mixture of hydrogens from the methyl

and hydroxyl groups (“extended” pathways) provide a dominant contribution. Second, the
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Figure 6.8: Time-of-flight spectra of CD3OH, for a selected region of m/q between 3 to 6,
ionized by a)H13-15, b)H17-19, and c) a train of high harmonics.

contribution from molecular hydrogen and tri-hydrogen to the spectrum are close to each

other, in stark contrast with the data obtained using 800 nm lasers (see, e.g.,142,144,145,147]

or with ion impact [135]. This ratio changes in favor of D+
2 by more than an order of

magnitude when using H17-19 (Fig. 6.8b). In particular, a “local” production of D+
2 from

the methyl site becomes a dominant channel. It should be noted that this effect still results

from the dynamics in monocationic states since the contribution from double-ionization

when using H17-19 is negligibly small. Similar to the CH3OH results discussed in section

6.2.2, double-ionization starts to contribute significantly when the train of harmonics is used
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Figure 6.9: Calculated potential energy surfaces, cut along a chosen reaction coordinate,
showcasing reaction pathways leading to DH and DH+ production

Figure 6.10: DH+ formation pathway from deuterated methanol (CD3OH)

(Fig. 6.8c).

In order to better understand mechanisms behind DH+ and D+
2 production from the

CH3OH monocation, the experimental results are compared with a set of recent theoretical

simulations performed by Enliang Wang [152].

The simulations follow basic principles and methodology used recently in Ref. [138,153].

In brief, the reaction coordinate calculation was performed on the ground electronic state

of the cationic state. First, the transition states were optimized by the density functional
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Figure 6.11: Photoelectron energy spectra measured in coincidence with DH+ from ioniza-
tion of CD3OH by a) H13-15, b) H17-19.

theory method (B3LYP) with the aug-cc-pVTZ basis set [154,155,156]. The reaction path

was confirmed by an intrinsic reaction coordinate (IRC) calculation. Second, the same

reaction path was adapted in the neutral ground state and excited-states potential energy

calculation. To obtain the potential energy corresponding to the removal of an electron from

a “pure” molecular orbital, the potential energy was determined by the ionization energy of

the corresponding orbital relative to the neutral ground state. The absolute potential energy

of the neutral ground state was calculated using the CCSD(T)/cc-pVTZ method [157]. The

ionization potential was calculated using the extended Koopmans’ theorem [158].

The calculated potential energy surface for reaction pathways leading to DH+ production

is plotted in Fig. 6.9, while Fig. 6.10 shows several snapshots of the calculated molecular

geometry at the values of the reaction coordinate illustrated in the figure. Based on the

calculation, HOMO-4 and HOMO-5 orbitals can lead to DH+ production. The vertical

ionization energies from the ground state of the neutral CD3OH molecule for HOMO-4

and HOMO-5 orbitals are 17.5 and 23 eV, respectively. Thus, the HOMO-4 orbital can
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Figure 6.12: Potential energy surfaces, cut along a chosen reaction coordinate, for reaction
pathways leading to D2 and D+

2 formation.

be energetically accessible by both H13 and H15. However, the HOMO-5 orbital is only

accessible by H15 (23.9 eV). The theoretical calculation for the DH+ dissociation pathway

agrees well with our PEPICO results shown in Fig. 6.11. In Fig. 6.11a the photoelectron

energy spectrum measured in coincidence with DH+ ions for the experiment employing

H13 and H15 is shown. The green and yellow shaded areas correspond to photoelectrons

resulting from H15 ionizing HOMO-5 and from H13 ionizing HOMO-4, respectively. In

order to confirm these assignments, the photoelectron energy spectrum of DH+ mainly

ionized by H17 and H19 is plotted in Fig. 6.11b. The red and blue shaded areas in the

graph correspond to photoelectrons from H17 and H19 ionizing the HOMO-5 orbital. In

view of the good agreement between the calculation and experimental results, we conclude

that the dominant dissociation pathways leading to DH+ formation are triggered by the

ionization events leaving a hole in HOMO-4 or HOMO-5 of the molecule.

The calculated potential energy surface for reaction pathways leading to D+
2 production

is plotted in Fig. 6.12, whereas Fig. 6.13 shows several snapshots of the calculated molecular

geometry at several fixed positions along the reaction coordinate. Based on the simulation,

only the HOMO-5 orbital can lead to D+
2 production. As discussed above, the ionization out

of the HOMO-4 orbital could lead to DH+ production since the vertical ionization energy
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Figure 6.13: D+
2 formation pathway from deuterated methanol (CD3OH).

of that state (17.5 eV) was above the dissociation energy threshold of the DH+ + CD2O

channel, which is 16.44 eV. However, the dissociation energy threshold of the D+
2 + CDOH

channel (18.88 eV) is above the vertical ionization energy of HOMO-4. The HOMO-5

vertical ionization energy is 23 eV, which is not energetically accessible by H13. Thus, H13

cannot produce D+
2 fragments, and the corresponding fragments in the H13-15 data (Fig.

6.6a, 6.8a) originate from a weak contribution of H15. However, in the H17-19 experiment,

the HOMO-5 orbital is energetically accessible by both harmonics, thus resulting in a large

(a factor of 35) increase of the fractional yield of the D+
2 contribution compared to the

H13-15 results (see table 6.1). Under these conditions, the D+
2 contribution becomes larger

than that of HD+, indicating that the “local” pathway illustrated in Fig. 6.13 becomes a

dominant channel of molecular hydrogen formation.

A similar “local” channel is also likely responsible for the transient enhancement of the

delay-dependent H+
2 ion yield from CH3OH observed in Fig. 6.5a. Although we performed

only a short, exploratory pump-probe measurement on CD3OH (with H13-15 used as a

pump), which is not shown here because of its limited statistical significance, these data

do suggest that similar enhancement is observed for D+
2 but not for the DH+ channel.

A possible underlying mechanism here is the ionization of the HOMO-4 orbital (vertical
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Figure 6.14: Photoelectron image (left panel) and energy spectrum measured in coincidence
with the ionic fragment D2H

+ from the CD3OH molecule ionized by H13.

ionization energy 17.5 eV), which, by itself, does not result in D+
2 ejection but can be

brought above the corresponding threshold (18.88 eV) with one NIR photon. The fact that

the H+
2 signal in Fig. 6.5a decays to almost its initial level within 200-300 fs suggests that

in this time, the ionic state involved can dissociate via some other channel, conceptually

similar to the scenario responsible for CO2+
2 signal enhancement discussed in Section 4.6

(compare Fig. 6.5a and 4.13b).

Tri-hydrogen channels (D2H
+ and D+

3 ):

The data shown in Fig. 6.2a, 6.6a,b, and 6.8a,b clearly demonstrate tri-hydrogen ion

formation in monocationic states of methanol. As shown in table 6.1, the ratio between

D2H+ and D+
3 production smoothly decreases with the transition from longer to shorter

XUV wavelengths, with the fractional yield of both of the two channels smoothly increasing.

For ionization by H13-15, the “extended” mechanism leading to D2H+ formation is clearly

a dominant one ( 69% compared to 31% for D+
3 ), while the ratio becomes closer to unity

for H17-19, and finally reverses for the harmonic train, where tri-hydrogen formation from

dicationic states becomes dominant. While the statistics for the photoelectrons measured in

coincidence with D+
3 ions are rather low, the binding energy associated with D2H+ formation

can be extracted from the corresponding PEPICO measurement. The photoelectron image

and energy spectrum of photoelectrons measured in coincidence with D2H+ ions produced
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Figure 6.15: Potential energy surfaces, cut along a chosen reaction coordinate, for reaction
pathways leading to D2H

+ formation.

by H13-15 are plotted in Fig. 6.14. We observe a clear peak in the photoelectron energy

spectrum of D2H+ at 3 ev, corresponding to 17.5 eV binding energy. This photoelectron

energy corresponds to the vertical ionization energy of the HOMO-4 orbital. The calculated

potential energy surface for reaction pathways leading to D2H+ production is plotted in

Fig. 6.15. Based on the calculation [152], a contribution from HOMO-4 can lead to D2H+

ejection. The dissociation energy threshold of the D2H+ + CDO channel, based on our

calculation, is 14.75 eV. A series of snapshots of the calculated molecular geometry at

several fixed positions along the reaction coordinate leading to D2H+ formation is shown in

the cartoon presented in Fig. 6.16. Here, the H atom on the hydroxyl site first aligns with

one of the deuterium atoms from the methyl group. Then, H and D atoms form a neutral

DH moiety. It roams around the C-D bond and abstracts a deuteron from the methyl site

to form D2H+. The simulation results are in good agreement with the modeling performed

in Ref. [147].

The calculations [152] also suggest that direct, local D+
3 formation is very unlikely for

monocationic states because of the very large energies required. Based on our experimental

results, the probability of D2H+ is 2.7 times higher than the D+
3 at these photon energies.

Further modeling hints the pathways responsible for the observed D+
3 signal. When the
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Figure 6.16: D2H
+ formation pathway from deuterated methanol (CD3OH).

molecule is ionized by H17 and H19, the ratio between D2H+ and D+
3 decreases (to 56% vs.

44%, see table 6.1). However, at least part of this enhancement is driven by the weak double-

ionization signal, which can be observed in the corresponding PIPICO spectrum. Finally,

when the molecule is ionized by a train of harmonics, we observe a significant increase in

D+
3 signal, dominated by its formation in dicationic states.

Besides hydrogenic fragments, signatures of many other important processes can be

found in the data presented above. As an example, channels resulting in H3O+, D2HO+,

and D3O+ ion formation can be observed in TOF mass spectra of CH3OH (Fig 6.2) and

CD3OH (Fig 6.3a) ionized by H13-15. Here, two or even three hydrogen or deuterium atoms

migrate from the methyl group to the hydroxyl group to form D2HO+ and D3O+ (or H3O+

in the case of CD3OH) fragments (see also 125). The analysis of these channels will be

the subject of future work. The photoelectron images and energy spectra coincident with

fragments can be found in Appendix 2.

6.3 Experiments on ethanol

In the last section of this thesis, we complement the discussion of XUV and XUV-NIR ex-

periments on methanol with a brief overview of a similar study on ethanol. Among extensive
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Figure 6.17: CH3CD2OH time-of-flight spectra ionized by: a) H13-15, b) a train of high
harmonics.

literature on different aspects of molecular dynamics in this system, closely related to this

work are recent measurements and simulations of single and double hydrogen migration [125]

and tri-hydrogen elimination [145] driven by intense laser fields, as well as ultrafast proton

transfer triggered by electron impact [153]. In particular, a recent study [145] demonstrated

that the fractional yield of tri-hydrogen formation from doubly ionized states decreases by

more than a factor of 3 in ethanol compared to methanol and is reduced even further in

larger alcohol molecules. The first goal of our experiment on ethanol was to verify this

somewhat counterintuitive trend for singly charged states of ethanol. To achieve this, we
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Figure 6.18: Normalized ion yields of H+ (blue circles), CH+
3 / CHD+(magneta circles) as

function of XUV(H13-15)-NIR delay. The sideband from electrons measured in coincidence
with the parent ion (brown circles) as function of XUV(H13-15)-NIR delay.

performed several experiments on the ionization and fragmentation of ethanol at different

XUV wavelengths.

Two exemplary ion TOF spectra from a deuterated isotopomer of ethanol, CH3CD2OH,

are shown in Fig. 6.17. The spectrum in Fig. 6.17a is obtained with H13-15, with photon

energies well below the vertical double-ionization threshold (29.6 eV for ethanol [159]). Fig.

6.17b shows the TOF spectrum obtained with a train of harmonics (H13-29, see inset), with

H19 and all higher orders lying above the double-ionization threshold. The spectrum for

H13-15 in panel (a) does not show any noticeable amount of tri-hydrogen fragments (with

a tiny contribution at m/q = 3, most likely from HD formation). In contrast, the spectrum

obtained with the train of harmonics does show non-negligible contributions at m/q =3-

5, reflecting the tri-hydrogen production from different dicationic channels. However, the

fractional yield of these products is more than an order of magnitude smaller than for

methanol (compare with Fig. 6.2c and table 6.1). Thus, our measurements confirm a

general trend reported in [145] for doubly charged states populated by intense laser fields:

the tri-hydrogen production is less important for larger alcohols with more carbon atoms.

144



Figure 6.19: CH+
3 /CHD+ photoelectron energy as a function XUV(H13)-NIR delay.

In this experiment, we do not observe any noticeable signatures of tri-hydrogen formation

in the ethanol monocation.

We have also performed XUV-NIR pump-probe experiments on ethanol(CH3CD2OH),

employing both of the XUV pulse configurations used to obtain the data of Fig. 6.17.

Fig. 6.18 shows an excerpt from the pump-probe results obtained using H13-15 as a pump.

There, the measured yields of H+ and CH+
3 /(or CHD+) ions are shown as a function of

XUV-NIR delay. A sideband structure obtained from the electrons detected in coincidence

with parent ions is also plotted for comparison. The delay-dependent proton yield manifests

a step-function-type increase at positive delays, very similar to the results for methanol

shown in Fig. 6.5a. However, the most striking feature that we observe in this pump-

probe experiment on ethanol is a transient enhancement of the delay-dependent yield of

CH+
3 /CHD+ ions (magenta symbols in Fig. 6.18). This signal starts to grow around zero

delay, reaches a clear, pronounced maximum at 120 fs, and decays back to its initial level

within 400 fs, a behavior very different compared to all two-color signals considered so far

in this work. The energy distribution of the photoelectrons detected in coincidence with

these ions is plotted as a function of delay in Fig. 6.19, whereas the photoelectron spectra
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Figure 6.20: a)Photoelectron spectra at two fixed delays (+120 fs, red and -150 fs, blue).
b)the difference between blue and red curves

at two fixed delays (+120 fs, red and -150 fs, blue) as well as their difference are shown in

Fig. 6.20a and b, respectively. From these graphs, one can see that the enhancement covers

a broad range of electron energies, with the difference spectrum mainly covering the range

from 2 to 6 eV.

We observe a similar behavior of the m/q = 15 channel in the pump-probe results

obtained using a train of harmonics, which is summarized in Fig. 6.21. Fig. 6.21a-c display

three different regions of the PIPICO spectrum measured in this experiment (integrated

over all XUV-NIR delays). While the most intense coincidence lines are CH+
3 + CD2OH+

and its satellites, where the heavy fragment loses deuteron(s) and a proton (Fig. 6.21b), one
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Figure 6.21: a), b), and c) Selected regions of the PIPICO spectra from CH3CD2OH
ionized by a train of high harmonics. Delay-dependent yields of d) m/q 15 and m/q 33 in
coincidence, e) m/q 33 in non-coincidence, and f) m/q 15 in non-coincidence.

can also clearly see two-body breakup channels involving HD+, D+
2 and D2H+ formation

(Fig. 6.21a). However, quite surprisingly, the most intense contribution for each of these

fragments appears to come from the “incomplete” channels, i.e., from a three-body breakup

with a neutral partner. As can be seen from Fig. 6.21c, for all three features ([D2H+ +

CH+
3 + CO], [D+

2 + CH+
4 + CO] and [HD+ + CH3D+ + CO]), a neutral fragment is CO.

Fig. 6.21d displays the yield of the most intense coincidence line (CH+
3 + CD2OH+)

as a function of XUV-NIR delay. The signal shows a clear enhancement shortly after zero

delay, which then decays within 200 fs. This behavior, which is also typical for several other
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coincidence lines observed in this experiment, closely resembles the enhancement for the

CO2+
2 signal discussed in section 4.6 (see Fig. 4.13b). This suggests that the enhancement

observed here is also driven by the excitation to high-lying cationic states, which can be

coupled to a double-ionization continuum with one NIR photon. The decay of the signal then

corresponds to the dynamics of such repulsive states, with their separation to the double-

ionization limit increasing in time. The time evolution of this double-ionization signal is

very different from the corresponding CH+
3 results in Fig. 6.18 obtained with H13-15, which

originate from the dynamics unfolding on singly charged states. However, the yields of the

individual non-coincident CH+
3 fragments shown in Fig. 6.21f exhibit the behavior very

similar to what we observe in the H13-H15 experiment, with a clear transient peak shortly

after 100 fs. Fragments with m/q = 14-17 as well as m/q = 28, 29 (not shown here) all

exhibit similar delay dependence. Interestingly, the CD2OH signal shown in Fig. 6.21e

manifests a pronounced depletion in the same delay range, suggesting that the two signals

in Fig. 6.21e,f are correlated with each other.

At this point, the origin of this transient enhancement of the CH+
3 ion yield remains

unclear. However, in view of a simultaneous decrease of the CD2OH signal, a scenario

proposed in Ref. [153] for dicationic states of ethanol can be considered as a possible

mechanism behind our observations. There, it was suggested that several pathways of

hydrogen/proton transfer or exchange guide the dynamics of the dication fragmentation via

a roaming-type motion. In our case, one can imagine a situation where a proton roams

between the dissociating CH3 and CD2OH fragments, resulting in an increase in one and a

decrease in the other signal at a particular time.

While the data presented above are meant to provide a glimpse into basic fragmentation

processes triggered by photoionization of ethanol in the XUV domain, real understanding

of the underlying dynamics requires theoretical modeling, as well as further, more elaborate

data analysis, including the analysis of individual photoelectron spectra measured in coin-

cidence with different ionic fragments. While such analysis is the subject of future work, a
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brief overview of the VMI images and corresponding electron energy spectra for a selection

of ionic fragments from ethanol is presented in Appendix B.
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Chapter 7

Summary and outlook

In this thesis, an experimental setup combining a femtosecond light source in the extreme

ultraviolet spectral range, a synchronized near-infrared laser, and a coincident electron-

ion velocity map imaging spectrometer has been developed, commissioned, and applied to

experiments on atomic and molecular photoionization. The XUV source, built around a

commercial fiber-based high harmonics generation setup operated at 10 kHz, delivered 25-

30 fs XUV pulses with photon energies from 20 to 90 eV, which could be restricted by using

a proper combination of filters. Combined with the NIR probe pulses of similar duration, it

enabled a variety of XUV pump – NIR probe experiments on atomic and molecular cationic

(or highly excited neutral) states with 30-40 fs temporal resolution. Among those, three

basic groups of experiments are discussed in this work.

In the first part of this work (discussed in chapter 4), a set of two-color pump-probe

experiments on single, double, or triple ionization of atoms has been performed. The goal of

this effort was two-fold. First, we intended to provide an overview of several characteristic

two-color signals typical for femtosecond HHG or FEL experiments in the XUV domain

and analyze the information on the temporal characteristic of the pulses (XUV temporal

profile envelope and XUV-NIR relative arrival time) that can be extracted from different

experimental observables. Second, we attempted to achieve a detailed understanding of
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the physical mechanisms responsible for the formation of such two-color signals. It was

shown that both the “transient” signals, which require the simultaneous presence of both

pulses (like electron sidebands), and the steady ones, which exist in a broad range of delays

between the XUV and NIR pulses, can be used for a coarse determination of the “time

zero” as well as the temporal duration of the XUV pulse envelope. We have shown that the

photoelectron sidebands do yield consistent and reliable information on both parameters

in question (provided the NIR laser intensity is kept low enough) within the limits of our

experimental capabilities. However, we found that the same information obtained from

the “step-function-type”, “steady” signals, which often are much easier for practical use in

less than perfect environmental conditions (like, for example, at FEL facilities), can vary

depending on the experimental parameters and specific atomic or molecular states involved.

Therefore, if both parameters are needed with a precision of a few femtoseconds, additional

calibration is desirable (e.g., against the sideband signal, as often employed in this work).

In this work, no attempt has been made to ensure the sub-cycle (with respect to the NIR)

synchronization of both pulses, which is routinely done in attosecond HHG experiments.

The main reason for this is that for the main applications envisioned for this setup, focused

on femtosecond molecular dynamics, the achievable temporal resolution is limited by the

length of both pulses, which is on the order of 10-12 NIR optical cycles. However, the

coincident electron-ion detection employed here might also be useful for some applications

relying on the sub-cycle phase relation between both pulses (like, for example, the RABBITT

technique [32,31] Since such measurements require < 1 fs temporal stability, they are much

more sensitive to changes in environmental conditions and normally cannot run for days

like the experiments described here. Thus, in order to make practical use of coincidence

techniques applied here, in attosecond physics, a higher repetition rate of the light source

would be extremely helpful.

The CO2 results presented in chapter 5 demonstrate the potential of the employed combi-

nation of short-pulsed XUV excitation and electron-ion coincidences for studies of molecular
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dynamics in ionic or highly excited states. Tracing a coherent electron-hole oscillation driven

by the vibronic coupling between the first two cationic excited states in the vicinity of their

conical intersection (initially reported and modeled in Ref. [52]), this study provides un-

ambiguous experimental evidence for the role of individual states involved in the formation

of this signal. While the signature of this ultrafast hole motion is imprinted in the delay-

dependent CO+ ion signal, we also show that the lowest excited state of CO+
2 , the A2Πu

state, is responsible for a competing dissociating channel, which produces O+ ions. This

signal is strongly influenced by the vibrational wave packet motion upon XUV photoioniza-

tion. Finally, we observe the NIR-induced change in the branching ratio between these two

dissociation channels, which is tentatively attributed to the redistribution of the vibrational

population in the predissociative C2Σ+
g state caused by the NIR pulse.

This detailed experimental analysis provides benchmark data for theoretical modelling,

which should be feasible for this prototypical triatomic system. Such comparison with

theory is one of the main directions for future work. From a more technical point of view,

this study is somewhat limited by two factors. First, because of the limitations of a double-

sided VMI spectrometer and stray light issues, the chosen spectrometer field configuration

restricted the quality of ion imaging, such that the differential data (momenta, energies,

emission angles) recorded for the ions were of limited use. Second, the VMI data shown in

this work were not inverted, mainly because of the limited statistics for coincident channels.

This made the direct identification of the contributions from individual states much more

challenging. While the second limitation can be to some extent lifted if the experiment can

be performed at a higher repetition rate, the inversion procedure would still restrict “event

by event” analysis of individual particle correlations. An alternative solution, which would

address both of these limitations, is using a COLTRIMS-type spectrometer with Helmholtz

coils for the electron [44]. However, this solution has its own limitations: regions of the

phase space with no transverse resolution, and difficulties handling high-energy electrons.

Thus, one of the important directions for future developments is a coincident spectrometer
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design, which would allow one to avoid the above-mentioned issues.

The results presented in chapter 6 clearly demonstrate the production of tri-hydrogen

cations in singly charged states of methanol, which was not unambiguously identified be-

fore. Ion-electron coincident measurements combined with variable XUV wavelength, use

of deuterium markers, and comparison with quantum chemistry calculations enable efficient

identification of pathways leading to both “local” and “extended” formation of molecular

hydrogen and tri-hydrogen. Although this measurement suffers from the same limitations

as the CO2 experiment discussed above, it provides an efficient path for joint experimental

and theoretical studies of ultrafast molecular dynamics. Coincident data similar to those

presented here provide a set of detailed constraints for different levels of theory, from basic

exploratory quantum chemistry calculations similar to those used here for comparison with

the data, to a direct modeling of final experimental observables. This is especially impor-

tant for studies where the interpretation of the results heavily relies on modeling, which is

a typical case for many ultrafast experiments on polyatomic molecules.

One limitation that becomes clear from the exploratory pump-probe experiments on

methanol and ethanol, also discussed in chapter 6, is the choice of the probe scheme. A

weak NIR pulse, which can serve as a very efficient probe for CO+
2 , where it couples different

intermediate states to a well-defined predissociative state, is much less efficient for complex

polyatomic molecules. A scheme involving a stronger NIR probe and Coulomb explosion

imaging, a popular choice for similar applications [91,123,125,126], is hardly compatible

with coincident photoelectron measurements. A valid alternative is provided by a flexible

combination of XUV / VUV / UV wavelengths, enabling a single photon pump - single pho-

ton probe scheme (see, e.g. [160,161,162] for a few recent examples). In our configuration,

such a probe might actually bring the system to a doubly charged state. Combined with

electron-ion and ion-ion coincident measurements, this might be a scheme of choice for the

experiments similar to those discussed in chapter 6.

Finally, as mentioned above, an increase in the repetition rate of the XUV / laser sources
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employed might be a decisive factor for broader applications of the methodology developed

here. In practical terms, this is envisioned to become available in the very near future. As

an example, a 100 kHz laser system with a tunable UV arm and an XUV HHG setup is

expected to be installed at the J.R. Macdonal Laboratory within next two years. This will

enable similar measurements on more complex molecules, or even more detailed and rigorous

studies of small prototypical systems. In combination with further theoretical developments,

this is a very promising direction for research in ultrafast molecular dynamics.
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Appendix A

CO2 spectroscopy database

Transition Intensity Ionization energy

(0,0,0)-(0,0,0) 36 17.32 eV

(0,0,0)-(1,0,0) 160 17.46 eV

(0,0,0)-(2,0,0) 76 17.60 eV

(0,0,0)-(2,2,0) 20 17.72 eV

(0,0,0)-(3,0,0) 67 17.74 eV

(0,0,0)-(4,0,0) 24 17.87 eV

(0,0,0)-(4,1,0) 79 17.94 eV

(0,0,0)-(4,2,0) 23 18.00 eV

(0,0,0)-(5,0,0) 22 18.01 eV

(0,0,0)-(6,0,0) 17 18.15 eV

(0,0,0)-(7,0,0) 8 18.29 eV

Table A.1: Most probable transitions into vibrational states of A state, [adapted from 104]

171



Transition Intensity Ionization energy

(1,0,0)-(1,0,0) 12 18.06 eV

(0,0,0)-(0,0,0) 100 18.07 eV

(0,0,0)-(0,1,0) 1.9 18.15 eV

(0,0,0)-(1,0,0) 7.2 18.23 eV

(0,0,0)-(1,1,0) 1.1 18.30 eV

(0,0,0)-(1,2,0) 0.9 18.39 eV

(0,0,0)-(0,0,2) 0.9 18.53 eV

Table A.2: Most probable transitions into vibrational states of B state, [adapted from 104]

hν X2Πg A2Πu B2Σ+
u C2Σ+

g

20 0.343± 0.026 0.301± 0.028 0.327± 0.044 0.029± 0.002

21 0.313± 0.023 0.301± 0.027 0.346± 0.044 0.039± 0.003

22 0.284± 0.020 0.318± 0.024 0.348± 0.038 0.050± 0.004

23 0.288± 0.019 0.329± 0.022 0.323± 0.031 0.060± 0.004

24 0.292± 0.019 0.338± 0.021 0.300± 0.027 0.069± 0.005

25 0.309± 0.019 0.339± 0.020 0.270± 0.023 0.082± 0.006

Table A.3: Photoionization branching ratio of CO2 molecules into X2Πg, A
2Πu, A2Σ+

u ,
and C2Σ+

g electronic states of CO+
2 . [adapted from 112]

hν X2Πg A2Πu B2Σ+
u C2Σ+

g

20 −0.219± 0.045 0.373± 0.031 −0.666± 0.095 1.329± 0.191

21 −0.143± 0.045 0.657± 0.037 −0.644± 0.086 1.081± 0.131

22 −0.010± 0.046 0.870± 0.044 −0.580± 0.074 0.989± 0.124

23 0.138± 0.052 0.943± 0.045 −0.484± 0.058 1.060± 0.116

24 0.300± 0.060 0.975± 0.047 −0.404± 0.052 1.196± 0.123

25 0.410± 0.067 1.026± 0.049 −0.268± 0.048 1.326± 0.139

Table A.4: Photoionization asymmetry parameters of CO2 molecules resulting in X2Πg,
A2Πu, A2Σ+

u , and C2Σ+
g electronic states of CO+

2 . [adapted from 112]
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Appendix B

Photoelectron images and energy

spectra

In the following pages a selection of photoelectron images and photoelectron energy spectra

of CH3OH, CD3OH, and CH3CD2OH ionized by H13-15 are plotted.
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Figure B.1: Photoelectron images and energy spectra in coincidence with CH+
2 , CH+

3 ,
H2O

+, and H3O
+ from CH3OH ionized by H13-15
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Figure B.2: Photoelectron images and energy spectra in coincidence with CO+, CH2O
+,

CH2OH
+, and CH3OH

+ from CH3OH ionized by H13-15
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Figure B.3: Photoelectron images (left panels) and energy spectra (right panels) in coinci-
dence with: a)H+, b)D+, c)DH+, d)D+

2 from CD3OH ionized by H13-15.
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Figure B.4: Photoelectron images (left panels) and energy spectra (right panels) in coinci-
dence with: a)D2H

+, b)D+
3 , c)OD2H

+, d)OD+
3 from CD3OH ionized by H13-15.
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Figure B.5: Photoelectron images (left panels) and energy spectra (right panels) in coinci-
dence with: a)CD+

3 , b)CD2OH
+, c)CD3O

+, d)CD3OH
+ from CD3OH ionized by H13-15.
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Figure B.6: Photoelectron images (left panels) and energy spectra (right panels) in coinci-
dence with: m/q=1, m/q=2, m/q=15, and m/q=16 from CH3CD2OH ionized by H13-15.
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Figure B.7: Photoelectron images (left panels) and energy spectra (right panels) in co-
incidence with: m/q=20, m/q=28, m/q=30, and m/q=33 from CH3CD2OH ionized by
H13-15.
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Figure B.8: Photoelectron images (left panels) and energy spectra (right panels) in co-
incidence with: m/q=44, m/q=45, m/q=47, and m/q=48 from CH3CD2OH ionized by
H13-15.
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