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Abstract

Corrective schemes for facilitating continued operation of dc-ac converters during in-

ternal and external abnormalities are presented in this dissertation. While some of

the developed techniques are suited for any dc-ac converter topology, most of the pre-

sented methodologies are designed specifically for cascaded H-bridge (CHB) multilevel

converters. While CHB provide increased scalability and efficiency compared to tradi-

tional topologies, these converters are more likely to experience internal faults due to

the additional components required. Realizing the full potential of CHB converters re-

quires fault tolerant techniques, such as those demonstrated in this dissertation. Adap-

tive sinusoidal pulse width modulation (ASPWM) is introduced in this dissertation

as a method which enables CHB to directly utilize time-variant dc sources, increasing

CHB flexibility when compared to traditional pulse width modulation (PWM) methods

which require dc sources with equal magnitudes or with magnitudes existing in specific

ratios. Two alternative algorithms are presented to enable ASPWM implementation,

providing a trade off between system performance and required sensor circuitry. This

dissertation also introduces a load independent analytical approach for identifying dis-

cordant operating points, i.e. operating points where some cells in an asymmetric CHB

leg regenerate power while the overall leg delivers power, or vice-versa. Identification

of these points is essential due to the deleterious effects which can result from extended

discordant operation, for instance overcharging of batteries leading to lifespan degrada-



tion or even catastrophic failures such as fires or explosions. Additionally, a method for

rapidly identifying, isolating, and verifying internal IGBT open-circuit and gate-driver

faults is presented in this dissertation to address the increased probability of switch

failures occurring within CHB. The proposed approach enables converter operation

to continue in the event of gate-driver or open-circuit faults, but avoids unnecessary

converter reconfiguration due to gate-misfiring faults. For a CHB leg with M cells, the

proposed technique identifies and isolates open-circuit switch faults in less than 2M

measurement (sampling) cycles, and verification is completed in less than one full fun-

damental cycle. Furthermore, this dissertation introduces a real-time implementable

atypical PWM technique which enables increased dc bus utilization under a wide range

of non-ideal operating conditions. While this approach is suitable for a wide range of

converters operating under external abnormalities, for instance maximizing dc bus uti-

lization for converters providing auxiliary services such as negative-sequence compen-

sation, this approach also facilitates operation of CHB with faulty cells. The proposed

method can be used with any control technique and any carrier-based PWM method,

enabling its implementation in both symmetric and asymmetric CHB. In addition to

these fault tolerant techniques, a novel approach for analyzing the active- and reactive-

power deliverable by grid-interactive converters is proposed. This method facilitates

performance comparisons for various converter configurations, simplifying the process

for selecting filter components, dc bus voltages, and other system parameters. This

analytical approach also enables converter performance to be analyzed during internal

and external fault events, allowing assessment of converter robustness. The efficacy

of the developed techniques are supported by MATLAB/Simulink simulations as well

as experimental data obtained using a laboratory-scale cascaded H-bridge multilevel

converter.
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method can be used with any control technique and any carrier-based PWM method,

enabling its implementation in both symmetric and asymmetric CHB. In addition to

these fault tolerant techniques, a novel approach for analyzing the active- and reactive-

power deliverable by grid-interactive converters is proposed. This method facilitates

performance comparisons for various converter configurations, simplifying the process

for selecting filter components, dc bus voltages, and other system parameters. This

analytical approach also enables converter performance to be analyzed during internal

and external fault events, allowing assessment of converter robustness. The efficacy
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Chapter 1

Introduction

The foundations of this dissertation, which introduces corrective schemes for internal

and external abnormalities in cascaded multilevel converters, are laid in this intro-

ductory chapter. The motivation and objectives of the research presented herein are

detailed in Section 1.1, and a literature review is presented in Section 1.2 to introduce

relevant state-of-the-art fault tolerant techniques. The contributions of this disserta-

tion are presented in Section 1.3, and Section 1.4 concludes this chapter with an outline

of this dissertation’s organization.

1.1 Motivation and Objectives

Solid-state based dc-ac power converters are ubiquitous, essential for the efficient gen-

eration and utilization of electrical energy. These converters are utilized in everything

from traction vehicles to manufacturing facilities to traditional and renewable energy

generators and, given the diverse range of applications, ensuring their functionality

is paramount [1–16]. At a minimum, converter failure is an inconvenience often ne-

cessitating costly repairs [4, 14–17], and in critical applications converter failures can
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be hazardous. For instance, a converter failure occurring in a transportation vehicle

during operation can adversely affect vehicle stability, thereby endangering passen-

gers [4, 12, 14, 17]. As such, ensuring the reliable operation of converters, though the

introduction of fault tolerant hardware and control, has become an important goal for

the electrical engineering community [1–7,10–23]. This dissertation continues pursuing

this goal of increased reliability, with a focus on identifying and resolving abnormal

operating conditions encountered by a particular dc-ac power converter topology.

Traditionally, three-phase dc-ac converters utilized in industry have a two-level line-

to-neutral voltage output. The three legs of a traditional two-level voltage source in-

verter (2L-VSI) each require two solid-state switches, such as IGBTs with anti-parallel

diodes, as shown in Fig. 1.1. This minimalistic topology provides few opportunities for

enabling fault tolerant operation, with continued post-fault operation achieved for in-

stance through the utilization of redundant converter legs [24–26]. Due to the limited

options for implementing fault tolerance in 2L-VSI, alternative converter topologies

may be preferred when continued converter operation is essential. In particular, a rela-

tively new class of converter topologies, called multilevel converters, have the potential

to be used for fault tolerant applications.

Multilevel topologies have several advantages compared with traditional two-level

converters, such as high efficiency due to lower switching frequencies and low electro-

magnetic emission due to low dv/dt [1–7,16,18–20,27–29]. Several multilevel topologies

Fig. 1.1: Conventional three-phase, two-level voltage source inverter topology.
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exist [1, 4, 5, 16, 24, 27, 29–32], but three of the most established are the neutral point

clamped, the flying capacitor, and the cascaded H-bridge (CHB) multilevel convert-

ers [3–7, 16, 18–20, 24, 27, 29, 32, 33]. The CHB topology, as shown in Fig. 1.2, has

been identified as particularly promising for medium-voltage, high-power applications

due in part to its inherent modularity and fault tolerance [3,16,24,29,34–37]. As such,

this dissertation focuses on the CHB multilevel converter, which has been implemented

and proposed for use in a wide range of applications, including active filters, renewable

energy conversion systems, and traction motor applications [3–5,8, 9, 16, 29,35,36,38].

Despite the benefits offered by the CHB converter, this topology requires many more

switches and input sources than traditional 2L-VSI. These additional components in-

crease the probability for internal fault events and other abnormal operating conditions,

and the CHB’s complexity increases the difficulty of isolating internal abnormalities.

In addition to these internal abnormalities, application specific external nonidealities

should also be accounted for when considering converter fault tolerance. However, due

to the wide range of internal and external abnormalities which can occur during CHB

Fig. 1.2: Three-phase cascaded H-bridge multilevel topology with M cells per leg.
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operation, it is not feasible to address all non-ideal operating conditions in one work.

As such, the internal and external abnormalities investigated in this dissertation, out-

lined in the following subsections, were selected based on topology specific needs, i.e.

the additional switches and sources required, as well as the promising prospective of

using CHB to provide power in microgrid systems.

1.1.1 Switch Faults

Solid-state semiconductor switches are known to be one of the most vulnerable parts

of a power converter [4, 13–15, 17, 21, 23, 39–41]. Compared to traditional two-level

voltage source inverters which utilize six switches, the probability of an IGBT fault

is increased when using CHB converters due to the high number of semiconductor

switches these topologies require [2,4,8,19,20,24,41]. These additional switches make

the CHB topology inherently reconfigurable, however, allowing continued converter

operation in the event of one or more faults [2–4,24,42].

Thermomechanical fatigue is the main cause of IGBT failures [15, 18, 21, 39], and

due to the inherent power and thermal cycling in some applications, e.g. electric

vehicle motor drives [43], this thermomechanical fatigue is difficult to avoid. Switch

failures can be roughly classified as open- or short-circuit faults [1, 13–15, 17, 24, 41,

44, 45]. Although short-circuit failures can cause nearly immediate damage to a CHB

cell [13, 14, 17, 20, 22, 41], the dangers of open-circuit faults cannot be neglected as

extended operation with open-circuit failures can cause extensive damage to an entire

system [1, 6, 9, 13, 14, 17, 41, 46]. Ultimately, the probability and consequences of an

open-circuit fault event, e.g. due to thermomechanical fatigue, are non-negligible and

must be addressed [13,14,17,41,46].
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1.1.2 Utilization of Time-Variant DC Source Inputs

The CHB topology is unique because it requires several isolated dc sources. While these

sources may be obtained using phase shifting transformers in grid-tied applications

[2, 4, 5, 16, 33], the CHB is particularly suited for applications where isolated sources

are inherently available, such as in applications utilizing batteries [27–29,31,37,47–49].

Batteries, as would be used in an electric or hybrid electric vehicle application [27–29,

37,47,49,50] or a grid-tied energy storage application [31,37,48,51–53] are time-variant

sources, since a battery’s terminal voltage is dependent upon battery chemistry, state

of charge, temperature, current magnitude, and other factors [50, 54–56]. This time-

variance, combined with discrepancies in battery construction, unbalanced aging, or

unequal discharging may cause input sources of a battery powered CHB to become

unequal [37, 47, 49, 50, 57], negatively impacting the performance of typically utilized

PWM schemes.

A further difficulty when using sources with unequal magnitudes in a CHB is that,

under certain conditions, some sources receive an average regenerative power flow even

when the overall converter is providing power [4, 33]. Note that a load-independent

analytical method for identifying conditions which cause this discordant behavior is

presented in this dissertation. Regardless, if a CHB cell source is a near fully charged

battery, then an extended period of average regenerative power flow can lead to cell

overcharging. This overcharging degrades the battery’s cycle life and, depending on

the battery chemistry, could cause battery overheating or a catastrophic failure such as

ignition or explosion [47,50,57–59]. Nonetheless, the direct use of time-variant sources

may be a desirable operating feature, depending on the application, and therefore the

development of enabling methods is necessary.
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1.1.3 Unbalanced Grid-Interactive Operation

In addition to stand-alone applications, cascaded H-bridge multilevel converters have a

significant role as grid interfaces for renewable energy sources (RES) and battery energy

sources (BES). This is particularly true in microgrids, which are seen as a key concept in

smart-grid development [51,52,60]. Designed to operate in grid-connected and islanded

modes [51–53, 60–63], microgrids are a holonic means of facilitating RES integration

into the power grid [51–53,62,63]. In addition to RES, the utilization of which has been

increasing due to a wide range of factors including renewable portfolio standards arising

from growing concerns about global climate change [34, 64, 65], microgrids typically

incorporate BES to provide operating reserves [31,51–53,61,66], as well as traditional

sources such as diesel generators [52, 61, 66]. Due to their utilization of independent

sources, CHB converters are well suited to the interconnection of both BES and RES,

particularly PV [29,31,34–36,48,51–53,61,66].

Irrespective of the input dc sources used, microgrid-interactive converters may

be expected to provide auxiliary services, such as negative-sequence compensation

[52, 60, 63], since harmonic- or negative-sequence currents drawn from traditional ro-

tating generators can cause deleterious effects. This issue is particularly acute in mi-

crogrids, where smaller rotating generators can be used and loads may be unbalanced

or contain nonlinear loads [52, 60, 63, 67]. When providing auxiliary services, how-

ever, converter reference waveforms required by carrier-based pulse width modulation

(PWM) techniques may become distorted, i.e. nonsinusoidal, and unbalanced. There-

fore, the maximum positive-sequence component of these waveforms must be reduced,

since PWM references cannot exceed limits defined by a converter’s dc bus voltages

without causing overmodulation. Accordingly, the active- and reactive-power which a

converter can supply are diminished when providing auxiliary services, and methods

for maximizing dc bus utilization under these operating conditions must be developed.
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1.2 Literature Review

In this section, a review of state-of-the-art fault tolerant approaches for addressing the

challenges outlined in the Section 1.1 is presented.

1.2.1 Switch Faults

Identification and isolation of open-circuit faults can be approached using algorithmic

solutions, whereas short-circuit protection is often provided by hardware solutions [11,

12,14,17,18,41], such as the desaturation [20] or di/dt feedback methods [22]. Hardware

is used for short-circuit protection largely due to the speed that these faults must

be detected and corrected, often cited as 10µs, in order to prevent damage to the

complementary switch within a leg [11, 14, 18, 24, 41]. Furthermore, industrial drives

typically include short-circuit protection [13,18,41], whereas protection is not included

as a standard feature for open-circuit faults [23]. Accordingly, there is still an industry

need for further advancements which protect against open-circuit faults [23, 41], as

presented in this dissertation, characterized by loss of IGBT control but continued

operation of the faulty switch’s anti-parallel diode [8, 12, 18]. Such faults are due, for

instance, to wire bond liftoff or failure in gate-drive circuitry [6, 17, 18, 44]. These

open-circuit faults create deleterious effects which can cause further system damage

if no remedial action is taken [1, 6, 9, 13, 14, 18]. However, prior to any corrective

reconfiguration, e.g. [8, 42], the fault location must be pinpointed [16,19].

Various techniques for fault identification have been proposed [11, 12, 17, 18, 23, 24,

44], but are targeted toward implementation in two-level voltage source inverters and

therefore do not aim to identify the exact location of a faulty switch in a multilevel

converter. Other methods have been proposed for multilevel converters [6,7,13,18,19],

but are not specifically intended for implementation in CHB converters.
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One method designed for the identification of faulty switches in CHB multilevel

converters is output voltage frequency analysis [8], where implementation requires a

voltage sampling frequency fm = Mfs for a CHB with M cells per phase and a pulse

width modulation (PWM) switching frequency fs. The sampling requirement precludes

the use of lower sampling frequencies, e.g. if M or fs are large, or higher sampling

frequencies, e.g. if high-speed instrumentation is available.

Artificial intelligence based techniques, employing e.g. artificial neural networks

and genetic algorithms [9], can also be used to identify faulty switches in multilevel

converters. This approach requires significant computational effort [6, 12], as well as

application specific data or expert knowledge for training.

Techniques in [1] are also suitable for fault identification in CHB multilevel con-

verters. The proposed approach analyzes current flow deviations caused by improperly

operating zero-states in CHB cells. This method requires a diagnosis time of M fun-

damental cycles for an M cell CHB.

The fault detection techniques presented in [1,8,9] require utilization of symmetric

input sources and specific PWM methods, potentially limiting their applicability. As

such, there is a need for an open-circuit fault-detection technique which: (i) can be ap-

plied to symmetric and asymmetric converters, (ii) is independent of the PWM scheme

utilized, (iii) identifies faults quickly, and (iv) does not have a significant computational

burden.

1.2.2 Maintaining Balanced Input Sources

The isolated input sources required by CHB can be inherently supplied by sources such

as batteries, but the time-variant nature of these sources can cause undesirable com-

plications. Accordingly, many of the developed techniques utilized to modulate CHB

require sources with equal magnitudes [4,16,68,69]. If sources with unequal magnitudes
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are used, the sources are assumed to be time-invariant with known magnitudes existing

in specific ratios [4, 28, 68] or cells are required to switch at low frequencies [29, 49].

Since multilevel PWM methods typically cannot effectively utilize time-variant

sources with unequal voltage magnitudes in CHB, many applications utilizing bat-

tery sources instead employ techniques intended to ensure the magnitudes of these

sources stay equal. For instance, converter topologies have been proposed for their

potential to be used to balance batteries voltages, such as the double-star connected

converter proposed in [47] or the boost inverter topology presented in [70, 71]. These

alternative topologies, however, can introduce further complications into systems. For

instance, the topology proposed in [70,71] requires the use of floating capacitors which

necessitate complex balancing schemes [72]. Furthermore, the possibility of directly

utilizing time-variant sources should be explored for the CHB topology, due to the

other benefits of this converter as well as its wide range of applications.

In some systems, such as hybrid and electric vehicles, the time-variant nature of

batteries can be resolved by using dc-dc converters to regulate the available dc voltage

[37, 47, 70, 73]. While this approach may enable the utilization of CHB converters and

traditional modulation schemes, the inductor required by the dc-dc converters naturally

increases the weight, size, cost and loss of the overall system [47, 70, 73]. Further,

extending this solution to a battery powered CHB would require a dc-dc converter

for each cell, increasing control complexity and device component count. Accordingly,

approaches which can directly utilize batteries directly are valuable.

Unbalanced cell voltages caused the time-variant nature of battery sources can

be mitigated via the use of battery balancing methods. Passive, also called dissipa-

tive, balancing techniques act by discharging high voltage cells, for instance through

a resistive load, until all cell voltages are equal. While inexpensive and simply im-

plemented, passive approaches are rarely implemented due to their inefficiency and
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slow operation [37, 47, 50, 74]. Active balancing methods are more attractive than

passive solutions, operating for instance by transferring charge between cells using

flying capacitors. These approaches are more efficient and provide balanced voltages

more quickly than passive techniques, but they require additional components and

control systems, thereby increasing system cost and introduce additional points of fail-

ure [29, 37, 47, 50, 74, 75]. Moreover, some balancing techniques require connections

between dc sources, eliminating the isolation between sources required by CHB con-

verters [29,37,50].

An alternative to battery balancing methods may provide a new path for utilizing

time-variant sources. However, if sources are not balanced, then existing PWM tech-

niques cannot be utilized without causing decreased system performance. Accordingly,

a novel multilevel PWM technique must be developed to enable the direct utilization

of time-variant dc sources.

1.2.3 Effective Utilization of DC Sources

Modulation strategies used to generate converter outputs often aim to maximize dc

bus utilization, regardless of the converter topology being controlled. For three-phase,

three-wire converters, maximal dc bus utilization requires line-to-neutral output volt-

ages to contain a common-mode component, which can be added without affecting

converter currents [8, 24, 31, 36, 48, 76–81]. Several techniques for creating appropriate

common-mode components have been developed and are suitable for implementation in

a wide range of converter topologies [42, 77–81]. One commonly implemented method

for generating a common-mode line-to-neutral component is third-harmonic injection,

an approach detailed in Chapter 2. Space vector PWM (SVPWM) and other PWM

techniques can also be used to create common-mode components which maximize dc

bus utilization. While these techniques can be utilized to modulate CHB, they were not
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specifically designed for the modular CHB structure and therefore can only be directly

applied under certain circumstances, for instance when all CHB cells are functioning

properly, precluding their use in fault tolerant applications. Nonetheless, many tech-

niques for maximizing dc bus utilization have been developed to facilitate continued

CHB operation after internal fault events [8, 24,77,78].

One prominent method for enabling CHB operation under internal fault conditions

is introduced in [77]. This technique enables balanced line-to-line voltages to be pro-

duced by adjusting the phase shifts between PWM references, with phase shift angles

obtained by solving a system of transcendental equations. Ultimately this approach

adds a fundamental frequency common-mode component, and is therefore referred to as

fundamental phase shift compensation (FPSC). The FPSC method is extended in [8],

improving the flexibility and allowing increased line-to-line voltages under specific fault

conditions. Due to their ubiquity, the FPSC and extended FPSC methods are reviewed

in Chapter 2. Nonetheless, the FPSC techniques proposed in [77] and [8] have been

developed only for balanced operating conditions for implementation in grid-tied ap-

plications.

The FPSC technique has also been modified in [80] for implementation in SVPWM

modulated converter. The method proposed in [80], however, requires at least two of

the CHB phases to have an equal number of operative cells, necessitating healthy cells

to be bypassed if this condition is not met. The authors of [80] also extended the FPSC

technique to a different PWM strategy in [81], though the proposed method can only

be implemented if one CHB cell is faulty. Moreover, implementation in unbalanced

systems was not considered in either [80] or [81].

In [78], the set of common-mode components which ensure linear-modulation is de-

termined, and the injected common-mode component is computed as the mean value of

set elements. The process for obtaining a suitable common-mode component using this
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approach is complex [26], and analysis presented in [78] only considered implementation

in balanced systems.

While these techniques for maximizing dc bus utilization enable continued CHB

converter operation after internal faults, analysis has only been presented for converters

operating under balanced conditions. As such, there is still a need for a technique which

can be be implemented during unbalanced operating conditions, for instance when a

converter supplies auxiliary services such as negative-sequence compensation.

1.3 Contribution of Dissertation

Cascaded H-bridge multilevel converters are a promising topology for dc-ac conver-

sion, but more work is needed to increase their reliability as well as their capacity

to adequately operate during external non-idealities. This dissertation presents cor-

rective schemes which enable continued CHB operation under internal and external

abnormalities, with the following primary contributions:

• An analytical technique for identifying the active- and reactive-power which a

grid-interactive converter can provide. This method enables a converter’s oper-

ating region to be analyzed for varying converter parameters under nominal and

abnormal conditions, facilitating the converter design process.

• A load-independent approach for identifying discordant operating conditions, i.e.

conditions which cause some cells within a leg to provide power to other cells

within a leg. Identifying the conditions which cause discordant operation is es-

sential for determining whether hardware or control modifications are necessary

to mitigate or eliminate this behavior.

• An atypical PWM technique for maximizing converter dc bus utilization. This
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method can be implemented in real-time for a wide range of dc-ac converter

topology operating under a ideal and abnormal conditions.

• Adaptive carrier-based PWM techniques which enable CHB to directly utilize

time-variant sources. These methods adjust the amplitude and offset of carriers

used for PWM generation, enabling symmetric output waveforms to be generated

when cells utilize non-ideal inputs.

• Amethod for open-circuit IGBT fault detection in cascaded H-bridge (CHB) mul-

tilevel converters. Once potential fault locations have been identified using this

approach, the fault location is systematically isolated and then verified, reducing

the possibility of unnecessary corrective actions due to fault misidentification,

e.g. an intermittent gate misfiring fault being classified as an open-circuit fault.

The efficacy of the developed techniques are supported by MATLAB/Simulink simula-

tions as well as experimental data obtained using a laboratory-scale cascaded H-bridge

multilevel converter.

1.4 Organization of Dissertation

The remainder of this dissertation is organized as follows:

An introduction to the cascaded H-bridge topology is provided in Chapter 2. Level-

shifted and hybrid PWM, techniques typically utilized to generate gate signals for

symmetric and asymmetric CHB, are also presented. Moreover fundamental phase

shift compensation, a common approach for enabling CHB operation to continue after

internal fault events, is reviewed.

An approach for identifying the operating region of grid-interactive CHB is pre-

sented in Chapter 3. The output region, defined by the linear modulation region and
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the filter coupling the converter to the grid, is analyzed first. The converter’s opera-

tional region, a subset of the converter’s output region, is then identified, with restric-

tions imposed by component VA limits, THD limitations, and the requirement that

active-power is delivered by the converter. Finally, an analytical technique is presented

for identifying discordant operating points, where some cells in a CHB regenerate power

while the leg delivers power, or vice-versa.

A technique for maximizing dc bus utilization is presented in Chapter 4. This

technique, compatible with carrier-based PWM methods and all voltage source con-

verter topologies, injects references with the minimum zero-sequence component re-

quired to enable linear modulation. This method does not rely upon synchronization

of waveforms, as third-harmonic injection does, nor does it require the use of lookup

tables, as fundamental phase-shift compensation does. Moreover, this technique is

easy to implement, and can be used when converter supplies auxiliary services such as

negative-sequence compensation.

In Chapter 5, adaptive algorithms are developed to modify level-shifted PWM to

allow CHB to directly utilize time-variant dc sources. The sensor-per-source algorithm

is able to immediately respond to varying input sources by utilizing M voltage sensors

and a current sensor. The sensor-per-leg algorithm is presented next, enabling direct

utilization of time-variant dc sources with a single sensor, though a recalculation period

is required when cell voltages are changed.

A technique developed for open-circuit fault identification and isolation in CHB

is presented in Chapter 6. First, the effects of uncorrected open-circuit faults are

identified. Next, the foundation is laid for the technique for detecting open-circuit

faults utilizing a single voltage and current sensor. Due to sensor placement, this

technique is well suited to work in tandem with the sensor-per-leg algorithm presented

in Chapter 5. However, this open-circuit fault identification technique is implemented
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as a subroutine, making it compatible with any switching pattern.

Finally, a summary of the presented research and this dissertation’s contribution

to state-of-the-art converters is presented in Chapter 7. Suggestions for future work to

increase converter flexibility are also proposed in this concluding chapter.
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Chapter 2

The Cascaded H-Bridge Multilevel

Converter

The cascaded H-bridge multilevel converter is the dc-ac converter topology at the cen-

ter of many of the techniques presented in this dissertation, and therefore the working

principles of this converter are foundational for the work presented in future chapters.

To that end, an overview of the CHB is provided in this chapter, beginning with an

introduction to the CHB topology in Section 2.1. The level-shifted and hybrid PWM

techniques, as well as a method for improving dc bus utilization during healthy con-

verter operation, are presented in Section 2.2. In Section 2.3, a technique for enabling

fault tolerance in CHB is introduced.

2.1 System Topology

In this section, the symmetric and asymmetric CHB converter topologies are presented.

Each CHB converter leg, as shown in Fig. 2.1 for a grid-interactive CHB, is used to

generate a single electrical phase. Each leg consists of M series connected cells, or
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Fig. 2.1: A grid-interactive cascaded H-bridge multilevel converter.

modules, with each cell generally including: (i) an H-bridge configuration of four IGBTs

with anti-parallel diodes, (ii) a bypass contactor used to completely bypass the cell, e.g.

in the event of a fault [3, 24], and (iii) an isolated dc source input, such as batteries,

fuel cells, or PV arrays. For PV applications, additional hardware is typically required

in order to implement maximum power point tracking algorithms and to isolate the

PV modules from the grid [35,36,64,65].

For both grid-interactive and stand-alone CHB, passive filters are generally utilized

to attenuate high frequency harmonics. The multilevel waveforms generated by CHB

converters allow for the use of simpler inductive filters [34–36, 64, 65, 82], compared

to the LCL filters typically used by traditional two-level inverters [82–84]. However,

depending on the converter’s switching frequency and the number of cells in each leg,

utilization of an LCL filter may be advantageous. For grid-interactive CHB, system

operators may also need consider the inherent grid impedance, ZG, in addition to the

impedance of the filtering impedance, Zf . The magnitude of ZG varies from one region

17



to the next, and can vary throughout the lifetime of an installed converter [83].

A CHB is said to be symmetric if all cell sources have equal magnitude, otherwise

the CHB is asymmetric [3, 4, 33]. A symmetric CHB has many redundant switching

states whereas an asymmetric CHB eliminates some or all redundant states to increase

the number of unique voltage levels which the converter can generate [3–5]. Asymmetry

may be intentionally introduced for a system [4], but it can also occur due to external

factors. For instance, partial shading may cause asymmetry when using PV sources

[34–36, 64, 65]. One difficulty when operating an asymmetric CHB is the existence

of discordant output points, where power is transferred between cells within a leg,

for instance causing one cell to have a net regenerative power flow when the overall

converter leg is providing power [3, 4]. Depending on the input dc sources utilized

by a CHB, discordant converter output points may be undesirable. For instance, if

a CHB utilizes asymmetric batteries as input dc sources, then extended operation at

a discordant output point can lead to battery overcharging even when the converter

operates in motoring mode. The battery’s cycle life can be negatively impacted by this

overcharging and, depending on the battery chemistry, overcharging could even cause

battery overheating or a catastrophic failure such as ignition or explosion [3, 47,57].

A CHB leg’s line-to-neutral voltage is equal to the sum of the output voltages of all

cells within that leg, where cell An can be made to provide an output voltage of vn, 0,

or −vn by appropriately controlling switches sw1, sw2, sw3, and sw4 [3, 27]. Notation

is simplified by noting that sw1 and sw2 act in a complimentary manner, as do sw3

and sw4, allowing the four available cell states to be uniquely identified according to

the configuration of sw1 and sw3. The four allowable cell switch configurations each

correspond to a unique cell state, sn (t), as shown in Table 2.1. With the exception

of Chapter 6, the two zero cell states are treated interchangeably throughout this

dissertation, i.e. 0U = 0L = 0.
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Table 2.1: Cell An Switch Configurations, Output Voltages, and States

[sw1, sw3] Cell Output Voltage Cell State sn (t)
[0, 0] 0 0L
[0, 1] −vn (t) −1
[1, 0] vn (t) 1
[1, 1] 0 0U

2.2 PWM Methods

A wide range of multilevel PWM techniques have been created to modulate the output

of CHB converters. This section provides an overview of the two techniques used in this

dissertation, level-shifted PWM (LSPWM), and hybrid PWM. Moreover, this section

also introduces third-harmonic injection a commonly utilized method for modifying

these PWM techniques to increase dc bus utilization. Numerous works, e.g. [4, 16, 33,

85–88], provide overviews of other multilevel PWM schemes, including space vector

PWM [69,80,89], selective harmonic elimination PWM [90,91], and selective harmonic

mitigation PWM [92,93].

2.2.1 Level-Shifted Pulse Width Modulation

Level-shifted PWM for multilevel converters is one of the natural extensions of sinu-

soidal PWM, a carrier-based technique commonly used for two-level converters. For

this method, and all carrier-based PWM schemes, gate signals for cells in each leg

are generated by comparing carrier (triangular) waveforms and a reference waveform.

When used to modulate symmetric CHB, where vM (t) = Vdc ∀M , two carriers are

required for each CHB cell, as shown in Fig. 2.2 for a three-cell CHB.

When utilizing symmetric CHB, it is typically desirable to have each cell provide

equal power provided by each cell. Accordingly, strategies to achieve even power dis-

tribution have been developed when using LSPWM to modulate CHB [88,94,95]. One
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Fig. 2.2: Reference, carriers, and the unfiltered line-to-neutral output when using level-
shifted PWM to modulate a symmetric three-cell CHB. Carriers are in the phase opposition
disposition configuration.

such approach is the first-on, first-off strategy [3, 27–29, 96]. Using this method, cells

in a CHB leg are switched in a rotating pattern using an ordered cyclic cell list with a

turn-on and turn-off position. Initially the turn-on and turn-off position are the same,

i.e. both markers are placed at cell x. When the magnitude of the leg’s line-to-neutral

output voltage is to be increased, the cell indicated by the turn-on marker is activated

and the turn-on marker advances to the next cell in the cycle. Similarly, when the

magnitude of the leg’s line-to-neutral output voltage is to be decreased the cell indi-

cated by the turn-off marker is deactivated and the turn-off marker advances to the

next cell in the cycle.

The LSPWM method can be extended for use by asymmetric CHB by placing

carriers between each attainable converter output [3, 96], as shown in Fig. 2.3 for a

two-cell CHB with v2 > v1 > v2 − v1. This approach utilizes all available converter

outputs, providing a waveform with more output levels than a symmetric CHB with

an equivalent number of cells. However, cells may not deliver equal power using this

modulation method, and switching between adjacent levels may require multiple cells

to change their output state simultaneously.

When implementing LSPWM, carriers can be arranged in several configurations,
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Fig. 2.3: Reference, carriers, and the unfilitered line-to-neutral output when using level-
shifted PWM to modulate an asymmetric two-cell asymmetric CHB with v2 > v1 > v2 − v1.
Carriers are in the phase disposition configuration.

Fig. 2.4: Maximum references (top) and resulting ideal line-to-line voltages (bottom) when
using purely sinusoidal references in a balanced three-phase system. Waveforms are normal-
ized by the sum of dc bus voltages within a leg.

though there are only three commonly used arrangements [68, 97]. Carriers are in-

phase for the phase disposition (PD) configuration; adjacent carriers are 180◦ out

of phase for the alternative phase opposition disposition (APOD) configuration; and

positive carriers are 180◦ out of phase with negative carriers for the phase opposition

disposition (POD) method. Carriers shown in Fig. 2.2 are arranged according to the

POD method, and carriers shown in Fig. 2.3 are in the PD configuration. While the
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PD strategy is shown to produce a slightly improved harmonic profile in three-phase

systems [68], the minor differences in high frequency content may be negligible due to

the attenuation of high frequency content achieved using passive filtering techniques [4].

For carrier-based PWM methods such as LSPWM, reference waveforms define the

ideal line-to-neutral voltage to be generated by a CHB leg, and therefore each leg

requires its own reference waveform. A wide range of control schemes can be used

to generate references, depending on system goals [4, 52, 85, 87, 98–102]. In order to

be accurately recreated, PWM references cannot exceed the maximum voltage the

CHB leg can produce. Accordingly, the magnitude of a leg’s reference is typically less

than or equal to the sum of the dc voltages within the leg, denoted as Vdc,x for each

x ∈ {a, b, c}. Equivalently, references normalized according to Vdc,x, denoted as v∗x,

typically have magnitudes less than or equal to one. Defining the modulation index,

m, as the peak value of v∗x, a converter is said to operate in the linear modulation region

if m ≤ 1. When using purely sinusoidal references in a balanced three-phase system,

the normalized line-to-line peak voltage is
√

3 at the limit of the linear modulation

region, i.e. when m = 1, as shown in Fig. 2.4.

A converter is said to operate in the overmodulation region if m > 1, and the line-

to-neutral voltage waveforms generated during overmodulation can be distinctively flat

for several switching cycles, as shown in Fig. 2.5. The flat regions of the voltages gen-

erated by an overmodulated converter introduce difficult-to-filter low order harmonics

into a system. Accordingly, overmodulation behavior may be undesirable, particu-

larly for grid-interactive inverters where regulations limit the maximum permissible

waveform distortion [103]. However, overmodulation is utilized in some applications

to increase the fundamental component of the waveform generated. For instance, the

reference waveforms in Fig. 2.6 have a normalized magnitude of 1.25, and the resulting

line-to-line voltages have a normalized fundamental component of 1.94, which is 12%
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Fig. 2.5: Reference, carriers, and the unfilitered line-to-neutral output when using level-
shifted PWM to modulate a symmetric three-cell CHB. Since the reference exceeds the max-
imum line-to-neutral output voltage, the converter is overmodulated.

Fig. 2.6: Overmodulated references and ideal line-to-neutral voltages (top) as well as the
resulting ideal line-to-line voltages (bottom) when using purely sinusoidal references in a
balanced three-phase system. Waveforms are normalized by the sum of dc bus voltages
within a leg.

greater than the maximum attainable voltage in the linear PWM region. However, the

generated line-to-line voltages are distorted, as shown in Fig. 2.6. While the normalized

reference waveforms in Fig. 2.6 have magnitudes greater than unity, the resulting ideal

line-to-neutral voltages cannot exceed unity. For the maximum overmodulation case,

the resulting line-to-line voltages have a normalized fundamental component of 4
√

3/π,
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a 27% increase over the maximum value obtained via linear modulation. Again, how-

ever, this boost comes with a cost, with significant harmonic content in the generated

line-to-line voltage.

2.2.2 Reference Modifications

For Y-connected systems, such as the CHB in Fig. 2.1, there is no path for common-

mode current, i.e. ia (t) + ib (t) + ic (t) = 0, and line-to-neutral voltages can therefore

contain a non-zero common-mode component without inducing current flow. Accord-

ingly, the PWM references which define a converter’s line-to-neutral voltages can be

made to include a common-mode component, vcm, often selected to increase a con-

verter’s linear PWM region, enabling line-to-line voltages generated by a converter to

include a larger maximum fundamental component than would otherwise be possible

for a given dc bus voltage. One of the most ubiquitous methods for increasing dc bus

utilization is third-harmonic injection, an approach where vcm is selected such that

Fig. 2.7: References and common-mode component (top) and resulting ideal line-to-line
voltages (bottom) when using third-harmonic injection in a balanced three-phase system.
Waveforms are normalized by the sum of dc bus voltages within a leg.
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references include a third harmonic component which reduces references’ peak values.

Since all line-to-neutral components are injected with the same third harmonic com-

ponent, the third harmonic cancels when computing line-to-line voltages leaving only

the fundamental component, as shown Fig. 2.7.

Define the fundamental modulation index, m1, of leg x as the ratio of the funda-

mental component of the leg’s reference, v∗x,1, to the sum of dc voltages within a leg,

Vdc,x. That is,

m1 =
v∗x,1
Vdc,x

.

Selecting vcm to have approximately one-sixth the amplitude of the fundamental, the

linear PWM region of a converter is increased from m1 = 1, obtained when purely

sinusoidal references are used, to m1 = 2/
√

3, resulting in line-to-line peak voltages

of 2MVdc. Overmodulation still occurs if m1 is increased beyond 2/
√

3 when using

Fig. 2.8: Compared to purely sinusoidal references, the linear PWM range of a CHB is
increased by utilizing third-harmonic injection. Regardless of the method utilized, operation
in the overmodulation causes difficult to filter low order harmonics. Voltage magnitudes are
normalized by the sum of dc bus voltages within a leg.
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third-harmonic injection, but this approach increases the linear modulation region, as

shown in Fig. 2.8, enabling more effective use of available dc bus voltages.

2.2.3 Hybrid Pulse Width Modulation

For asymmetric CHB with voltages in specific ratios, hybrid PWM is a carrier-based

modulation technique which can be used as an alternative to LSPWM [4,104]. Unlike

LSPWM, hybrid PWM requires only the lowest voltage cell to switch at PWM frequen-

cies, enabling other cells to switch more slowly. However, this technique can only be im-

plemented if cell voltages specially related, with the maximum number of evenly spaced

leg output voltages attainable if cell voltages are in a [1 : 2 : 6 : ... : 2Σ(previous voltages)]

ratio. As shown in the block diagram in Fig. 2.9 for an asymmetric three-cell CHB leg

with v3 > v2 > v1, the output of each cell is determined by cell references which are

defined by a leg reference as well as the output of any higher voltage cells within the

leg. The leg reference and unfiltered line-to-neutral output, as well as individual cell

references and outputs, are shown in Fig. 2.10 for a three-cell CHB with cell voltages

in the [1 : 2 : 6] ratio. Hybrid PWM is a carrier-based technique, even though only the

lowest voltage cell is modulated using a carrier, and therefore third-harmonic injection

Fig. 2.9: Block diagram for implementing hybrid PWM in a three-cell CHB leg.
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can still be utilized when hybrid PWM is used to modulate a three-phase converter.

Fig. 2.10: Individual cell references and outputs, as well as the overall leg reference and
unfilitered line-to-neutral output, when hybrid PWM is used to modulate a three-cell CHB
leg with [v1 : v2 : v3] = [1 : 2 : 6]. Assuming this is one leg of a three-phase system, third-
harmonic injection can be used to increase dc bus utilization since this is a carrier-based
technique.

2.3 Continued Post-Fault Operation

A three-phase cascaded H-bridge multilevel converter withM cells per leg is comprised

of 12M solid-state switches. Due to this increased switch count, compared to the six

solid-state switches utilized by traditional two-level voltage sources converters, CHB

27



have a higher probability of a switch fault occurring. However, CHB are fault tolerant

due to their modular structure and techniques developed to enable their continued

operation in the event of one or more faults. One of the most prominent techniques [24,

35,42,45,77,78,80,105] for enabling continued operation after a fault event, fundamental

phase shift compensation (FPSC), is reviewed in this section. Before introducing FPSC,

however, a less effective method is considered.

Define an [a, b, c] CHB as a symmetric CHB with a healthy cells in leg A, b healthy

cells in leg B, and c healthy cells in leg C. As shown in Fig. 2.11.a, continued operation

of a [5, 5, 2] CHB results in unbalanced line-to-line voltages if references fully utilize each

leg’s remaining healthy cells and 120◦ phase shifts between references are maintained.

As shown in Fig. 2.11.b, however, balanced line-to-line voltages can be generated if

only 40% of the voltage available in the healthy legs is utilized, effectively causing

an equal number of cells in each leg to be bypassed. While this approach produces in

balanced line-to-line voltages, the resulting voltage magnitudes may be decreased more

than necessary due to healthy cells being bypassed. Healthy CHB cells can be more

effectively utilized by implementing FPSC.

Balanced line-to-line voltages are generated via FPSC by adjusting the phase shift

between references. Since references with specially selected phase shifts allow balanced

operation when legs have an unequal number of healthy cells, the maximum producible

line-to-line voltage may be increased compared to the case where an equal number of

cells are bypassed in each CHB leg. However, this technique can only be implemented

in CHB with a floating neutral point, since FPSC generated references have a non-zero

common-mode component.

Angles between references which result in balanced line-to-line voltages are found

by solving the system of equations,
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Fig. 2.11: Unbalanced line-to-line voltages generated by a [5, 5, 2] CHB if references fully
utilize the available leg voltages and maintain 120◦ phase shifts (a), balanced line-to-line
voltages generated by utilizing only some of the cells in healthy legs (b), and balanced line-
to-line voltages generated by applying FPSC to adjust phase shifts between references (c).
All voltage magnitudes are normalized by 5Vdc, the sum of dc bus voltages in a healthy leg.

V 2
dc,a + V 2

dc,b − Vdc,aVdc,b cos (θab) = V 2
dc,b + V 2

dc,c − 2Vdc,bVdc,c cos (θbc) (2.1)

V 2
dc,a + V 2

dc,b − Vdc,aVdc,b cos (θab) = V 2
dc,c + V 2

dc,a − 2Vdc,cVdc,a cos (θca) (2.2)

θab + θbc + θca = 360◦, (2.3)

where θxy is the angle between references x and y, and Vdc,x is the sum of dc source
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magnitudes of the healthy cells in leg x. Assuming the use purely sinusoidal references

in the linear modulation region, applying FPSC to a [5, 5, 2] CHB results in maximum

line-to-line voltage magnitudes which are 91% larger than the maximum voltages pro-

ducible if balanced voltages are obtained by bypassing healthy cells, as shown in Fig.

2.11.c, and FPSC obtained voltage magnitudes for a [5, 5, 2] CHB are only 23% smaller

than the voltages obtained by a healthy [5, 5, 5] CHB. FPSC generated references and

resulting ideal line-to-line voltages for a [5, 5, 2] CHB are shown in Fig. 2.12, where

all values are normalized by 5Vdc, i.e. the total dc bus voltage of a healthy leg. Note

that references’ common-mode component, also shown in Fig. 2.12 for a [5, 5, 2] CHB,

is a sinusoid with the same frequency as the generated references. Note that solu-

tions to the non-linear set of equations (2.1), (2.2), and (2.3) are generally stored in a

lookup table and used when a fault event occurs, precluding the use of this technique

to systems utilizing time-invariant, and typically symmetric, dc sources.

Under some conditions, there is no solution set to (2.1), (2.2), and (2.3). Moreoever,

some solutions require a phase shift greater than 180◦ between references, resulting in

Fig. 2.12: FPSC generated references and their common-mode component (top) and ideal
resultant line-to-line voltages (bottom) for a [5, 5, 2] CHB. All waveforms are normalized by
5Vdc.
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line-to-line voltages which are smaller than those obtained using a 180◦ phase shift

between references and decreasing utilization of the leg with the most healthy cells.

These shortcomings are addressed [42] with the introduction of an extended FPSC

method. Assuming Vdc,A > Vdc,B ≥ Vdc,C extended FPSC computes references using,

V new
a =

√
V 2
b + VbVc + V 2

c (2.4)

θab = sin−1
(√

3
2
Vb + Vc
V new
a

)
. (2.5)

As an example, a [5, 3, 2] CHB is considered. Under this configuration, as shown

in Fig. 2.13, normalized line-to line voltage magnitudes of 0.87 can be generated

using θac = 60◦ and θbc = 240◦, calculated via (2.1), (2.2), and (2.3). Using (2.4)

and (2.5), however, normalized line-to line voltage magnitudes of 1 can be generated

using θab = 83◦ and reducing the utilized magnitude of the normalized Va from 1 to

Fig. 2.13: Solutions to (2.1), (2.2), and (2.3) enable balanced voltages to be produced for
a [5, 3, 2] CHB (left), but larger voltage magnitudes can be obtained using extended FPSC,
i.e. (2.4) and (2.5) (right). All voltage magnitudes are normalized by 5Vdc.
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Fig. 2.14: FPSC references and common-mode component (top) and resulting ideal line-to-
line voltages for a [5, 3, 2] CHB. All waveforms are normalized by 5Vdc.

0.87. Extended FPSC generated references and resulting ideal line-to-line voltages

for a [5, 3, 2] CHB are shown in Fig. 2.14, where all values are again normalized by

5Vdc, i.e. the total dc bus voltage of a healthy leg. Similar to unextended FPSC, the

common-mode component of references generated via extended FPSC, also shown in

Fig. 2.14, is a sinusoid with the same frequency as the generated references.

Finally, note that third-harmonic injection may no longer be utilized to increase dc

bus utilization when implementing FPSC or extended FPSC, since phase shifts between

references are no longer 120◦ and reference magnitudes are no longer equal.

2.4 Conclusion

The cascaded H-bridge multilevel converter topology has been reviewed in this chapter.

The LSPWM and hybrid PWM techniques have been presented, and third-harmonic

injection for increasing dc bus utilization in three-phase CHB has been introduced.

Finally, fundamental phase-shift compensation has been presented as an approach for

enabling continued converter operation in the event of cell level faults.
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Chapter 3

PQ Plane Operating Analysis

In this chapter, the operating points in the PQ plane which are available when us-

ing symmetric and asymmetric CHB converters are identified. Moreover, this chapter

aims to explain why other converter output points must be avoided due to undesir-

able features, e.g. poor quality of the resultant current waveforms. Asymmetric CHB

converters in particular, as described in Section 2.1, may have operating regions which

are significantly restricted due to discordant output points, i.e. output points which

cause power transfer between a leg’s cells. This potentially undesirable behavior of

asymmetric CHB converters is well known [3, 4], but the conditions which cause dis-

cordant output points have not been explicitly identified. To address this deficiency,

a load-independent technique which allows these discordant output points to be iden-

tified is proposed in this chapter. Overall, the work presented in this chapter aims

to provide distribution engineers with information regarding the feasible active and

reactive-power which can be injected by grid-tied CHB converters, and to create a

framework for assessing operating point trajectories when altering the steady-state op-

eration of grid-tied CHB converters. The presented analysis also provides a basis for

selecting and modifying steady-state PWM generation techniques in order to meet de-
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sired performance criteria. Moreover, the techniques presented provide a foundation

which can be built upon to facilitate the analysis of grid-interactive CHB under a wide

range of conditions, such as continued operation after CHB cell faults or when when

grid voltages contain negative-sequence or harmonic components.

This chapter contains four sections. In Section 3.1, grid-tied symmetric CHB con-

verter output points are analyzed in order to identify the converter’s operational region.

In Section 3.2, the results presented in Section 3.1 are extended to include discordant

output points, allowing the operating region for grid-interactive asymmetric CHB con-

verters to be determined. Numerical test cases are presented in Section 3.3 to verify

the methods presented, and concluding remarks are provided in Section 3.4.

3.1 Symmetric CHB Converter Operating Region

In this section, the PQ plane operational region of a symmetric CHB converter is

identified. While the analytical approach presented in this chapter is not restricted

to any particular PWM scheme, for all simulation results presented in this section,

first-on-first-off level-shifted PWM (LSPWM) as described in Chapter 2 was used to

individually control CHB legs. Since this PWM technique utilizes a reference wave-

form, converter output points in the PQ plane are selected by adjusting the reference’s

modulation index, m, and the phase angle, δ, between the reference and the grid volt-

age. Only one phase angle needs to be defined for a balanced three-phase converter,

as the remaining angles are found as δ + 2π/3 and δ − 2π/3. While a desired PQ

output point is generally produced using closed-loop control, in this chapter the pa-

rameters used for PWM generation are directly varied in order to facilitate analysis

of a converter’s operational region. It is worth noting that the implementation of a

control scheme does not alter a converter’s operational region, it only automates the
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selection of PWM parameters in order to meet specific goals. As such, understanding

a converter’s operational region is important for control systems design, filter design,

component selection, etc.

An equation which describes the PQ plane behavior of a grid-interactive CHB can

be derived by considering apparent power, S. Measured from the grid-perspective,

S = VG

(
VI − VG
Zeq

)∗
= |VI | |VG| e

−jδ

Z∗eq
− |VG|

2

Z∗eq
, (3.1)

where |VI | and |VG| respectively correspond to the rms line-to-line converter and grid

voltages, and Zeq is the equivalent impedance coupling the converter and grid. Note

that |VI | is proportional to m and the converter’s dc bus voltages, but an explicit rela-

tionship is dependent upon the PWM scheme utilized. To prevent low order harmonics,

it is assumed that the converter operates in the linear region.

The output region of a CHB is defined by (3.1), and each point within the region

is a converter output point. Assuming |VG|, Zeq, and the converter’s dc bus voltages

are constant, for m in the linear modulation range and 0 ≤ δ < 2π, equation (3.1)

describes a disk in the PQ plane with radius

R = |VI | |VI |
|Zeq|

(3.2)

centered at

Point O = − |VG|
2

Z∗eq
(3.3)

Point O is the converter’s output origin, as this is the output point when m = 0 is

used for PWM generation.
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Using (3.2) and (3.3), grid-interactive symmetric CHB output points in the PQ

plane can be identified for various values of m and δ. As shown in Fig. 3.1, varying δ

from 0 to 2π for fixed values of m traces circles of output points centered at Point O

in the PQ plane, with larger values of m tracing circles with larger radii. On the other

hand, radial lines extending from Point O are traced by PQ plane output points by

varying m for fixed values of δ. If the converter and the grid are completely in phase

then there exists a converter voltage magnitude such that the grid does not provide or

absorb any active or reactive-power. Accordingly, when there is no phase-shift between

the grid and converter, i.e. δ = 0, output point’s trajectory of departure from Point

O passes through the origin of the PQ plane, as shown in Fig. 3.1. If the converter

Fig. 3.1: The boundary of the linear modulation region defines the output region for a
grid-interactive CHB. Converter output points for fixed m and variable δ trace circles in the
PQ plane, while output points trace radial lines for fixed δ and variable m.
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reference leads the grid, i.e. δ ∈ (0, π), then the radial line of output points extending

from the converter’s output origin may cross the jω axis at a negative value (as for

an inductive load), whereas if the converter reference lags the grid, i.e. δ ∈ (−π, 0),

then the radial line of output points may cross the jω axis at a positive value (as for

a capacitive load).

Equations (3.2) and (3.3) show that the output region of a grid-interactive CHB

is dependent upon the impedance coupling the converter and grid, Zeq. Assuming an

inductive filter is used, the impact of varying a nominal Zeq by ten percent is shown in

Fig. 3.2. As Zeq increases, the size of the resulting output region decreases. Further,

output regions defined by larger Zeq are subsets of the output regions defined by smaller

Zeq, as shown in Fig. 3.2, illustrating that an oversized filter will limit the maximum

Fig. 3.2: Alterations of the converter’s output region due to ten percent deviations of a
nominal impedance used coupling the converter and grid.
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active and reactive-power which a converter can provide using a fixed voltage.

Once a CHB converter’s output region has been identified, the current generated by

each output point within that region must be analyzed to ensure grid standards, e.g.

IEEE 519 [103], are met, and those output points which do not meet grid standards

must be excluded from the converter’s operating region. The quantifier of waveform

quality discussed here is total harmonic distortion (THD), defined for a current wave-

form as,

THD =

√∑∞
h=2 I

2
h

I1
(3.4)

where Ih is the rms magnitude of the hth harmonic. To ensure that a given output

point produces a current waveform which meets THD limitations, the numerator and

denominator of (3.4) are analyzed independently as follows:

• When considering the numerator of (3.4), i.e. the 2-norm of the injected current

harmonics, it is noted that harmonic currents are the result of harmonic voltages

generated by the converter. Since the grid-side harmonic voltages are assumed to

be zero, phase shifts between grid and converter harmonic voltages are irrelevant,

thus the numerator of (3.4) is independent of δ and is therefore symmetric about

the converter’s output origin, Point O.

• The denominator of (3.4), i.e. the fundamental component of the injected current,

is proportional to |S|, and is therefore symmetric about the origin of the PQ

plane if the grid voltage is assumed to be ideal, as S =
√

3VGI∗. Thus, near the

origin of the PQ plane the denominator of (3.4) approaches zero and so the THD

increases dramatically. Accordingly, converter output points near the origin of

the PQ plane do not meet THD standards and therefore cannot be utilized as

operating points.
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Fig. 3.3: Line current THD for the PQ plane output region of a grid-interactive CHB.
Distortion increases dramatically near the origin of the PQ plane, and values of THD are
asymmetric about the PQ plane’s origin.

The THD produced by output points of a symmetric grid-interactive CHB converter

is shown in Fig. 3.3, clearly illustrating that a converter’s operating region must be

restricted to exclude output points near the PQ plane origin which cause high THD.

It should be noted that the numerator and denominator of (3.4) have different points

of symmetry, and therefore the excluded output points are not symmetric about the

origin. Because output region THD is asymmetric around the origin of the PQ plane,

ensuring that THD restrictions are met for a given |S| requires testing a specific, worst

case THD output point. If the 2-norm of the injected current harmonics are assumed

to increase monotonically with m, then for a given value of |S| the output point with

the highest THD is the output point farthest from Point O. Thus, the output point

which maximizes THD for a fixed |S| lies on the trajectory defined by δ = 0. If no

output point is available at δ = 0 for a given |S|, then the smallest magnitude of δ for

which an output point exists will define the highest THD value.
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Another operating region restriction introduced when constructing a grid-interactive

CHB converter is caused by real-world components with limited VA ratings, thereby

defining an |Smax| which cannot be exceeded. Determining a desirable value of |Smax|

for a given CHB output region, and choosing components accordingly, may not be a

straight-forward process. As described by (3.1), a grid-interactive converter’s output

region is centered about Point O, and therefore, as shown in Fig. 3.2, |S| corresponding

to the Quadrant I output point with maximum P is not necessarily equal to the |S|

corresponding to the Quadrant I output point with maximum Q, and thus desirable

VA ratings can be defined in many ways. Two possible methods for defining a desirable

|Smax| are shown in Fig. 3.4. One possibility is to define |Smax| based on the largest

disk in the PQ plane which is a subset of the converter’s output region. However,

components selected using this definition cannot support the maximum active and

reactive-power which the converter could otherwise supply. Another possibility is to

select |Smax| based on the smallest disk in the PQ plane which contains all Quadrant

I converter output points. Components selected based on this definition, however, are

fully utilized only at a few select output points. Regardless of which |Smax| is used

to select components, many output points of a grid-tied CHB cannot be considered as

operating points due to the large values of |S| associated with them.

The operational region of a grid-interactive symmetric CHB is shown in Fig. 3.5,

where it is assumed that the converter is meant to supply power. This operating region

is defined by (i) the converter output region defined according to (3.1) for a fixed filter,

(ii) grid-interconnection standards for maximum THD, (iii) VA limitations imposed

by converter components, and (iv) the assumption that power is to be delivered to the

grid. Note that the operational region shown in Fig. 3.5 is asymmetric, partially due

to component VA ratings selected such that the converter output point in Quadrant I

with maximum Q is enclosed.
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Fig. 3.4: Two potentially desirable |Smax| values, used for component selection, based on
the disk defined by the linear modulation region.

Fig. 3.5: PQ plane operational region for a grid-tied symmetric CHB converter operating
in the linear PWM region.
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The operational region shown in Fig. 3.5 is similar to the operational region for a

grid-interactive traditional two-level inverter, as presented in [84]. Further, the analysis

presented in this section is general and therefore may be applicable to wide range of

grid-interactive converter topologies. However additional factors may act to restrict

the operational region for some topologies, such as the asymmetric CHB analyzed in

the next section.

3.2 Asymmetric CHB Converter Operational Re-

gion

In this section, the PQ plane operational region for asymmetric CHB converters is

identified. For all simulation results presented in this section, LSPWM for asymmetric

CHB, detailed in Chapter 2, was used to individually control CHB legs. Similar to

the previous section, converter output points are selected by varying m and δ of the

reference waveform used for PWM generation.

Initially, the analysis for an asymmetric CHB is very similar to the analysis for the

symmetric CHB. That is, (3.1) still applies, filter variation effects are still observed, and

restrictions based on THD and component ratings must be considered. When utilizing

asymmetric sources, however, under certain conditions power transfer between CHB

cells may occur, e.g. some CHB cells may receive a net regenerative power flow even

if the overall converter is supplying power. This behavior is generally undesirable, and

therefore these discordant output points may need to be identified and excluded from

the converter’s operation region.

While the power delivered by each CHB cell can be analyzed on a case-by-case basis

to identify discordant output points, analysis using a load-independent method would

be more convenient. Thus, instead of determining the power delivered by each cell in

42



a CHB leg, it may be beneficial to instead compute the ratio of power delivered by cell

n, Pn, to the total power delivered by the leg containing that cell, PL. Thus,

Pn
PL

=

(
Vn/
√

2
)
I cos (θn)(∑

k Vk/
√

2
)
I cos (θk)

= Vn
VL

(3.5)

where Vn and VL are, respectively, the fundamental voltage component generated by

cell n and the CHB leg, and it is assumed that cell voltages are in-phase, i.e. θx = θ

∀x. An output point is cell n discordant if Vn/VL < 0, indicating cell n absorbs power

while the leg delivers power, or vice-versa.

The reference used for PWM generation can be used to determine VL directly.

The ideal voltage generated by cell n, i.e. the PWM reference as seen by cell n, is

analyzed in order to determine Vn. Typically however, a PWM reference, r (θ), is only

provided for a CHB leg, and so references seen by individual cells are not immediately

available. As such, the reference seen by a cell must be constructed for the purpose of

this analysis. When using LSPWM for gate signal generation, cell references can be

obtained by adjusting the amplitude and bias of the leg reference waveform based on

cell voltages and utilized leg output voltages. For instance, Fig. 3.6 shows the PWM

references seen by each cell of a two-cell CHB leg when v1 = 100 V, v2 = 150 V, and

r (θ) = 200 sin (θ), assuming all available leg output voltages are used. It is emphasized

that cell references are used for analysis only and are not required for PWM generation.

Once the cell n reference, rn (θ), is known, the fundamental reference component is

computed using the Fourier series as,

Vn = 1
π

2πˆ

0

rn (θ) sin (θ) dθ (3.6)
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Fig. 3.6: LSPWM and cell references for an M = 2 cell CHB with v1 = 100 V, v2 = 150 V,
and r (θ) = 200 sin (θ). Cell references r1 (θ) and r2 (θ) are not typically available, but are
constructed for analysis.

Fig. 3.7: Power ratio for the low voltage cell, cell 1, of a two-cell CHB for varying ratios of
v1/ (v1 + v2) = v1/vL, assuming all available voltage outputs are used for PWM generation.
A given value of m results in a cell 1 discordant output point if P1/PL < 0.

The value obtained using (3.6) can then be compared to the fundamental component

of the leg reference as in (3.5) to determine the power contribution of cell n.

For a two-cell CHB with v1 < v2, Fig. 3.7 shows P1/PL within the converter’s

output region for varying v1/ (v1 + v2) = v1/vL ratios, assuming all available converter

voltages are utilized. When P1/PL < 0, cell 1 is discordant, and thus discordant

output points are identified. A dramatic change occurs in the P1/PL function when

v1/vL = 1/3, since the lowest available voltage magnitude is v1 when v1/vL < 1/3, and

v2 − v1 when v1/vL > 1/3. As shown in Fig. 3.7, discordant output points occur at
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Fig. 3.8: PQ plane operational region for a two-cell grid-tied asymmetric CHB converter
operating in the linear region, with all available output voltages utilized. Voltage ratios are
in the trinary configuration, v1 : v2 = 1 : 3.

higher values of m when v1/vL < 1/3, and therefore these voltage ratios are most likely

to have the most significant impact on the operational region of an asymmetric CHB.

The operational region for a two-cell asymmetric CHB converter, with v1/vL = 0.25,

is shown in Fig. 3.8. This trinary configuration, where v1 : v2 = 1 : 3, provides the

greatest number of evenly spaced converter output voltages when using a two-cell

CHB [4, 100]. However, this configuration results in cell 1 discordant output points

which restrict the operational region if discordant behavior is to be prevented. Alter-

natively, the location of discordant output points in the PQ plane may be modified if

some available converter output voltages are not utilized during PWM generation. For

instance, all discordant output points can be eliminated when using a two-cell asym-

metric CHB, as shown in Fig. 3.9, if the output voltages ± (v1 − v2) are not utilized

during PWM generation.

The behavior of discordant output points can be more complex for asymmetric
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Fig. 3.9: Power ratio P1/PL for the low voltage cell of a two-cell CHB for varying ratios
of v1/ (v1 + v2) = v1/vL, assuming converter voltages v1 − v2 and −v1 + v2 are not used for
PWM generation.

Fig. 3.10: PQ plane operational region for a three-cell grid-tied asymmetric CHB converter
operating in the linear region, with all available output voltages utilized. Voltage ratios are
in the trinary configuration, v1 : v2 : v3 = 1 : 3 : 9.

CHB converters with more than two cells. For instance, Fig. 3.10 shows the available

operational region for a three-cell CHB, if voltage ratios are again selected such that

the greatest number of evenly spaced converter output voltages are available, i.e. in

the trinary configuration where v1 : v2 : v3 = 1 : 3 : 9. The operational region shown

in Fig. 3.10 must be heavily restricted if discordant output points are not permitted.
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Fig. 3.11: PQ plane operational region for a three-cell grid-tied asymmetric CHB converter
operating in the linear region, with some output voltages unused. Voltage ratios are in the
trinary configuration.

However, by eliminating the use of some voltage levels, the converter’s operational

region is modified. For instance, ± (−v1 + v2 + v3) and ± (−v1 − v2 + v3) are not used,

the resulting operational region is as shown in Fig. 3.11. In this way, (3.5) may be

used to identify a converter’s discordant operating regions, and can also facilitate the

selection and modification of steady-state PWM generation techniques in order to meet

desired performance criteria.

3.3 Numerical Test Cases

In this section, two numerical test cases are provided to demonstrate the validity of

the presented models for analyzing a grid-interactive converter’s output region and for

identifying discordant operating points for asymmetric CHB. Since laboratory scale

equipment may only enable a small portion of the converter’s operating region to be
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Fig. 3.12: PWM and cell references for an M = 3 cell CHB with v1 = 25 V, v2 = 50 V,
v3 = 150 V, and r(θ) = 215 (sin (θ) + sin (3θ) /6). Using hybrid PWM, only the low voltage
cell switches at PWM frequency.

validated, e.g. [84], data were collected using MATLAB/Simulink simulation software

to enable validation of the entire CHB output region.

For both numerical test cases, a grid with negligible impedance and line-to-line

rms voltage |VG| = 208 V was connected to an M = 3 cell CHB with dc bus voltages

v1 = 25 V, v2 = 50 V, and v3 = 150 V. This 1 : 2 : 6 ratio enables hybrid PWM to

be applied with the maximum number of converter output voltages, as explained in

Chapter 2. Hybrid PWM was used to generate gate signals, with switching frequency

fs = 6.12 kHz applied to the low voltage cell. PWM references were injected with a

third-harmonic component equal to one-sixth of the fundamental component, enabling

the CHB to produce a maximum line-to-line rms voltage |VI | =
√

2 (v1 + v2 + v3).

Typical hybrid PWM and cell references are shown in Fig. 3.12.

The two numerical test cases differed only in the filter used to couple the converter

to the grid. For the first test case, the converter filter was purely inductive, with

Lf = 5 mH and non-ideal resistance Rf = 0.5 Ω, whereas an LCL filter was used for

the second test case, with inverter-side inductance LfI = 1 mH, grid-side inductance

LfG = .5 mH, C = 5µF (Y-connected), with non-ideal resistances RLI = 0.1 Ω, RLG =

0.05 Ω, and RC = 0.1 Ω. Both test cases were analyzed for 16560 m and δ combinations,

with m varied in the linear PWM range in steps of 0.01 from 0.01 to 1.15, and δ varied
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Table 3.1: Numerical Test Case Results

Test Case 1 Test Case 2
Zeq (Ω) 0.5 + j1.8850 0.1501 + j0.5657

Point O (kW, kVAR) (−5.69,−21.44) (−18.96,−71.44)
Output Region Radius (kVA) 33.9 113.1
Max P > 0 for Q = 0 (kW) 20.5 68.7

Max Q > 0 for P = 0 (kVAR) 11.9 40.1
(4.4, 7.9) (14.7, 26.5)

Cell 1 Discordant Regions (12.0, 15.6) (40.2, 51.9)
(inner, outer) radii (KVA) (19.7, 23.2) (65.6, 77.4)

(27.3, 30.8) (91.1, 102.8)
Cell 2 Discordant Region (12.0, 26.1) (40.2, 87.2)

in 2.5◦ steps from 0◦ to 357.5◦.

The converter output regions obtained for both test cases were similar the output

region shown in Fig. 3.10. That is, the output regions for both test cases include four

annular regions for which cell 1 is discordant, and one annular region for which cell 2

is discordant. The inner and outer radii of these annular regions, as well as Zeq, the

output origins, and the output region radii, are summarized in Table 3.1 for both test

cases. Also, similar to Fig. 3.10, output points for both test cases produced currents

with THD ≥ 5 near the PQ plane origin. Due to LCL filter resonance, this increased

THD was found for 25 output points in the second test case, compared to two output

points in the first test case. The range of outputs which result in high THD when using

an LCL filter could be attenuated via passive or active damping techniques [82,83].

The data in Table 3.1 show the CHB analyzed for the second test case was able

to supply a higher maximum active-power than the CHB in the first test case, despite

both setups utilizing the same dc bus voltages. Via (3.1), the dc bus voltages for the

first test case would need to increase more than two-fold for the resulting converter

output region to include the same maximum output point available using the second

test case, P = 68.7 kW Q = 0. These considerations may be useful when selecting
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Fig. 3.13: Simulated data (markers) from test case 1 compared to results (shaded areas) ob-
tained via (3.1), showing regions in the mδ plane corresponding to power factors greater than
0.9, 0.95, and 0.99 when power is delivered to the grid and components have an artificially
imposed VA limit of 20 kVA.

filters and dc bus voltages for a grid-interactive CHB.

For the first test case, m and δ values which caused the converter to deliver active-

power to the grid with power factors greater than 0.9, 0.95, and 0.99 were identified.

The identified values were then restricted to identify m and δ which resulted in PQ

output points with apparent power less than 20 kVA, an artificial component limit

selected based on the maximum active-power deliverable by the converter. In Fig.

3.13, this set of m and δ values are compared to results obtained via (3.1), with a close

match between the two data sets observed. The narrow range of m and δ which result

in desirable converter behavior, as shown in Fig. 3.13, can be useful when designing

and analyzing the performance of controllers for grid-interactive CHB.

To determine the validity of the technique proposed in Section 3.2 for identifying

discordant output points, for both test cases the mean value of Px/PL at each m was

computed and then compared results obtained via (3.5). To avoid outliers caused

by dividing by small PL, 64 data points for which |PL| < 10W were omitted when

computing mean values of Px/PL. Since the method presented in Section 3.2 is load
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Fig. 3.14: Simulated data (black markers) from both test cases compared to data (gold)
obtained via (3.5), showing the ratio Px/PL is only dependent upon m.

independent, Fig. 3.14 shows results from (3.5) compared to data obtained for both test

cases. As shown in Fig. 3.14, there is close agreement between the proposed technique

and the data collected for all three leg cells, verifying the presented load-independent

approach for identifying discordant operating points.

Finally, as per the analysis presented in Section 3.1, the converter output origin

and output region radius provided in Table 3.1 for the first test case can be used to

approximate results for the second test case using the multiplicative factor Zeq,1/Zeq,2,

where Zeq,y is Zeq for test case y. Moreover, discordant behavior for both test cases

is caused by the same values of m, and hence the same values of |VI |. Accordingly,

since (3.2) allows computation of radii for given |VI |, the radii of the discordant regions
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presented in Table 3.1 can be related using the same Zeq,1/Zeq,2 factor.

3.4 Conclusion

In this chapter, the PQ plane operational region for grid-interactive symmetric and

asymmetric CHB converters have been identified. The operational region for symmet-

ric CHB converters has been shown to be defined by (i) the boundary of the linear

modulation region, influenced by the equivalent impedance coupling the converter and

grid, (ii) VA ratings of system components, and (iii) a region of high THD near the

origin of the PQ plane. In addition to these three factors, it has also been shown that

the operational region for asymmetric CHB converters is also shaped by discordant

operating regions, which are determined by (iv) the PWM generation technique used

as well as (v) the asymmetries of the available cell voltages. Understanding the oper-

ational region for these CHB converter topologies provides distribution engineers with

information regarding the feasible active and reactive-power which can be generated

by grid-tied converters. It has also been demonstrated that the results presented in

this chapter can also be used as the basis for investigating the trajectories of operat-

ing points in the PQ plane when altering the steady-state behavior of grid-tied CHB

converters. Finally, the presented techniques form a foundation which can facilitate

the analysis of grid-interactive CHB under conditions such as grid voltage imbalance

or continued operation after cell faults.
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Chapter 4

Atypical PWM for Maximizing DC

Bus Utilization

In this chapter, an atypical technique for modifying PWM references by injecting a

common-mode component is proposed for microgrid-interactive cascaded H-bridge mul-

tilevel converters operating under balanced and unbalanced conditions. The proposed

technique (i) can be implemented in real-time without utilization of lookup tables,

(ii) enables continued operation under internal fault conditions, (iii) is implemented

independently from any converter controllers, and (iv) is compatible with any carrier-

based PWM methods used for gate signal generation, enabling its use for symmetric

and asymmetric converters. The proposed approach is analyzed for use during balanced

and unbalanced conditions under both healthy and faulty converter operation.

This chapter contains for sections. The PQ plane analysis technique introduced in

Chapter 3 is expanded in Section 4.1 to enable analysis when grid-interactive converters

provide negative-sequence compensation. In Section 4.2 the proposed common-mode

reference adjustment technique is presented and analyzed. Experimental data are

presented in Section 4.3, and concluding remarks are provided in Section 4.4. Note
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that while the atypical PWM technique introduced in this chapter can also be applied

to stand alone operation, the presented analysis focuses on grid-interactive performance

to highlight the performance of this method during unbalanced grid operation.

4.1 PQ Plane Output Region Under Unbalanced

Conditions

As presented in Chapter 3, the apparent power, S, delivered by a grid-interactive CHB

measured from the grid-perspective is computed as,

S = |VI | |VG| e
−jδ

Z∗eq
− |VG|

2

Z∗eq
, (4.1)

where |VI | and |VG| respectively correspond to the positive-sequence rms line-to-line

converter and grid voltage components, δ is the phase shift between positive-sequence

grid and converter voltages, and Z∗eq is the complex conjugate of the equivalent impedance

coupling the converter and grid. Once again, note that |VI | is proportional to the con-

verter’s dc bus voltages and the modulation index, m, defining the PWM references’

positive-sequence component, but an explicit relationship is dependent upon the PWM

scheme utilized.

As detailed in Chapter 3, the PQ output points which a converter is able to supply

can be determined by evaluating (4.1) for all possible m and δ. The theoretical PQ

plane output region of a converter is defined as the collection of these output points.

Practically, the operating region of a grid-interactive CHB is the portion of the output

region which satisfies total harmonic distortion (THD) standards and does not exceed

component-specific apparent power restrictions [106]. If the CHB is asymmetric, fur-

ther restrictions may be imposed to prevent operation at discordant operating points,
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i.e. output points where some cells in a leg have a net regenerative power flow when the

overall leg is providing power, or vice-versa. However, analyzing a converter’s entire

output region gives insight into converter behavior, particularly when the converter

provides auxiliary services.

Assuming operation is restricted to the linear PWM region, the output region of

a grid-interactive CHB can be defined by the converter’s output origin, obtained by

evaluating (4.1) for |VI | = 0, as well as the output region boundary identified by

evaluating (4.1) for the maximum m which results in linear PWM operation for each

δ ∈ [−π, π]. When no auxiliary services are being supplied, the maximum m, and

hence the upper limit of |VI |, is independent of the phase shift between grid and

converter voltages. Accordingly, the output region of a healthy microgrid-interactive

CHB defines a disk in the PQ plane, as shown in Fig. 4.1. As auxiliary services are

provided, however, the maximum m which ensures linear-region PWM may decrease,

and become δ dependent, causing the converter’s output region to shrink, become

distorted, and no longer define a disk. For instance, Fig. 4.1 also shows converter

output region boundaries when PWM references must include a fixed negative-sequence

component. Fig. 4.1 further shows that altering the angle of the negative-sequence

component, with respect to the positive-sequence component of the grid, causes the

converter’s output region to rotate about the output origin.

The output region boundary of a grid-interactive CHB can be expanded by im-

plementing techniques for increasing dc bus utilization, such as the third-harmonic

injection technique presented in Chapter 2, since these approaches increase the linear

PWM region and therefore allow converters to produce higher |VI | than they otherwise

could. However, these approaches are typically intended for balanced converter oper-

ation, and therefore may no longer be simply implemented when a converter supplies

auxiliary services, since the magnitude, angle, and frequency of the injected component
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Fig. 4.1: PQ plane output region boundary for: no negative-sequence component (S1);
negative-sequence component V2∠θ (S2); and negative-sequence component V2∠ (θ + π/3)
(S3). An ideal component VA limit is included as a typical, though arbitrary, reference.

may need to be continually adjusted to ensure references stay within the linear PWM

region. Accordingly, there is a need for a simple to implement technique which can

maximize dc bus utilization regardless of any auxiliary services provided.

4.2 Common-Mode Component Generation

In this section, the proposed method for maximizing dc bus utilization by injecting

PWM references with a common-mode component is explained in Subsection A. The

PQ plane output region for CHB utilizing the proposed technique when providing

negative-sequence compensation is presented in Subsection B.
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4.2.1 Common-Mode Generation and Injection

Define Vdc,x as the sum of isolated dc-input voltages for the healthy cells in leg x ∈ P =

{a, b, c}. Since the PWM reference, vx (t), defines the leg x line-to-neutral output for

both symmetric and asymmetric CHB, linear-range modulation is ensured if |vx (t)| ≤

Vdc,x. Accordingly, references only need to be adjusted if there exists a voltage difference

ux (t) = |vx (t)| − Vdc,x > 0 for x ∈ P . Defining, at each time instant,

k = argmax
x∈P

(ux (t)) , (4.2)

the minimum magnitude common-mode voltage which ensures |vk (t)| ≤ Vdc,k is com-

puted as,

v0 (t) =


sign (vk (t))uk (t) uk (t) > 0

0 otherwise.
(4.3)

The common-mode component computed via (4.3) is then used to generate modified

PWM references as,

v∗x (t) = vx (t)− v0 (t) , x ∈ P . (4.4)

All v∗x (t) are guaranteed to be within the linear modulation range provided |vx (t)− vy (t)| ≤

Vdc,x + Vdc,y for all x, y ∈ P . Extending the proposed method to the overmodulation

region is not considered here.

Defining an [a, b, c] CHB as having a healthy cells in Leg A, b healthy cells in Leg

B, and c healthy cells in Leg C, a typical set of references containing positive- and

negative-sequence components are shown in Fig. 4.2 before and after being adjusted

for a [3, 3, 3] CHB and a [3, 2, 3] CHB. The adjusted references shown in Fig. 4.2 are

clamped at each leg’s maximum available dc bus voltage, thereby ensuring linear-range
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Fig. 4.2: Unadjusted PWM references containing a negative-sequence component, vx, com-
pared to Atypical PWM references, v∗x = vx − v0, for a healthy [3,3,3] CHB (top), and a
[3,2,3] CHB (bottom).

modulation. Note that the vo (t) waveform used to adjust references, also shown in Fig.

4.2, are significantly different from the waveforms typically used. That is, vo (t) is not

a third harmonic component, as is typically used for balanced operation, nor is it a

fundamental frequency component, as obtained using FPSC for CHB operation under

internal fault conditions.

Since the proposed method is independent of the PWM technique utilized, this

technique can be applied to symmetric and asymmetric CHBs with any number of

faulty cells, provided Vdc,x values are appropriately adjusted. Moreover, the proposed

method does not directly produce references or gate signals, instead acting as an in-

termediary step between the creation of references and the generation of gate signals.

Accordingly, the proposed method can be implemented using any reference generation,

i.e. controller, technique and can be used with any carrier-based PWM scheme.

Since the positive-sequence component of references can be increased when a common-

mode component is injected using the proposed technique, the maximum apparent
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power the converter can supply is increased, neglecting the component VA limitations.

Accordingly, utilization of this method modifies a converter’s PQ plane output region,

as discussed in the next subsection.

4.2.2 Modified PQ Plane Output Region

The proposed technique can be implemented for converters providing a wide range of

auxiliary services, as well as for converters providing no auxiliary services at all. How-

ever, this subsection focuses on the case where the PWM references must contain a

negative-sequence component, for instance to ensure balanced currents are drawn from

traditional sources. Analysis of the converter’s PQ plane output region is presented to

demonstrate the efficacy of the proposed technique, since this representation provides

a visualization of the range of |VI | a CHB can provide for all δ values. For all pre-

sented analyses the phase angle of the negative-sequence component is maintained at

0 radians, with respect to the grid’s positive-sequence component. This simplification

is permissible, without loss of generality, due to the understanding that any non-zero

negative-sequence phase angle will predictably change the converter’s PQ plane output

region, causing the region to rotate about the converter’s output origin as shown in

Fig. 4.1.

Before examining the case where the converter supplies the negative-sequence com-

pensation, the case where PWM references only contain positive-sequence content is

considered. As explained in Section 4.1, the converter’s output region always defines a

disk in the PQ plane when references only contain positive-sequence content. To ensure

a balanced three-phase system, the maximum line-to-line peak voltage attainable when

using the proposed technique is equal to the sum of the two smallest leg voltages, i.e.

59



V̂LL,max =
∑
x∈P

Vdc,x −max (Vdc,a, Vdc,b, Vdc,c) . (4.5)

Therefore, V̂LL,max = 6 for [3, 3, 3] CHB, V̂LL,max = 5 for [3, 3, 2] CHB, V̂LL,max = 4 for

[3, 2, 2] and [2, 2, 2] CHB, and so on. The proposed atypical PWM technique enables

these maximum line-to-line peak voltages to be obtained, since vo (t) can be produced

to generate linear-range modulation provided |vx (t)− vy (t)| = Vdc,x+Vdc,y for all x, y ∈

P . Compared to the attainable line-to-line voltages provided using fundamental phase

shift compensation as detailed in Chapter 2, the proposed technique enables greater dc

bus utilization, extending the radius of the disk in the PQ plane defining the converter’s

output region. This extension is due to the fact that FPSC only utilizes a fundamental-

frequency common-mode component, whereas the proposed technique does not have

this restriction. Furthermore, balanced line-to-line voltages are attainable even if all

cells within one leg are completely bypassed, e.g. V̂LL,max = 3 for a [3, 3, 0] CHB.

When PWM references of a microgrid-interactive CHB must contain a negative-

sequence component, the maximum line-to-line voltage which the converter can supply

becomes dependent upon the angle of the phase shift between the grid and the inverter

reference. That is, V̂LL,max, and hence the range of |VI |, become dependent upon δ, and

therefore the converter’s output region may no longer define a disk in the PQ plane.

For references containing a fixed negative-sequence component, Fig. 4.3 shows the PQ

output region for an M = 3 cell CHB under various fault conditions. The PQ output

regions in Fig. 4.3 are shown for a CHB utilizing the proposed atypical PWM scheme

as well as for a CHB with no common-mode component. In each case, a circle centered

at the converter’s output origin is also included as a reference.

For the healthy [3, 3, 3] CHB shown in Fig. 4.3(a), both the adjusted and unad-

justed regions have 120◦ rotational symmetry, and use of the proposed atypical PWM
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Fig. 4.3: CHB PQ plane output region when PWM references contain negative-sequence
component V2∠0 without any common-mode component (S2) and using the proposed atypical
PWM method (S3) for: (a) healthy [3, 3, 3] CHB, (b) [3, 3, 2] CHB, (c) [3, 2, 2] CHB, and (d)
[3, 2, 1] CHB. A circle, S1, centered at the converter’s operating origin is included for reference.

technique shows V̂LL,max is increased for all δ, though the increase in V̂LL,max is δ de-

pendent. As faults occur and cells are bypassed in CHB legs, the PQ plane output

region of a microgrid-interactive CHB may lose rotational symmetry for PWM refer-

ences containing a negative-sequence component, though the CHB’s PQ plane output

region still rotates about the converter’s output origin as the angle of the negative-

sequence component changes. The regions shown in Fig. 4.3(b), (c), and (d) show that

V̂LL,max is increased for all δ when the proposed technique is utilized under cell fault

conditions, although once again the increase in V̂LL,max is δ dependent. Under some
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circumstances, the CHB is only able to provide active-power at unity power factor if

the proposed technique is used, as shown in Fig. 4.3(c). However, there are also some

cases, such as shown in Fig. 4.3(d), where the CHB is unable to provide active-power

at unity power factor regardless of whether the proposed method is utilized, though

active-power may still be provided at a reduced power factor. Accordingly, the CHB

becomes more fault tolerant when the proposed technique is used, as it can remain

connected to a microgrid under a wider range of faults.

4.3 Experimental Verification

In this section, experimental data are presented to verify the proposed technique. For

experimental verification, a CHB withM = 3 cells per leg was connected to the grid and

an unbalanced 2 kW Y-connected load with Ra = 24 Ω, Rb = 24 Ω, and Rc = 31 Ω. The

CHB was connected to the system using an LCL filter, with grid-side inductance LfG,

converter-side inductance LfI , and ∆-connected capacitors Cf with series damping

resistors Rf . System parameters are provided in Table 4.1. The experimental setup is

shown in Fig. 4.4.

The active- and reactive-power delivered by the CHB were controlled via a PI

controller in the dq frame, with a phase-locked loop (PLL) used to find ωt required

for synchronization. For all data collected, the CHB was set to deliver P = 500 W

Table 4.1: Experimental Parameters

Line-to-Line Voltage 208 Vrms
Cells per Leg (M) 3

PWM Carrier Frequency 4.2 kHz
LfI 1.5 mH

Cf (∆) 5µF
Rf 3.3 Ω
LfG 1.0 mH
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Fig. 4.4: Setup used for experimental verification.

Fig. 4.5: Grid currents drawn by the converter and unbalanced load for Ra = 24 Ω, Rb =
24 Ω, and Rc = 31 Ω, when VLL,rms = 208 V, MVdc = 195 V, and the converter does not
supply negative-sequence compensation.
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and Q = 0. A dSPACE CP1103 control board was used to create PWM references,

while gate signals were generated using LSPWM implemented via an Altera Cyclone V

5CSEMA5F31C6 FPGA [107]. Using a total leg dc bus voltageMVdc = 195 V, 65 V per

cell, the grid current drawn by the system is shown in Fig. 4.5 when the converter did

not provide any negative-sequence compensation. This unbalanced current can dele-

teriously affect microgrid-scale generators, therefore implementing negative-sequence

compensation may be beneficial for the system.

Negative-sequence compensation was achieved by converting currents drawn from

the grid into the negative-sequence dq frame, and then driving any negative-sequence

component to zero using a PI controller. The signals for active- reactive-power control

were added to the negative-sequence compensation controller. The proposed atypical

PWM technique was applied to the resultant reference signals and LSPWM was again

used for gate signal generation. A block diagram of the experimental setup is shown in

Fig. 4.6. Before moving on, however, it is reemphasized that the proposed technique

Fig. 4.6: Block diagram of the system used for experimental verification.
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Fig. 4.7: Grid currents using total leg dc bus voltageMVdc = 160 V, obtained without (top)
and with (bottom) the proposed atypical PWM scheme.

is independent of the control method utilized as well as the PWM scheme, provided it

is a carrier-based approach.

With the PWM references generated to ensure balanced grid currents were drawn

by the system, the total leg dc bus voltage of the converter, initially MVdc = 195 V,

was decreased in 5 V steps until a minimum voltage of 150 V while ensuring cell source

magnitudes remained equal. Currents drawn from the grid forMVdc = 160 V, with and

without using the proposed atypical PWM technique, are shown in Fig. 4.7, clearly

demonstrating that lower distortion is made possible if the proposed method is used.

The results shown in Fig. 4.7 demonstate that if the proposed method is not used for

the given conditions, either (i) the active-or reactive-power delivered by the converter

must be changed, (ii) negative-sequence compensation must be removed, and/or (iii)

the increased harmonic distortion must be accepted. Alternatively, it may be necessary

to completely disconnect the converter from the grid if performance goals cannot be

met.
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Fig. 4.8: Grid current THD vs. total leg dc bus voltage, MVdc, with each dc bus voltage
tested at three different measurement instants. For the case where a cell is faulty, MVdc is
the total dc bus voltage of a healthy leg.

Fig. 4.9: Line-to-neutral PWM waveforms obtained when a leg C cell is bypassed using the
proposed technique, and the total dc bus leg voltage of a healthy leg is MVdc = 195 V.

To analyze the system behavior over a wide range of voltages, the three line cur-

rents drawn from the grid for each MVdc value were measured, both with and without

utilizing the proposed atypical PWM method. The THD of the three phase currents

were then computed and averaged for each MVdc. To account for grid variations,

measurements were made at three separate instants. The results, shown in Fig. 4.8,

demonstrate that a baseline THD value can be maintained using lower MVdc if the

proposed atypical PWM technique is used. Data were also collected to show system

performance for a CHB with a phase B cell bypassed, e.g. due to a fault. Under
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cell fault conditions, the proposed technique generates line-to-neutral voltages such as

shown in Fig. 4.9. The results shown in Fig. 4.8 demonstrate that, provided MVdc is

sufficiently large, the proposed atypical PWM technique enables continued converter

operation even in the event of a cell fault.

4.4 Conclusion

In this chapter, an atypical PWM technique for maximizing dc bus utilization in

microgrid-interactive CHB converters has been presented. The proposed method is

implemented independently of any control techniques used, making it suitable for use

in a wide range of applications. Moreover, this technique can be applied to any carrier-

based PWM scheme, enabling its use for symmetric and asymmetric CHB. Finally, the

proposed technique enables continued converter operation in the event of cell faults,

provided the fault has been identified. The efficacy of the atypical PWM technique

has been demonstrated under healthy and faulty conditions for balanced operation and

when the CHB provides negative-sequence compensation, for instance to ensure that

balanced currents are drawn from traditional sources. The common-mode component

injected into PWM references is based on the available dc bus voltages and enables

references to be adjusted in real-time, without requiring lookup tables. Ultimately, it

has been demonstrated that the presented technique allows PWM references to contain

greater positive-sequence components than they otherwise could and thereby enlarges

the converter’s PQ plane output region.
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Chapter 5

Direct Utilization of Time-Variant

DC Sources

Multilevel PWM schemes typically assume CHB cells are powered by time-invariant dc

sources with equal magnitudes, or magnitudes existing in specific ratios, as detailed in

Chapter 2. In this chapter, an adaptive sinusoidal PWM (ASPWM) technique which

increases CHB flexibility by enabling time-variant dc sources to be directly utilized is

presented. Two alternative algorithms for implementing the proposed ASPWM scheme

are detailed in this chapter, providing system designers with a trade off between sys-

tem performance and the number of sensors required for implementation. The first

algorithm requires all cell input voltages to be measured, while the second algorithm

only requires measurement of the leg’s line-to-neutral output voltage. Accordingly, the

first algorithm is referred to as the sensor-per-source (SPS) algorithm while the second

algorithm is referred to as the sensor-per-leg (SPL) algorithm.

This chapter includes seven sections. A modified implementation of the conven-

tional LSPWM technique, providing a foundation for ASPWM, is presented in Section

5.1. The SPS and SPL ASPWM algorithms are presented in Sections 5.2 and 5.3,
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respectively. Simulation results which demonstrate the effectiveness of proposed al-

gorithms are then presented in Section 5.4, and experimental verification is presented

in Section 5.5. In Section 5.6, potential modifications to the steady-state behavior of

both algorithms are proposed. Concluding remarks are given in Section 5.7.

5.1 Conventional Sinusoidal Pulse Width Modula-

tion

Several PWM methods can be used to control the output of a CHB converter [4, 68],

but the techniques presented in this chapter are most closely related to the LSPWM

method introduced in Chapter 2. A modified method for implementing LSPWM,

hereafter called conventional sinusoidal PWM (SPWM), is presented in this section to

provide a foundation for the proposed ASPWM algorithms.

Conventional SPWM is used to provide gate signals to an M cell symmetric CHB

leg by comparing a sinusoidal reference signal, r (t) = m sin (ωt), to several triangular

signals (carriers), ck (t), with fixed frequency fc. For a CHB leg as shown in Fig.

Fig. 5.1: A grid-interactive cascaded H-bridge multilevel converter.
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Table 5.1: Cell An Switch Configurations, Output Voltages, and States

[sw1, sw3] Cell Output Voltage Cell State sn (t)
[0, 0] 0 0
[0, 1] −vn (t) −1
[1, 0] vn (t) 1
[1, 1] 0 0

5.1, define the leg-state as the row vector of cell states, S (t) = [s1 (t) , . . . , sM (t)],

where states are defined as shown in Table 5.1. Since each si (t) ∈ {1, 0,−1} there are

3M distinct leg states, i.e. S (t) ∈ {S1, S2, . . . , S3M}. Defining the cell voltage vector

as the column vector v̄ (t) = [v1 (t) , . . . , vM (t)]T, the line-to-neutral output voltage

of the leg is found as Vph (t) = S (t) v̄ (t). In conventional SPWM, the modulation

index, m, is defined as m = v̂out/ (MVdc), for a desired peak output voltage, v̂out,

assuming equal input dc sources, i.e. vi (t) = Vdc for i ∈ {1, 2, . . . ,M}. An approach

for implementing SPWM with a purely sinusoidal reference is to choose r (t) = sin (ωt),

and control the range of the carriers using m. This approach provides the base needed

for implementing the adaptive SPWM algorithm for time-variant dc sources. In this

technique, M + 1 carriers are considered such that c0 (t) = 0 and for the remaining

carriers, range (ck (t)) = [αk−1, αk], where αk = k/ (mM). Defined in this way, carriers

are non-overlapping, occupy the region between 0 and 1/m, and have equal magnitudes.

Finally, if the set

C = {k | ck (t) ≤ |r (t)|} (5.1)

is defined for each time instance, then the number of cells outputting a non-zero voltage

at time t+ ∆t is found as max (C), and sign (r (t)) is used to determine whether non-

zero cell states are positive or negative. An example showing the references, carriers,

and unfiltered line-to-neutral output obtained using this PWM scheme for a two-cell

CHB are shown in Fig. (5.2).

70



Fig. 5.2: Reference and carrier waveforms (top) and converter line-to-neutral output (bot-
tom) obtained using conventional SPWM, assuming r (t) > 0 for t ∈ (0, T/2) ∪ (T, 3T/2),
and r(t) < 0 otherwise.

This conventional SPWM technique requires all cell voltage magnitudes to be equal,

known in advance, and time-invariant. The adaptive algorithms proposed in Sections

5.2 and 5.3 eliminate these restrictions.

5.2 Sensor-Per-Source Algorithm

The SPS algorithm, outlined in Fig. 5.3, is introduced in this section. For this im-

plementation of adaptive SPWM, every element of the cell voltage vector, v̄ (t) =

[v1 (t) , . . . , vM (t)]T, must be measured in real-time. To simplify the analysis of steady-

state behavior it is assumed that all permissible voltages are unique, i.e.

|Siv̄ (t)− Skv̄ (t)| > ε > 0 for i 6= k. (5.2)

With this assumption, the SPS algorithm initializes by finding and storing all (Sk, Skv̄ (t))

(leg-state leg-voltage) pairs such that Skv̄ (t) ≥ 0. Since (5.2) is satisfied, there will be

N =
(
3M + 1

)
/2 such pairs. With the switching states indexed as
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0 = S0v̄ (t) < · · · < SN−1v̄ (t) , (5.3)

define the modulation index using the desired peak output voltage and the maximum

voltage which can be generated by the converter

m = v̂out
SN−1v̄ (t) (5.4)

and generate N carriers such that c0 (t) = 0, and for the remaining carriers

range (ck (t)) = [αk−1, αk] (5.5)

where αk is given by

αk = Skv̄ (t)
mSN−1v̄ (t) . (5.6)

Fig. 5.3: Flowchart of SPS adaptive SPWM.
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With these values stored, the initialization event is finished, and the algorithm’s

steady-state behavior begins. Similar to conventional SPWM, during steady-state be-

havior SPS adaptive SPWM sets the converter’s leg state at time t+ ∆t using the set

defined in (5.1) as,

S (t+ ∆t) = sign (r (t))Smax(C). (5.7)

The algorithm proceeds by determining if

max |v̄ (t+ ∆t)− v̄ (t)| < Vth, (5.8)

where Vth is a predefined perturbation threshold, with a magnitude set to avoid unnec-

essary recalculation events while also ensuring an acceptable output. The magnitude

of Vth is primarily limited by instrumentation used for measurements. If a greater res-

olution, i.e. a small Vth, is desired then either the range of measured voltage must be

limited, limiting the range of cell voltage inputs which can be used, or more accurate

measurements must be made, which may increase system costs.

If (5.8) is satisfied, then stored values are used to define C for the next time step. If

(5.8) is not satisfied, however, then a recalculation event, identical to initialization, is

triggered, leading to the recalculation of (Sk, Skv̄ (t)) pairs, the modulation index, and

αk values. This scheme avoids unnecessary recalculations, with recalculation events

occurring only if a significant cell voltage deviation is detected.

An example illustrating the SPS algorithm implementation of adaptive SPWM for

an asymmetric two-cell (M = 2) CHB satisfying (5.2) is shown in Fig. 5.4. Initially

in this example v1 (t) = v1 and v2 (t) = v2, where v1 > v2. As such the N = 5 ordered

leg states are S0 = [0, 0], S1 = [1,−1], S2 = [0, 1], S3 = [1, 0], and S4 = [1, 1], and the

corresponding leg voltages are 0, v1−v2, v2, v1, and v1+v2. For the desired peak output
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voltage v̂out, the modulation index is defined via (5.4) as m = v̂out/ (v1 + v2). Using

the modulation index and the (Sk, Skv̄ (t)) pairs, N αi values are calculated via (5.6)

as α0 = 0, α1 = (v1 − v2) /v̂out, α2 = v2/v̂out, α3 = v1/v̂out, and α4 = (v1 + v2) /v̂out.

Finally, carriers are generated with c0 = 0 and for the remaining carriers the ranges are

set according to (5.5). Thus, for a triangular waveform, T (t), with range (T (t)) = [0, 1],

the carriers are defined as ci (t) = (αi − αi−1)T (t) + αi−1 for i ∈ {1, 2, 3, 4}. Defined

in this way carrier signals are non-overlapping, occupy the region between 0 and 1/m,

and the amplitude of each carrier is directly proportional to the difference between

adjacent leg voltages. With the carriers defined, the leg state for a given time step

is selected using (5.1) and (5.7). The αi values are stored and used to compute the

carriers until, during the third half cycle, the magnitude of v1 (t) abruptly decreases

to v′1 such that (5.8) is not satisfied and a recalculation event is triggered. During

the recalculation event the leg-state leg-voltage pairs, the modulation index, and the

αi values are recomputed as they were during initialization. Once the new values are

stored the recalculation event is executed and steady-state behavior resumes with the

carrier signals appropriately adjusted.

Fig. 5.4: Example showing SPS adaptive SPWM where a recalculation event is triggered
during the third half-cycle.
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5.3 Sensor-Per-Leg Algorithm

The SPS algorithm requires constant real-time measurement of every cell input voltage,

and therefore requires several voltage sensors. These essential sensors increase the

number of components used in the converter, negatively impacting the overall reliability

[43, 108] and cost. As such, an alternate algorithm which requires fewer sensors may

be desirable. Accordingly the SPL algorithm, outlined in Fig. 5.5, is now presented.

This method only requires measurement of the converter leg’s line-to-neutral voltage,

vph (t), making implementation possible using one voltage sensor per leg.

During SPL algorithm initialization the elements of the cell voltage vector, v̄ (t) =

[v1 (t) , . . . , vM (t)] T, are not known. Using a single sensor, vph (t) is measured and

stored for M non-trivial, linearly independent recalculation leg-states S(1), . . . , S(M),

where S(i) = [s(i)
1 , s

(i)
2 , . . . , s

(i)
M ] with s(i)

k ∈ {−1, 0, 1} the state of cell k under recalcula-

tion leg-state i.

To expedite the speed with which the recalculation leg-states are applied, a recalcu-

lation state period, Tr, is defined. A small value of Tr is desired to reduce the duration

of recalculation events, and since this value only plays a role during recalculation events

it will be primarily limited by processor speed, analog-to-digital converters, etc. Dur-

ing initialization, the converter’s leg state is set as S(k) for a complete recalculation

state period, after which vph(t) is measured and stored in the M ×1 vector Vph and the

switching state is changed from S(k) to S(k+1). After M recalculation state periods,

the cell voltage vector is calculated as

v̄ (t) =



s
(1)
1 s

(1)
2 · · · s

(1)
M

s
(1)
1 s

(2)
2 ˙· · · s

(2)
M

... ... . . . ...

s
(1)
1 s

(M)
2 · · · s

(M)
M



−1 

Vph (1)

Vph (2)
...

Vph (M)


, (5.9)
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Fig. 5.5: Flowchart of SPL adaptive SPWM.
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where the recalculation leg states are chosen to be non-trivial and linearly independent,

thereby ensuring the matrix in (5.9) will never be singular. Once the cell voltage vector

is calculated the SPL algorithm proceeds similarly to the SPS algorithm. That is, with

the cell voltage vector known the algorithm finds (Sk, Skv̄ (t)) pairs and sorts them

according to (5.3), where (5.2) is again assumed. Using the (Sk, Skv̄ (t)) values the

modulation index and αi values are computed according to (5.4) and (5.6). With the

computed values stored, the initialization event is finished and the algorithm’s steady-

state behavior begins.

During steady-state behavior SPL adaptive SPWM behaves identically to the SPS

algorithm, with N =
(
3M + 1

)
/2 triangular carriers defined using the αi values such

that c0 = 0 and (5.5) is satisfied for the remaining carriers. Next, the converter’s leg-

state at time t+ ∆t set according to (5.7) where C is generated as in (5.1). The SPL

algorithm proceeds by verifying that the measured leg line-to-neutral output voltage

is close to the stored leg voltage corresponding to the current leg-state, i.e.

|vph (t)− S (t) v̄ (t) | < Vth, (5.10)

where Vth is again a predefined perturbation threshold. As with the SPS algorithm, the

magnitude of Vth is primarily limited by instrumentation used for measurements. The

voltage range required to be measured for the SPL algorithm is larger than the range

required to be measured for the SPS algorithm, as the SPL algorithm must measure

the range from −V̂ ph to +V̂ ph, where V̂ ph is the maximum phase voltage generated by

the converter. Accordingly, Vth must either be larger for the SPL algorithm than for

the SPS algorithm or measurements with higher resolutions must be implemented.

If (5.10) is satisfied, then stored (Sk, Skv̄ (t)) are used to define C for the next time

step. If (5.10) is not satisfied, however, then a recalculation event is triggered. Recalcu-
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lation events are identical to the initialization event except that the first recalculation

leg-state and output voltage are set to the leg state and voltage which triggered the

recalculation event, i.e. S(1) = S (t), Vph (1) = vph (t). The remainingM−1 non-trivial

recalculation leg-states are chosen such that S(1), S(2), . . . , S(M) are linearly indepen-

dent. After M − 1 recalculation state periods the cell voltage vector is calculated

according to (5.9). With the computed cell voltage vector the (Sk, Skv̄ (t)) pairs, the

modulation index, and the αi values are recalculated. With the recalculated values

stored the recalculation event is completed and the algorithm’s steady-state behavior

resumes.

An example illustrating the SPL algorithm implementation of adaptive SPWM for

an asymmetric two-cell (M = 2) CHB satisfying (5.2) is shown in Fig. 5.6. The behav-

ior of the cell input voltages for this example are the same as in the example presented

in Section 5.2. At the start of the example the cell input voltages are unknown, so

an initialization event occurs. The non-trivial, linearly independent recalculation leg-

states are selected as S(1) = [−1, 0] and S(2) = [0, 1], and the converter’s leg-state is

immediately set to S(1). After one complete recalculation state period (one sawtooth

period in the figure) the output voltage is measured and stored as V (1) = −v1, and

the converter’s leg-state is changed to S(2). After a second recalculation state period

the output voltage is measured and stored as V (2) = v2. With these values, the cell

voltage vector is found using (5.9) as

v̄ (t) =

−1 0

0 1


−1 −v1

v2

 =

v1

v2

 .
Once the cell voltage vector is known the N = 5 (Sk, Skv̄ (t)) pairs, the modulation

index, and the αi values are computed as described in example presented in Section 5.2.

With these values stored the recalculation event is finished and steady-state behavior
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Fig. 5.6: Example showing SPL adaptive SPWM with an initialization event as well as a
recalculation event in the third half-cycle, with recalculation periods shown as one period of
a sawtooth waveform.

begins.

The stored values are used to generate carriers until, during the third half cycle,

the magnitude of v1 (t) abruptly decreases to v′1 such that (5.10) is not satisfied and

a recalculation event is triggered. The converter’s leg state and leg voltage when the

recalculation event is triggered are S (t) = [1, 0] and v (t) = v′1, thus S(1) = [1, 0] and

V (1) = v′1. For this recalculation event the remaining recalculation leg-state is chosen

as S(2) = [1, 1], and the converter’s leg-state is immediately changed to S(2). After a

complete recalculation state period the leg’s output voltage is stored as V (2) = v′1 +v2.

With these values the cell voltage vector is found using (5.9) as

v̄ (t) =

−1 0

1 1


−1  v′1

v′1 + v2

 =

v′1
v2

 .
Once the cell voltage vector is known the N = 5 (Sk, Skv̄ (t)) pairs, the modulation

index, and the αi values are recalculated as described in example presented in Section
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5.2. With these values stored the recalculation event is completed and steady-state

behavior resumes.

When using SPL adaptive SPWM the v̄ (t) calculation will fail, i.e. an incorrect

result will be obtained, if the input voltages vary significantly during measurement.

Such a failure would cause a second recalculation event as (5.10) would not be satisfied.

For instance, suppose during the recalculation event in the previous example that v′1

changed to v′′1 before the end of the recalculation period. Such a variation would change

the calculated cell voltage vector as

v̄ (t) =

−1 0

1 1


−1  v′1

v′′1 + v2

 =

 v′1

−v′1 + v′′1 + v2

 .
This cell voltage vector would be used to compute (Sk, Skv̄ (t)) pairs, the modulation

index, and the αi values. However, because the true cell voltage vector is v̄ (t) =

[v′′1 , v2]T the output voltages produced by the converter will differ from the stored

values. If this difference is large enough then (5.10) will not be satisfied and so a

second recalculation event would be triggered.

Finally, note that when using the SPL algorithm as outlined in Fig. 5.5 the output

line-to-neutral voltage of a CHB converter leg during a recalculation event is determined

only by the recalculation leg-states selected and hence independent of the reference.

Accordingly, when selecting S(1), . . . , S(M) available information should be used in an

effort to minimize the error between the converter’s output and the reference. In

addition to proper selection of recalculation states when using SPL adaptive SPWM,

the impact of recalculation events can be modified by making adjustments to Tr such

that the voltage generated during recalculation is made dependent upon the reference.

One strategy is to increase Tr for one recalculation state to make the average voltage

during recalculation approximately equal to v̂outr(t) at the time the recalculation event
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Fig. 5.7: Block diagram representation of the SPS and SPL algorithms, allowing a given
reference signal to be more accurately followed using available sources.

is initialized.

A block diagram representation of both the SPS and SPL algorithms is shown in

Fig. 5.7. Both proposed adaptive SPWM algorithms require the appropriate mea-

surement voltage(s) and a normalized carrier waveform to generate scaled and shifted

carriers C1, . . . Cn. These generated carriers are then compared with a reference volt-

age to generate PWM waveforms used to control each cell in a converter. The SPS or

SPL algorithms allow a given reference waveform to be accurately followed using the

available dc sources even though neither algorithm is used to generate a reference.
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5.4 Performance Analysis with Varying Cell Volt-

ages

In this section, the dynamic and steady-state performances of the SPS and SPL adap-

tive SPWM algorithms are compared using simulation results. For the first simulation

presented, a single-phase CHB converter was considered with model parameters cho-

sen as shown in Table 5.2, where parameters were selected to allow an example to

be demonstrated. Note that the inverter’s load does not have a significant impact on

the behavior of either the SPS or SPL algorithms, as the measurements required for

algorithm implementation are load independent thereby making the algorithms load

independent as well.

In Fig. 5.8, simulation results showing cell voltages as well as the filtered and

unfiltered converter output voltages are given for the SPS and SPL algorithms, and in

Table 5.3 the steady-state performance of the algorithms before and after the simulated

cell input voltage changes is provided. Further, to provide a reference for performance

results obtained using conventional SPWM are also provided in Fig. 5.8 and Table

5.3. For the waveform generated by conventional SPWM, Vdc was made equal to the

average value of v1, v2, and v3 at initialization. The first-on, first-off strategy, outlined

in Chapter 2, was used while implementing conventional SPWM. Using this method,

cells in a CHB leg are switched in a rotating pattern using an ordered cyclic cell list

Table 5.2: Simulation Parameters

v̂outr (t) 200 sin (2π60t) V
M 3
fP 1.08 kHz
Tr 500µs
Vth 3 V
Load 10 Ω in series with 3 mH
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6.1
Fig. 5.8: Cell voltages (top) used to generate converter unfiltered output voltages (gray)
and filtered load voltages (blue) for conventional SPWM, SPS adaptive SPWM, and SPL
adaptive SPWM algorithms using simulation parameters shown in Table 5.2.

Table 5.3: Analysis of Simulation Steady-State Behavior Before and After Cell Input Voltage
Changes Shown in Fig. 5.8

Conventional SPS SPL
Before After Before After Before After

Line-To-Neutral Output Voltage 199 156 198 197 198 197Fundamental Component (peak)
THD (%) 9.95 12.49 5.08 4.36 5.09 4.36

with a turn-on and turn-off position. Initially the turn-on and turn-off position are the

same, i.e. both markers are placed at cell x, but when the magnitude of the leg’s line-

to-neutral output voltage is to be increased the cell indicated by the turn-on marker

is activated and the turn-on marker advances to the next cell in the cycle. Similarly,

when the magnitude of the leg’s line-to-neutral output voltage is to be decreased the cell
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indicated by the turn-off marker is deactivated and the turn-off marker advances to the

next cell in the cycle. The results in Fig. 5.8 show the filtered waveform produced using

conventional SPWM has significant harmonic content and a peak value which varies

with the input voltages, clearly demonstrating the shortcomings of using conventional

SPWM with asymmetric, time-variant sources. The results presented in Table 5.3

show that during steady-state, the 20% decrease in cell input voltages produces a 20%

decrease in peak measured fundamental voltage, and the increased asymmetry of the

cell voltages produces an increased THD.

When using either the SPS or the SPL implementation of adaptive SPWM the

output voltage produced remains regulated and harmonic content is reduced, as shown

in Fig. 5.8 and Table 5.3. To achieve this behavior, both algorithms required initial-

ization recalculation events. Due to the rapidly varying cell voltages in this example,

12 recalculation events and an initialization event were required when using the SPS

algorithm, whereas the SPL algorithm required 13 recalculation events as well as an

initialization event. For SPL recalculation events, the leg-states selected as recalcula-

tion leg states are those which produced voltages closest to the reference using stored

values.

As shown in Fig, 5.8, some SPL recalculation events are accompanied by the wave-

form produced deviating from the desired waveform. To understand this temporary

decline in performance when using the SPL algorithm, the recalculation state period Tr

must be considered. Using the parameters detailed in Table 5.2, the simulation results

shown in Fig. 5.9 were obtained for the SPL algorithm with Tr = 500µs, 250µs, and

125µs. Note that the plot for Tr = 500µs is shown both as the bottom plot of Fig.

5.8 and the top plot of Fig. 5.9. From Fig. 5.9 it is clear that recalculation events are

less evident for lower Tr values. This result is due to the fact that the average line-to-

neutral leg output voltage during recalculation is independent from the reference, so by
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Fig. 5.9: Comparison of unfiltered output voltages (gray) and filtered load voltages (blue)
generated via SPL adaptive SPWM for Tr = 500µs (top), 250µs (middle), and 125µs (bot-
tom) using simulation parameters shown in Table 5.2.

reducing Tr the duration during which this independent voltage is applied is reduced.

It is worth reemphasizing that Tr only plays a role during recalculation events, so Tr

does not have any impact on switching losses during steady-state. Accordingly, the

value of the Tr is restricted by the speed of the processor and other hardware.

5.5 Experimental Verification

In this section, experimental results verifying the proposed algorithms are presented.

To provide a reference, experimental results are also presented for conventional SPWM

implemented using the first-on, first-off strategy, where both cell voltages are assumed

to be 120 V. One leg of the three-phase two-cell CHB shown in Fig. 5.10 was used for

experimental verification. An Altera EP3C16F484C6 FPGA was used to implement

all algorithms [107]. All voltage measurements were made using sensors consisting
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Fig. 5.10: One phase of this experimental setup was used to verify the proposed techniques,
as the SPS and SPL algorithms are implemented independently for each CHB leg.

of voltage dividers, AD620AN instrumentation amplifiers, and MAX187 analog-to-

digital converters. All other parameters used for experimental verification are shown

in Table 5.4. As explained in Section 5.3, the difference in Vth between the SPS and

SPL algorithms is due to differences in sensor ranges. Finally, for SPL recalculation

events, the leg-states selected as recalculation leg-states are those which produced

voltages closest to the reference using stored values at the time of recalculation event

initialization.

To analyze steady-state performance of the SPS and SPL algorithms, cell voltage

v1 was set and maintained at 120 V while cell voltage v2 was varied from 120 V to
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Table 5.4: Experimental Parameters

Conventional SPS SPL
v̂outr (t) 170 sin (2π60t) V
M 2
fp 1.2 kHz

Sensor Range N/A [0, 250] V [−250, 250] V
Vth N/A 4 V 8 V
Tr N/A N/A 208µs

LC Filter 10 mH, 20µF
Load 100 Ω

Fig. 5.11: Steady-state fundamental rms voltage for v1 = 120 V and v2 ∈ [20 V, 120 V],
obtained using conventional SPWM, SPS adaptive SPWM, and SPL adaptive SPWM.

20 V. For each point analyzed the fundamental component of the load voltage was

recorded. When using conventional SPWM the converter’s output voltage decreases

proportionally with v2, as shown in Fig. 5.11. The SPS and SPL algorithms, on the

other hand, both maintain the desired output voltage over a wide range of v2 values,

with the inverter producing a fundamental component of approximately 120 Vrms even

when v2 = 40 V.

To analyze the dynamic performance of the SPS and SPL algorithms, cell voltage

v1 was maintained at 120 V while cell voltage v2 was decreased from 120 V to 65 V
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Fig. 5.12: Dynamic performance of the conventional first-on-first-off algorithm, the SPS
algorithm, and the SPL algorithm for a rapidly decreasing cell voltage.

at a rate of 160 V/s. The waveforms obtained for conventional SPWM, SPS adaptive

SPWM, and SPL adaptive SPWM are shown in Fig. 5.12. The load voltage obtained

when using conventional SPWM has a magnitude which decreases as v2 decreases,

and the load voltage waveform becomes noticeably distorted as v1 and v2 become

unequal. When using SPS or SPL adaptive SPWM the load voltage is maintained

as v2 decreases. When using the SPS algorithm the load voltage waveform generated

has little distortion, whereas the load voltage waveform generated when using the SPL

algorithm occasionally becomes distorted during recalculation events.

5.6 Steady-State Behavior Modifications

The steady-state PWM output generated using adaptive SPWM is identical whether

using the SPS or SPL algorithm, as both algorithms utilize (5.1) and (5.7) to determine
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the converter’s leg-state. The steady-state behavior of adaptive SPWM as presented

in Sections 5.2 and 5.3 results in the utilization of every available switching state, pro-

ducing a waveform with low THD and minimal dv/dt transitions. In general, however,

it may be desirable to alter steady-state behavior based upon other criteria, such as

switching losses or power delivered by each cell. While a wide range of criteria can

be achieved by changing the steady-state behavior of the proposed algorithms, this

section will focus on modifications in a two-cell CHB leg which prevent discordant

operation, e.g. average regenerative power flow into a cell while the converter is in

motoring mode (Subsection 5.6.1), as well as modifications which minimize switching

losses in the higher-voltage cell (Subsection 5.6.2). The proposed alterations focus on

preventing certain switching states from being utilized during part of, or an entire,

reference period.

5.6.1 Preventing Discordant Operation

As detailed in Chapter 3, it is possible for cells in a CHB leg to receive an average

regenerative power even if the leg is providing power under specific circumstances,

resulting in a discordant operating point. If the source of the cell receiving power is a

near fully charged battery, then an extended period of average regenerative power flow

can lead to cell overcharging and potentially deleterious consequences. Thus, measures

may be necessary to prevent this average regenerative power flow.

In any multilevel converter with a sinusoidal load current, i.e. i (θ) = I sin (θ − φ),

this regenerative power flow can be prevented by ensuring the generated waveform

is quarter-wave-symmetric and utilizes only those switching states where cell voltage

outputs have the same sign as the reference. In a two-cell CHB leg this amounts

to using [0, 0], [1, 0], [0, 1], and [1, 1] when generating pulses for r (t) > 0 and using

[0, 0], [−1, 0], [0,−1], and [−1,−1] when generating pulses for r (t) < 0. Thus, PWM
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generation is the same as in Sections 5.2 and 5.3, except the leg-states [1,−1] and

[−1, 1] are not used.

To verify that discordant operation will be prevented with these modifications,

suppose a cell with v (t) = v provides a pulse between θ1 and θ2 where 0 ≤ θ1 < θ2 ≤

π/2. Due to quarter wave symmetry a corresponding pulse is provided by the cell

between π − θ2 and π − θ1. During one half-cycle the average cell power due to these

pulses is found as

P = 1
π

πˆ

0

v (θ) i (θ) dθ

= 1
π


θ2ˆ

θ1

vi (θ) dθ +
π−θ1ˆ

π−θ2

vi (θ) dθ


= 2vI cos (φ)

π
(cos (θ1)− cos (θ2)) . (5.11)

With the constraints provided, and since φ ∈ (−π/2, π/2) due to the assumption

that power is delivered, (5.11) shows P > 0. A similar result can be shown for the

second half-cycle, proving that the cell generating the pulse is providing power so long

as cell outputs have the same sign as the reference voltage. Thus, by avoiding the [1,−1]

and [−1, 1] leg-states during operation each CHB cell provides power. As explained in

Chapter 3, using these leg-states does not necessarily cause a regenerative power flow,

but discordant operation is prevented by halting their use.

5.6.2 Minimizing Switching Losses in a High-Voltage Cell

Consider an asymmetric two-cell CHB where 0 < v1−v2 < v2, and suppose a switching

pattern is to be generated with the primary goal of generating a reference waveform,
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r (θ), while minimizing switching losses in the higher voltage cell (cell 1). For the

converter leg described, 0 < v1 − v2 < v2 < v1 < v1 + v2, so define L1 = [0, 0] v̄ (t),

L2 = [1,−1] v̄ (t), L3 = [0, 1] v̄ (t), L4 = [1, 0] v̄ (t), and L5 = [1, 1] v̄ (t).

In order to minimize cell 1 switching losses without entering cell over-modulation,

the converter should switch between ρL1 and ρL3 when |r (θ)| < vx, where L2 ≤ vx ≤

L3 and ρ = sign (r (t)). For vx < |r (θ)| < L4 the converter should begin switching

between ρL2 and ρL4. Finally, for L4 < |r (θ)| the converter should switch between ρL4

and ρL5. This switching pattern results in cell 1 to switching whenever |r (θ)| = vx.

Assuming r (θ) = v̂out sin (θ), cell 1 will either switch twice every half-cycle (v̂out > vx)

or not at all (v̂out < vx).

To achieve the switching pattern described, the interval [0, π] must be partitioned

into three distinct regions. For θ ∈ [0, θ1] and θ ∈ [π − θ1, π], the set of carriers used

should be generated as if S1 and S3 are the only available switching states, whereas

for θ ∈ [θ1, π − θ1] the set of carriers used should be generated as if S2, S4, and S5 are

Fig. 5.13: Partitioning of the half-wave region [0, π] for a two-cell asymmetric CHB which
minimizes the number of switching transitions for the higher voltage cell, where the reference
in a region is generated by switching between levels with solid lines.
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the only available switching states. Partitioning the positive half cycle in this way the

desired switching pattern is implemented. A plot showing this partitioning for |r (θ)|

is shown in Fig. 5.13.

Finally, note that by varying vx between L2 and L3 the ratio of power delivered

by cell 1 vs cell 2 can be modified. By making the adjustments suggested in this

subsection, the switching pattern generated matches the pattern generated by hybrid

PWM as presented in Chapter 2.

5.7 Conclusion

In this chapter, adaptive SPWM has been introduced for use in CHB multilevel in-

verters to allow a symmetric waveform to be generated even in the presence of time

varying input dc-voltage sources. The SPS algorithm, which requires one voltage sen-

sor for each voltage source, and the SPL algorithm, which requires one voltage sensor

for each CHB leg, have been presented as alternative methods to implement adaptive

SPWM. Simulation software has been utilized to demonstrate the functionality of both

algorithms for one leg of a three-cell CHB with rapidly changing input voltages, and

experimental verification have been provided for one leg of a two-cell CHB. A modi-

fication limiting the states utilized by the SPS and SPL has also been proposed as a

method to allow various design criteria to be met during steady-state behavior. Finally,

it should be noted that although the algorithms in this chapter described single-phase

implementation, the methods can be naturally expanded for use in polyphase systems.
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Chapter 6

Open-Circuit Switch Fault

Detection and Isolation

In this chapter, an open-circuit fault-detection technique is presented. This technique

(i) can be applied to symmetric and asymmetric converters, (ii) is independent of the

PWM scheme utilized, (iii) identifies faults quickly, and (iv) does not have a signifi-

cant computational burden. In Section 6.2, the proposed method for fault detection is

explained. Simulink simulation results and experimental data, demonstrating the per-

formance of the proposed technique, are provided in Sections 6.3 and 6.4, respectively.

Details about choosing a threshold value, and important step of the proposed method,

are provided in Section 6.5. In Section 6.6, concluding comments are provided.

6.1 Chapter Notation

The CHB converter notation used throughout this chapter will be introduced in this

section. The notation introduced in Chapter 2 is slightly modified in this chapter to

provide each switch within a CHB leg with a unique label, as shown in Fig. 6.1. These
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Fig. 6.1: One cascaded H-bridge multilevel converter leg.

Table 6.1: Cell Switch Configurations, Output Voltages, and States

[sw1,Cn, sw3,Cn] Cell Output Voltage Cell State sn (t)
[0, 0] 0 0L
[0, 1] −vn (t) −1
[1, 0] vn (t) 1
[1, 1] 0 0U

unique labels facilitate the presentation of techniques within this chapter. Using this

modified notation, the a cell’s output voltage of depends on the cell’s switch config-

uration, as shown in Table 6.1, where it is assumed that sw1,Cn and sw2,Cn act in a

complimentary manner, as do sw3,Cn and sw4,Cn. The four allowable cell switch con-

figurations each correspond to a unique cell state, sn (t), as shown in Table 6.1. During

healthy operation the two zero-states, denoted as 0U and 0L, are treated interchange-

ably, but the distinction between these states is necessary under fault conditions.

Techniques presented in this chapter require input dc source magnitudes to be

known prior to a fault event, thus permitting time-variant or time-invariant input dc

sources to be used. To demonstrate the proposed method for fault detection, isolation,

and verification, LSPWM is utilized for the symmetric CHB presented in Section 6.3,
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whereas ASPWM, introduced in Chapter 5, is used for the asymmetric CHB presented

Section 6.4. However, the proposed method is independent of the PWM technique

used, enabling the utilization of any PWM scheme.

6.1.1 Open-Circuit Switch Fault Effects

When an open-circuit switch fault occurs in a CHB cell, the faulty cell’s state and

the direction of current flow through the CHB leg determine whether the cell’s output

voltage is impacted, since a switch’s anti-parallel diode is assumed to be unaffected

by the open-circuit switch fault. Table 6.2 shows how the output voltage of cell n

is affected for positive and negative current flow under open-circuit fault conditions

at each of the four possible fault locations. The data in Table 6.2 show that a given

open-circuit fault impacts a cell’s output voltage for two cell states, one zero-state and

one nonzero-state, and this effect is only seen for one direction of current flow. Further,

whenever a cell’s output voltage deviates due to an open-circuit fault the direction of

current flow determines the deviation of the cell’s output voltage, with deviations due

to positive current flow producing voltages lower than expected and deviations due to

negative current flow producing voltages higher than expected. For instance, as shown

Table 6.2: Cell n Output Voltage Deviation, ∆v = vexpected − vactual, Under Open-Circuit
Fault Conditions

[sw1,Cn, sw3,Cn]
Fault Location Current Direction [0, 0] [0, 1] [1, 0] [1, 1]

sw1,Cn
i > 0 0 0 vn (t) vn (t)
i < 0 0 0 0 0

sw1,Cn
i > 0 0 0 0 0
i < 0 −vn (t) −vn (t) 0 0

sw1,Cn
i > 0 0 0 0 0
i < 0 0 −vn (t) 0 −vn (t)

sw1,Cn
i > 0 vn (t) 0 vn (t) 0
i < 0 0 0 0 0

*Current directions are in reference to Fig. 6.1.
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in Table 6.2, an open-circuit sw1,Cn fault can only be observed when sn (t) ∈ {1, 0U}

and i (t) > 0 (using the reference direction shown in Fig. 6.1) as current flows through

the IGBT of the faulty switch only under these conditions. If sw1,Cn has an open

circuit fault and i (t) > 0, then the output voltage of cell n is 0 if sn (t) = 1 and

−vn if sn (t) = 0U , showing the output is lower than expected in both cases. These

observations form the basis for the open-circuit fault detection scheme presented in

this chapter.

6.2 Open-Circuit Fault Detection

A method for detecting open-circuit switch faults in a CHB converter leg, outlined

as a state-machine diagram in Fig. 6.2, is presented in this section. The proposed

technique requires a voltage sensor and current sensor to measure a CHB leg’s output

voltage and the direction of current flow through the leg. Note that the required voltage

sensor can also be used for the SPL ASPWM algorithm introduced in Chapter 5. Fault

detection consists of three distinct states: A) Identification of Possible Open-Circuit

Fault Locations, B) Faulty Switch Isolation, and C) Faulty Switch Verification. These

three stages are detailed in the following subsections.

Fig. 6.2: Finite-state machine diagram for the proposed fault-detection method.
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6.2.1 Identifying Possible Open-Circuit Fault Locations

The expected output voltage, vE, for each leg-state of a CHB are defined by stored dc

source input magnitudes for each cell, determined e.g. via ASPWM as described in

Chapter 5. As shown in Table 6.2, a cell with an open-circuit fault produces predictable

output voltage deviations depending on the direction of current flow through the cell

and the cell’s state. Accordingly, a CHB leg containing a cell with an open-circuit

fault generates output line-to-neutral voltages, vLN (t), which predictably deviate from

expected values depending on the faulty cell’s state and the current flow direction

through the leg. An output voltage deviation is symptomatic of an open-circuit switch

fault in cell n if:

i > 0, sn ∈ {1, 0U , 0L} , and |(vLN − vE) + vn| < ε (6.1)

or,

i < 0, sn ∈ {−1, 0U , 0L} , and |(vLN − vE)− vn| < ε (6.2)

where ε > 0 allows for measurement noise. Details regarding the choice of ε are provided

in Section 6.5. For symmetric CHB converters, ε should be set as a fraction of each

cell’s input dc voltage, e.g. Vdc/2. For asymmetric converters, the smallest input dc

voltage can be used to set ε, though it may be advantageous to instead set ε based

on the differences between input dc voltages. If either (6.1) or (6.2) are met for cell n

then any conducting IGBTs in the cell are possible open-circuit switch fault locations.

Thus there are two possible faulty switch locations if sn ∈ {1,−1} and one possible

faulty switch location if sn ∈ {0P , 0N}. All possible switch locations are stored in the

set SWF .

As an example, consider a two-cell CHB leg with the known cell voltage vector
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Fig. 6.3: Current path when i (t) > 0 for a two-cell CHB leg under the S = [1, 0U ] leg-state,
with an open-circuit fault in sw4,C1. The expected voltage is vE = v1, but the measured
voltage is vLN (t) = 0.

v̄ (t) = [v1, v2]T. Suppose an open-circuit sw4,C1 switch fault in occurs as shown in Fig.

6.3, when i > 0 and the leg-state is S (t) = [1, 0U ] (indicating the outputs of cells 1 and

2 are expected tobe v1 and 0, respectively). An output voltage deviation is detected,

as vE = v1 but vLN (t) = 0. The possible fault locations identified depend upon the

relation between v1 and v2 as follows:

Case (i): If v1 6= v2, then it is determined that sw1,C1 and sw4,C1 are possible

open-circuit fault locations, since i (t) > 0, s1 (t) = 1, and vLN (t) + v1 = 0 + v1 = vE

and so (6.1) is satisfied. Since cell 2 does not satisfy (6.1) or (6.2) no other potential

fault locations exist, so the set of potential fault locations is SWF = {sw1,C1, sw4,C1}.

Case (ii): If v1 = v2 = v, then it is determined that sw1,C1 and sw4,C1 are possible

open-circuit fault locations, since cell 1 satisfies (6.1). Similarly, sw1,C2 is identified

as a possible fault location since cell 2 satisfies (6.1) and current flows through sw1,C2

when i (t) > 0 and s2 (t) = 0U . Thus, SWF = {sw1,C1, sw4,C1, sw1,C2}.
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6.2.2 Faulty Switch Isolation

Once all possible fault locations have been identified, the switch most likely to be

faulty must be isolated, i.e. SWF must be made to have a single element. Faulty

switch isolation is achieved as outlined in Fig. 6.4. Assuming the cardinality of SWF

is greater than 1, the following procedure is used to individually test elements of SWF :

1) A potentially faulty switch to be tested, swT , is selected from the set of potential

fault locations, SWF .

2) A test-state, ST , is chosen as a leg-state which utilizes all switches from the set

SWF\swT , i.e. the test-state is selected such that the state uses all potentially faulty

switches excluding swT .

3) The line-to-neutral voltage corresponding to ST is measured and compared to

the expected voltage, vE. If the measured voltage is not equal to the expected voltage

of ST then one of the switches in SWF\swT is faulty, therefore swT is not faulty and is

Fig. 6.4: Procedure for fault location isolation using set of possible fault locations, SWF ,
identified as explained in Section 6.2.1.
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removed from SWF . On the other hand, if the measured output voltage is equal to the

expected output voltage then no fault exists in the switches in SWF\swT , therefore

swT is identified as faulty and all elements except swT are removed from SWF .

4) Steps 1-3 are repeated until |SWF | = 1, i.e. the set contains one element, at

which point the fault location has been isolated.

During the isolation procedure the direction of current flow through the leg must

be the same as when the fault was initially detected. If the current direction changes

during the isolation procedure, the switch being tested cannot be accurately classified

as either faulty or non-faulty and retesting is required. However, maintaining current

direction during isolation can be facilitated, most notably through high-speed assess-

ment of any required test states. Further adjustments may be desirable, particularly

when the current through a leg is nearly zero when a fault is detected. For instance,

concerns about current direction can be mitigated by selecting test-states intended to

maintain the desired direction of current flow. Alternatively, to avoid current flow

reversal, (6.1) and (6.2) can be modified to only allow fault detection if the current

magnitude exceeds a minimum value.

For anM cell CHB leg, the largest possible cardinality of SWF is 2M , obtained if all

elements of v̄ (t) are equal and a voltage deviation occurs either when i (t) > 0 and the

leg-state S only contains elements equal to 1, or when i (t) < 0 and the leg-state S only

contains elements equal to −1. Using the isolation procedure outlined, if k possible

fault locations exist then between 0 and k − 1 test-states are required for isolation.

Thus, faulty switch isolation for an M cell CHB requires between 0 and 2M − 1 test-

states. Assuming the converter changes between the required states at a rate equal

to the measurement frequency, open-circuit fault identification and isolation can occur

in a fraction of a cycle, i.e. in less than 16.7 ms for a 60 Hz fundamental frequency.

Briefly adjusting a converter’s switching frequency during the isolation procedure, in
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order to transition between the required states at a rate equal to the measurement

frequency, may be justifiable since the isolation process would require, at most, 2M−1

measurement cycles. Once a fault has been detected, the PWM strategy utilized during

prefault operation is interrupted in order to rapidly apply any test states required for

isolation. During the isolation procedure, for less than 2M measurement (sampling)

cycles the prefault PWM scheme is temporarily suspended, and therefore the proposed

method is independent of the PWM scheme utilized.

Continuing the example from the previous subsection:

Case (i): Since SWF = {sw1,C1, sw4,C1} has more than one element, isolation is

required. Initially choose swT = sw1,C1. The test-state ST = [0L, 1] is selected to test

swT since this leg-state uses all elements of SWF\ {sw1,C1} = {sw4,C1} and does not

use sw1,C1. This ST produces an output of −v1 + v2. Since the expected output is

vE = v2 a fault still exists and so sw1,C1 is removed from SWF . Since SWF = {sw4,C1}

contains a single element the faulty switch has been isolated.

Case (ii): Since SWF = {sw1,C1, sw4,C1, sw1,C2} has more than one element, iso-

lation is required. Initially choose swT = sw1,C1, and proceed as in Case i to obtain

SWF = {sw4,C1, sw1,C2}. The isolation procedure continues by selecting swT = sw4,C1.

The test-state ST = [0U , 1] is selected to test swT since this leg-state uses all elements

of SWF\ {sw4,C1} = {sw1,C2} and does not use {sw4,C1}. This ST produces an output

of v2 = v, which is equal to the expected voltage. Since the switches being used for

ST do not produce a fault, all elements except {sw4,C1} are removed from SWF . Since

SWF = {sw4,C1} contains a single element the faulty switch has been isolated.

6.2.3 Faulty Switch Verification

Once a single switch, swx,Cy, has been identified as a possible location for an open-

circuit switch fault, the fault must be verified. This step prevents unnecessary recon-
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Fig. 6.5: Three-step verification process for a swx,Cy fault, x ∈ {1, 4}. For x ∈ {2, 3} the
current direction for each step is reversed.

figuration due to fault misclassification, e.g. intermittent gate misfiring faults being

classified as open-circuit faults. The proposed three-step verification process, shown in

Fig. 6.5, depends on the location of the isolated switch, swx,Cy, as well as the direction

of current flow through the converter. The three-step verification process is as follows:

1) After isolation, cell y is set to the zero-state which doesn’t require swx,Cy, i.e.

sy = 0U if x ∈ {2, 4} and sy = 0L if x ∈ {1, 3}. This is a soft-bypass for the cell, as

opposed to a hard-bypass achieved via the faulty cell’s bypass contactor.

2) For x ∈ {1, 4}, cell n is again used for PWM generation once the current flow

through the converter is negative, as current will flow through the faulty switch’s anti-

parallel diode. Similarly, if x ∈ {2, 3} then cell n is used for PWM generation once the

current flow through the converter is positive.

3) The possibly faulty switch is tested once current flow through the converter

reverses, i.e. becomes positive for x ∈ {1, 4} or negative for x ∈ {2, 3}. The switch is

tested by using either of the cell states affected by the fault location, e.g. sn ∈ {1, 0U}

if x = 1, sn ∈ {−1, 0L} if x = 2, etc.

Regardless of the PWM strategy utilized by the CHB converter, when using this

three-step procedure a suspected open-circuit fault is verified if the expected leg voltage

is equal to the measured voltage during steps 1 and 2, but a deviation satisfying (6.1) or
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(6.2) occurs during step 3. On the other hand, if a cell operates normally during steps

1, 2, and 3, then the suspected open-circuit fault may have been due to gate misfiring,

whereas unexpected output voltages during steps 1 or 2 may indicate time-variant

input dc source magnitudes have improbably changed such that (6.1) or (6.2) were

coincidentally satisfied. Confirming or clearing swx,Cy as an open-circuit fault location

takes approximately one fundamental cycle of the generated waveform, depending on

when the potential fault is first identified.

Concluding the example from the previous subsections:

Cases (i) and (ii): The isolated faulty switch is sw4,C1, and so cell 1 is soft-bypassed

by setting s1 (t) = 0U while i (t) > 0. When current flow changes direction, i.e. i (t) <

0, cell 1 is used for PWM generation as normal. When current flow changes direction

again, i.e. i (t) > 0 a half-cycle later, the verification process is tested by setting s1 (t) =

1. Regardless of the remaining cell states, vLN will deviate from vE by v1, and thus the

fault in sw4,C1 is verified and corrective actions can be implemented. One potential

corrective action is to hard-bypass cell 1 using the bypass contactor. If implemented

in a three-phase system, the atypical PWM technique presented in Chapter 4 can be

used to facilitate increased dc bus utilization during postfault operation.

Finally, it is noted that application of the proposed technique requires consideration

of the sensor circuitry necessary. Utilization of high-bandwidth, high-resolution sensors

increase the rate at which the system voltage and current can be measured, thereby

reducing the time required for fault detection and isolation. However, the proposed

technique does not necessitate the use of high-bandwidth sensors, which are costly and

potentially susceptible to high-frequency noise. If the bandwidth of the sensor circuitry

is decreased then implementation cost is reduced and the system is less vulnerable to

high frequency noise, although the measurement rate must be reduced. It is ultimately

up to the system designer to decide upon the appropriate sensor circuitry for a system,
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as the proposed method does not impose any strict requirements upon the sensor

bandwidth.

6.3 Simulation Results

In this section, MATLAB/Simulink simulation results are presented for a symmetric

three-cell CHB leg to demonstrate the methods proposed in the previous section. Since

the proposed technique is designed to be individually applied to each phase, data

collected for a single-phase system allow validation of the detection, isolation, and

verification processes. Open-circuit faults were simulated by appropriately modifying

the gate signal sent to a given switch. Simulation data are provided for two different

simulations to show the behavior of the proposed techniques for: (A) an open-circuit

fault, and (B) a gate-misfiring fault. The presented simulations utilize the parameters

shown in Table 6.3, with gate signals generated using level-shifted sinusoidal PWM

implemented using a first-on-first-off pattern. Due to simulation idealities, selecting ε

is not an important consideration. However, if measurement noise were a concern, then

an epsilon value based on the 40 V input dc voltages could be used since the CHB is

symmetric. For instance, ε = 20 could be selected to mitigate noise concerns without

allowing (6.1) or (6.2) to be satisfied during normal operation. Finally, note that the

converter’s load does not significantly impact the behavior of the proposed technique,

provided that the direction of current flow through the converter can be determined.

Table 6.3: Simulation Parameters

Prefault Reference Voltage 100 sin (2π60t) V
M 3

[v1, v2, v2] [40 V, 40 V, 40 V]
Carrier Frequency 1.32 kHz

Measurement Period 500µs
Load 2.5 Ω in series with 5 mH
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6.3.1 Open-Circuit Fault

The simulation data in this subsection, shown in Fig. 6.6, were obtained for an

open-circuit sw3,C3 fault, where sw3,C3 was selected to demonstrate the longest pos-

sible isolation process using Table 6.3 parameters. For this simulation, fault detec-

tion occurs when the leg-state is S = [−1,−1,−1]. Since all input voltages are

equal, the maximum number of switches are identified as possible fault locations,

i.e. SWF = {sw2,C1, sw3,C1, sw2,C2, sw3,C2, sw2,C3, sw3,C3}. These possible locations

are checked in the order they appear in the set, thus five measurement cycles, 2.5 ms,

elapse between the generation of SWF and the isolation of sw3,C2. For the switch

swT = swx,Cy being tested during isolation, the test leg-state used was chosen such

that sy = 0U if x ∈ {2, 4}, sy = 0L if x ∈ {1, 3}, and sn = −1 if n 6= y.

After sw3,C2 is isolated, the fault is verified using the three-step method presented in

Section 6.2.3, with successful verification completed 11.47 ms after isolation. With the

fault verified, a hard-bypass is implemented for cell 3 and the PWM reference waveform

is adjusted from a 100 V peak to an 80 V peak, thereby preventing overmodulation.

Note that this reference waveform adjustment can be omitted if overmodulation is

permitted for the application. For a three-phase system, postfault operation may

Fig. 6.6: CHB leg line-to-neutral voltage and load current with a sw3,C3 open-circuit fault
occurring at 17.35 ms. Fault detection and isolation, highlighted in black, occur in the 2.5 ms
between prefault steady-state and verification.
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require further reconfiguration actions, e.g. the use of the atypical PWM technique

introduced in Chapter 4.

6.3.2 Gate Misfiring Fault

Simulation data in this subsection, shown in Fig. 6.7, were obtained for a sw1,C1

gate-misfiring fault, where sw1,C1 was selected to demonstrate the shortest possible

isolation process, for a non-singular SWF , using Table 6.3 parameters. The simulated

gate-misfiring fault causes the affected switch to appear as an open-circuit until its

gate signal is cycled, i.e. the gate-misfiring fault is cleared if the gate signal is turned

from conducting to non-conducting and back.

For this simulation, the apparent open-circuit fault is detected when S = [1, 1, 0U ],

and thus SWF = {sw1,C1, sw4,C1, sw1,C2, sw4,C2, sw1,C3}. As before, these possible fault

locations are checked in the order they appear in the set, thus one measurement cycle,

500µs, elapses between the generation of SWF and the isolation of sw1,C1. The three-

step verification process is then implemented, and sw1,C1 is tested and confirmed to

be operating properly 11.20 ms after isolation. The fault is therefore cleared and no

corrective action is necessary.

Fig. 6.7: CHB leg line-to-neutral voltage and load current with a sw1,C1 gate misfiring fault
occurring at 18.8 ms. Fault detection and isolation, highlighted in black, occur in the 0.5 ms
between prefault steady-state and verification.
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6.4 Experimental Verification

In this section, experimental data are presented for an asymmetric three-cell CHB leg

to support the proposed open-circuit fault detection techniques. Open-circuit faults

were emulated by appropriately modifying the gate signal sent to a given switch. Using

parameters as outlined in Table 6.4, data were collected utilizaing the setup shown in

Fig. 6.8. An Altera EP3C16F484C6 FPGA, programmed using techniques outlined

in [107], was used to implement the techniques for detection, isolation, and verification

proposed in Sections 6.2.1, 6.2.2, and 6.2.3. Steady-state behavior for the CHB leg, also

implemented using the FPGA, was achieved using steady-state ASPWM as outlined in

Chapter 5. Reconfiguration for verified faults consisted of a soft-bypass for the faulty

cell and a reference adjustment to prevent overmodulation. As before, if overmod-

ulation is permitted for an application then the reference waveform adjustment can

be omitted. Also, for a three-phase system, postfault operation may require further

reconfiguration actions such as utilization of the atypical PWM technique introduced

in Chapter 4.

The current and voltage sensor circuitry used in the experimental setup is shown

in Fig. 6.9. A MAX187 analog-to-digital converter (ADC) was used to measure the

inverter’s output voltage, after it had been stepped down by a voltage divider and

then shifted using an AD620AN instrumentation amplifier (IA) with 1 MHz bandwidth.

Table 6.4: Experimental Parameters

Prefault Reference Voltage 170 sin (2π60t) V
M 3

[v1, v2, v2] [60 V, 70 V, 75 V]
Carrier Frequency 2.52 kHz

Measurement Period ≈ 110µs
LC Filter 3 mH, 15µF
Load 50 Ω
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The current was measured using a 200 kHz bandwidth LAH25-NP current transducer,

a voltage divider, an AD620AN IA, and a MAX187 ADC. Serial peripheral interface

communication was used to transfer the 12-bit measurement data from the ADC to the

FPGA. The proposed method was implemented with ε = 2.5 V, selected based on the

measurement noise level while also attempting to minimize the number of cells which

could satisfy (6.1) or (6.2) in the event of a fault. Finally, to help prevent current

flow reversal during the isolation procedure, (6.1) and (6.2) were modified so that fault

detection was only permitted for current magnitudes greater than 0.2 A.

To provide a basis for comparison, experimental data, shown in Fig. 6.10, were

collected for the case where converter operation continues normally in the event of a

Fig. 6.8: One leg of this laboratory scale CHB was used to verify the proposed technique,
as it is designed to be implemented independently for each leg.
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Fig. 6.9: Diagram of experimental setup, detailing the current and voltage sensor circuitry
used.

Fig. 6.10: Experimental data collected for an open-circuit fault in sw4,C1 (top), and sw3,C3
(bottom), if no corrective actions are taken.

fault. Open-circuit faults were created separately for sw4,C1 and sw3,C3 by forcing the

gate driver to make the corresponding IGBT nonconductive. The results, for both

locations, show the load current and converter output voltage are both distorted for

approximately half of each cycle, matching the analysis presented in Section 6.2.1.
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Fig. 6.11: Performance for an open-circuit fault in sw1,C3, with behavior shown in detail
during detection/isolation and step three of the verification process.

While converter operation continues even without making any corrective action, the

resulting current waveform is noticeably distorted and has a dc-offset which can cause

severe damage to some loads, e.g. motors. Note that the effects of a fault are only

apparent during part of an output cycle, and thus faults may not cause ill-effects

immediately after occurring, as shown in Fig. 6.10 for the sw4,C1 fault.

Experimental data demonstrating the proposed technique for a fault in sw1,C3 are

shown in Fig. 6.11. The fault was detected 69µs after occurring, and sw1,C3 is isolated

as the fault location one measurement cycle later. The three-step verification process,

described in Section 6.2.3, is then carried out, with the faulty switch finally tested

using the leg-state S = [0, 0, 1]. The fault is ultimately confirmed as a deviation is

detected during the test state, since the expected voltage corresponding to the test

leg-state is 75 V while the measured voltage is 0 V. Reconfiguration actions are taken
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Fig. 6.12: Performance for an open-circuit fault in sw2,C1 occurring mid-cycle.

once the fault is verified, with the reference reduced to have a peak value of 140 V,

thereby preventing overmodulation.

Experimental data shown in Fig. 6.12 demonstrates a similar fault detection pro-

cess for a sw2,C1 open-circuit fault. The fault is detected and isolated in less than

two measurement cycles, and then verified in less than one fundamental cycle. In this

case the current delivered to the load was noticeably affected when the fault occurred

as the converter briefly operates in the overmodulation region to avoid using the po-

tentially faulty cell. Operation in the overmodulation region is more apparent for the

experimental data shown in Fig. 6.13, where a sw2,C1 open-circuit fault occurs during

the half-cycle where current does not flow through the faulty switch. The fault is not

detected until current is supposed to flow through the switch, 4814µs after the fault

occurs. After the fault is isolated, cell 1 is soft-bypassed using the 0U state as per

step-one of the verification process. Because cell 1 is bypassed the maximum converter
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Fig. 6.13: Performance for an open-circuit fault in sw1,C2 occurring during a non-affected
cycle. Overmodulation is apparent due to the soft-bypass of the faulty cell during step one
of the verification process.

output is 145 V and so overmodulation occurs. Once the fault is verified the reference

is adjusted to prevent overmodulation.

Experimental data were also collected for simulated gate misfiring faults. As in

the previous section, the simulated gate-misfiring fault caused the affected switch to

appear as an open-circuit until its gate signal is cycled, i.e. the gate-misfiring fault

was cleared once the gate signal was turned from conducting to non-conducting and

back. Fig. 6.14 shows data for a sw1,C2 gate misfiring fault occurring in the middle

of a cycle. The fault occurs and is misidentified as an open-circuit fault within less

than two measurement cycles. The suspected fault is then tested and cleared 12.45 ms

after being detected, and steady-state operation then resumes with no reconfiguration

necessary. Experimental data, shown in Fig. 6.15, were also collected for a sw4,C1

gate misfiring fault occurring near the beginning of a cycle. The fault is detected
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Fig. 6.14: Performance for an open-circuit fault in sw2,C1 occurring during a non-affected
cycle. Overmodulation is apparent due to the soft-bypass of the faulty cell during step one
of the verification process.

and misclassified as an open-circuit fault. The potentially faulty cell is soft-bypassed

during step-one of the three-step verification process, and therefore overmodulation

briefly occurs. The suspected fault is tested and cleared 15.5 ms after being detected,

and then steady-state operation resumes with no reconfiguration action necessary.

As given in Table 6.4, the cell input voltages for the CHB presented in this section

were 60 V, 70 V, and 75 V. The CHB is therefore asymmetric, although not with input

voltage ratios traditionally utilized in asymmetric CHB converters. Nonetheless, the

PWM strategy used to generate gate signals for this asymmetric converter is distinct

from the PWM scheme utilized for the symmetric CHB presented in the previous

section. The proposed method for fault detection, isolation, and verification is therefore

compatible for both symmetric and asymmetric converters. It is emphasized that no

modifications to the proposed method are required when applying the proposed method

113



Fig. 6.15: Performance for a gate misfiring fault in sw4,C1 occurring during a non-affected
cycle. Overmodulation is apparent as the faulty cell is soft-bypassed during step one of the
verification process.

to asymmetric CHB converters, as the PWM scheme used during prefault operation is

independent of the fault isolation procedure.

6.5 Epsilon Selection

To enable open-circuit fault detection using the proposed technique, even with noise

disturbances, ε is included in (6.1) and (6.2). Proper ε selection is facilitated by de-

termining noise magnitudes which can cause undesirable algorithm performance. This

analysis is achieved by adjusting the inequalities of (6.1) and (6.2) to include a noise

term, vN , as,

|(vLN − vE) + vn + vN | < ε (6.3)
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and,

|(vLN − vE)− vn + vN | < ε, (6.4)

respectively.

Three scenarios where noise affects algorithm performance are described in subsec-

tions 6.5.1, 6.5.2, and 6.5.3, and in subsection 6.5.4 the impacts of this analysis on ε

selection are summarized. Two cells of an asymmetric CHB, with v1 > v2, are consid-

ered here, though the results presented can be naturally extended to include more cells

or symmetric voltages.

6.5.1 False Alarms

A false alarm, i.e. a fault detection during healthy converter operation, occurs when

vLN = vE and (6.1) or (6.2) are satisfied. Thus, from (6.3) and (6.4), a false alarm

occurs if

± vn − ε < vN < ±vn + ε. (6.5)

In the event of a false alarm, the fault location suspected will ultimately be clas-

sified as fault free during the verification process, though converter operation may be

disrupted during the isolation and verification steps of the proposed technique. For

two asymmetric CHB cells, the hashed areas of Fig. 6.16(a) show the range of |vN |

satisfying (6.5) for each cell for a given ε.

6.5.2 Missed Detection

A missed detection occurs when (6.1) or (6.2) are not satisfied in the event of a fault.

Ideally, for a cell n open-circuit fault,
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Fig. 6.16: Noise magnitudes, |vN |, satisfying (6.5), (6.7), and (6.10) are shown for fixed ε
in the shaded and hashed areas of (a), (b), and (c), respectively, for a two-cell asymmetric
CHB leg. The union of these areas is shown in (d). When a fault initially occurs |SWF | is
minimized if the system operates in region X of (d), though operation in either region X or
region Y ensures no false flags or missed detections will occur.

vLN − vE =


−vn i > 0,

vn i < 0.
(6.6)

Applying (6.6) to (6.3) and (6.4), a missed detection occurs during a fault event if,

|vN | > ε. (6.7)

For any CHB leg, the shaded area of Fig. 6.16(b) shows the range of |vN | satisfying
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(6.7) for a given ε, as (6.7) is independent of the dc voltages used.

6.5.3 Minimizing |SWF |

For open-circuit fault events in asymmetric CHBs, |SWF | can be minimized when the

fault is initially detected if only the faulty cell satisfies (6.1) or (6.2). When applying

(6.1) and (6.2) to cell m in the event of a cell n open-circuit fault, (6.6) can be applied

to (6.3) and (6.4) as,

|−vn + vm + vN | < ε (6.8)

and,

|vn + vm + vN | < ε. (6.9)

Accordingly, |SWF | is not minimized if for any m 6= n,

± (vn − vm)− ε < vN < ±(vn − vm) + ε. (6.10)

While the proposed open-circuit fault detection technique does not necessitate |SWF |

minimization, reduced isolation time is required as |SWF | decreases. For two asym-

metric CHB cells, the hashed area of Fig. 6.16(c) shows the range of |vN | satisfying

(6.10) for a given ε.

6.5.4 Selecting ε

The shaded and hashed areas of Fig. 6.16(d) show the range of |vN | satisfying (6.5),

(6.7), and (6.10) for a given ε when considering two asymmetric CHB cells. Inspecting

Fig. 6.16(d), it is clear that false alarms, missed detections, and minimization of |SWF |
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can be achieved for the greatest |vN | by setting ε = (v1 − v2) /2, as was done for the

experimental setup described in Section 6.4. If this value does not provide sufficient

noise immunity to missed detections, of if a symmetric CHB is used, then setting

ε = v2/2 allows the greatest |vN | while preventing false alarms and missed detections.

Ultimately, while the presented analysis may facilitate ε selection, a system designer

may determine it is advantageous to adjust ε upon considering the consequences of false

alarms and missed detections. That is, since healthy operation is the most frequent

operating state for a converter, a system designer may choose to decrease false alarm

probability by reducing ε. On the other hand, ε may be increased by a system designer

to reduce the probability of missed detection in the event of an open-circuit fault.

6.6 Conclusion

A method for detecting open-circuit faults in CHB multilevel converters has been

presented in this chapter. It has been verified using simulation and experimentally ob-

tained data that the presented procedure for fault detection, isolation, and verification

enables open-circuit faults to be identified in less than one fundamental cycle. This

method: (i) is designed to be implemented independently for each CHB leg, (ii) re-

quires one voltage sensor and one current sensor for each leg, (iii) identifies and isolates

faults in less than 2M measurement cycles for an M cell CHB leg, and verifies faults

in less than one fundamental cycle, (iv) is independent of the PWM strategy used, and

(v) can be implemented in symmetric and asymmetric CHB converters.
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Chapter 7

Conclusions and Suggestions for

Future Work

In this chapter, the primary contributions of this dissertation are reviewed in Section

7.1. Suggestions for future investigations, building upon the work presented in this

dissertation, are presented in Section 7.2.

7.1 Summary and Conclusions

Methods to facilitate continued dc-ac converter operation during internal and external

abnormalities have been presented in this dissertation. Motivation and background

information detailing the necessity of fault tolerant methods has been provided as an

introduction. Moreover, the introductory chapter presented a literature review which

outlined state-of-the-art protection schemes as well as the challenges which must be

overcome to increase the fault tolerance of dc-ac converters, with a particular emphasis

placed on the cascaded H-bridge multilevel converter topology, which is at the center

of many of the techniques presented within this dissertation.

119



The working principles of multilevel CHB converters have been presented in this dis-

sertation, with the LSPWM and hybrid PWM techniques detailed as two carrier-based

schemes for modulating the output of CHB legs. The linear-range and overmodulation

behavior of these PWM methods has been reviewed, with third-harmonic injection pre-

sented as a commonly used technique to increase dc bus utilization, extending the linear

PWM region by approximately 15% during nominal operating conditions. Addition-

ally, an overview of the FPSC method has been provided to demonstrate a commonly

utilized approach for enabling continued operation of three-phase CHB after internal

fault events, i.e. after CHB cells are bypassed.

This dissertation introduced the concept of PQ plane analysis as an approach to

assess converter performance during operation under nominal and fault conditions for

varying parameters such as filter values and dc bus voltages. The presented approach

evaluates all possible converter outputs, making it a flexible technique which can be

implemented for many converter topologies regardless of the control or PWM schemes

used. Once all possible outputs are identified, the operating region for a converter

can then be identified by eliminating converter output points which are unfeasible due

to practical considerations such as component VA limitations. This dissertation also

introduced a load-independent technique to identify discordant converter operation for

asymmetric CHB converters. Identification of this discordant operation is essential due

to the potential for deleterious effects resulting from extended operation at a discordant

output point.

Moreover, an atypical PWM technique has been demonstrated in this dissertation

as a method to enable dc bus maximization for converters operating under nominal

and faulty conditions. While this approach can be implemented in a wide range of

dc-ac converter topologies, its application to CHB converters facilitates continued con-

verter operation after cell fault events. This atypical PWM method computes the

120



common-mode component to be injected into PWM references in real-time by compar-

ing references to the maximum voltages producible by CHB legs. The atypical PWM

technique acts as an intermediary step between reference and gate signal generation,

making it compatible with any control method and any carrier-based PWM scheme.

This dissertation further introduced adaptive sinusoidal PWM, an approach to en-

able CHB to directly utilize time-variant dc sources. The sensor-per-source and sensor-

per-leg algorithms have been presented as alternative methods to implement ASPWM,

providing a trade off between converter performance and the required sensor circuitry.

Modifications to this technique have been presented to enable design criteria to be met.

The proposed alterations satisfy design criteria by preventing certain switching states

from being utilized during part of, or an entire, reference period.

Additionally, a method to identify, isolate, and verify open-circuit IGBT faults

in a CHB leg has been presented in this dissertation. This method only requires

measurement of a CHB leg’s current and output voltage, is compatible with any PWM

scheme, and can be applied to symmetric and asymmetric CHB. Measured voltages are

compared to expected voltages, and deviations are used to determine open-circuit fault

locations based on the deviation’s magnitude and current flow direction. For a CHB leg

with M cells, the proposed technique identifies and isolates open-circuit switch faults

in less than 2M measurement (sampling) cycles, and the verification process, which

reduces the possibility of unnecessary corrective actions due to fault misidentification,

is completed in less than one full fundamental cycle.

All techniques developed and presented in this dissertation have been validated via

MATLAB/Simulink simulation results, as well as data obtained experimentally using

a laboratory-scale CHB converter.

Ultimately, the methods presented herein provide tools to analyze and enable con-

tinued converter operation during non-ideal operating conditions. These techniques
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can be jointly integrated into a system to provide fault tolerance for a wide range of

fault events. However, since the presented techniques are not necessarily codependent,

they can also be implemented individually to provide systems with specific layers of

protection.

7.2 Suggestions for Future Work

In this dissertation, new techniques to facilitate converter operation under abnormal

conditions have been presented and validated. There are, however, some opportunities

to further analyze and build on the work introduced herein.

An analytical technique to analyze the PQ plane behavior of grid-interactive con-

verters has been presented in Chapter 3. The proposed approach could be expanded

to enable its application under a wider range of non-ideal conditions, such when a

converter is connected to a weak grid.

In Chapter 5, the sensor-per-source and sensor-per-leg algorithms have been intro-

duced. A generalized sensor-per-n-cell approach could be developed to provide system

designers the freedom to select a balance between the number of sensors required and

the time required for voltage source identification, particularly for CHB with many cells.

Moreover, an approach to adjust CHB PWM schemes to modify, or entirely eliminate,

discordant points was also introduced. However, optimal techniques to eliminate the

discordant operation could be developed.

The method for fault identification, isolation, and verification proposed in Chapter

6 has been designed with the assumption that CHB cells fail separately. However, the

proposed approach could be expanded to enable operation during simultaneous fault

events, i.e. when destructive conditions cause multiple failures within a CHB leg.

An approach for maximizing dc bus utilization in grid-interactive converters has
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been introduced In Chapter 4. This approach could be expanded to enable operation

in the overmodulation region. Moreover, the efficiency of converters using the proposed

atypical PWM scheme could investigated, as the reduced switching events during the

clipped portions of the reference waveforms may increase system efficiency.
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Appendix A

FPGA for Rapid Prototyping

Field programmable gate arrays (FPGAs) offer several important benefits when used

for prototyping solid-state based power converters. Compared to other commonly used

controllers, such as dSPACE, FPGAs cost less, enable increased switching speeds, and

offer an increased number of general-purpose input/output (GPIO) ports. For multi-

level converters, the increased availability of GPIO ports is especially important due to

the increased number gating signals required. However, FPGA programming requires

a hardware description language (HDL) such as very high speed integrated circuit HDL

(VHDL) or Verilog. Instead of spending time mastering an HDL language, it is possi-

ble to utilize MATLAB/Simulink toolboxes to generate HDL code from a compatible

Simulink model, thereby allowing control schemes and pulse width modulation (PWM)

switching patterns to be rapidly prototyped. In addition to use for power electronics

research, the approach of FPGA programming using MATLAB/Simulink software has

been identified as an appealing option for use in educational undergraduate laborato-

ries [107].

To program the FPGA using Simulink’s HDL coder, a model must be created using

only HDL compatible blocks and user written functions. Once such a model has been
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developed, the user can attempt to generate HDL code by pressing a button on the

Simulink toolbar. If the code generation is unsuccessful then a message describing the

error appears, and if the code generation is successful then VHDL code is generated

for the overall model, including any subsystems and user made functions. The gen-

erated VHDL code can then be loaded and compiled in Quartus II. If compilation is

unsuccessful, often the result of a non-compatible data type being used, changes can

be made to the Simulink model and HDL code can be generated again. If the com-

pilation is successful, then the FPGA specific input and output pins can be assigned,

and the program can be loaded into an FPGA. Finally, the Simulink model must be

edited if more modifications are required due to unexpected experimental behavior. A

flow diagram outlining this process is shown in Fig. A.1. Going from a compatible

Simulink model to a programmed FPGA takes minutes, allowing for rapid prototyping

of controller models and switching patterns.

One of the primary difficulties of using the HDL coder is that the data types used

in a Simulink model must be carefully chosen in order for the VHDL code generated to

be compiled in Quartus II. To overcome this difficulty, the double and single data types

must be avoided, a hurdle which can be overcome using the fixed-point data type made

available through the Fixed-Point Designer Toolbox. When using the fixed-point data

type, the signedness, word length, and fractional length of a variable can be specified,

allowing for arbitrary precision.

Many useful Simulink models can be converted to VHDL code using Simulink’s

HDL coder even though not all Simulink blocks are HDL compatible. A wide array of

open-loop control can be implemented using only HDL compatible blocks, and closed-

loop control can be realized if an analog-to-digital converter (ADC) is used with the

FPGA. Moreover, it is possible to interface FPGA with a more versatile controller, such

as dSPACE, enabling desirable features of both devices to be utilized. One method
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Fig. A.1: Flow diagram for the proposed development process.

to do this is to generate PWM reference waveforms using the versatile controller, e.g.

dSPACE, and send the references to the FPGA. A carrier waveform, generated in

the FPGA, can then be compared to the received PWM references to generate gate

signals. This approach allows complex control algorithms, such as PQ control, to be

more easily implemented than if only an FPGA were utilized. When interfacing an

FPGA with dSPACE, improper communication between the devices may cause an

erroneous reference can be used. One simple approach for interfacing the two devices
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is to have the FPGA detect changes sent by dSPACE, and then allow some time, e.g.

10 FPGA clock cycles, to elapse before the received value is treated as finalized.

A.1 Waveform Generation

To demonstrate the HDL coder’s functionality, models for generating sawtooth, pulse,

triangular, and sinusoidal waveforms are presented in this section.

When using Simulink’s HDL coder for waveform generation, the counter block is

commonly used. When used in an FPGA, the counter’s output, initially zero, increases

by one at every rising clock edge, and once a preset limit is reached the counter’s output

is reset to zero and the process repeats. A sawtooth waveform can be realized by only

using a counter. If the upper limit, P ∈ N, of a counter is known, then the frequency

of the sawtooth wave generated is f = fF P GA

P+1 , where fFPGA is the clock speed of the

FPGA used. Alternatively, if the desired waveform frequency is known then the upper

limit can be found as P = fF P GA

f
−1, rounding as necessary. In many cases (fF P GA

f
)� 1,

and so setting P = fF P GA

f
is a sufficient approximation. By using available arithmetic

blocks, the amplitude and dc offset of the sawtooth wave can be modified as desired.

Experiments involving dc-dc converters or controlled rectifiers often require pulse

waveforms, which can be generated by comparing the output of a counter, with upper

limit P , against the constant value D · P ∈ [0, P ], as shown in Fig. A.2. Using this

model, the pulse wave has frequency f = fF P GA

P+1 and duty ratio D. This model can be

modified to make the waveform’s frequency and duty ratio real-time adjustable using

an FPGA’s IO ports. At high frequencies the sawtooth waveform generated using a

counter has a low number of steps in each period, resulting in readily evident dis-

cretization which, depending on the application, must be accounted for. For instance,

suppose the model in Fig. A.2 uses a counter with upper limit P = 3 and the program
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Fig. A.2: Simulink model used to generate a pulse waveform with duty ratio D.

is implemented on an FPGA with 50 MHz clock frequency. The resultant pulse wave-

form will have a 12.5 MHz frequency, but the only realizable duty ratios will be 0, 0.33,

0.66, and 1, since the sawtooth waveform is made using only four discrete values. The

sawtooth wave’s frequency must be decreased, or the FPGA clock frequency increased,

if more duty ratio options are desired.

When implementing SPWM and other control methods, triangular waveforms with

no dc component and unity amplitude are often useful. One approach for generating

such a waveform is to use a counter’s output for the increasing half of the waveform,

and then subtract the counter’s output from a constant to generate the decreasing

half of the waveform. The waveform can then be shifted and scaled to have a zero

average value and unity amplitude. A Simulink model demonstrating this method for

generating triangular waveforms is shown in Fig. A.3. If the counter has upper limit

P , the triangular wave frequency is obtained as f = fF P GA

P+1 .

It is also possible to create MATLAB functions which can be used to generate HDL.

For instance, as an alternative to the model shown in Fig. A.3, the code in Fig. A.4

can be used to generate a triangular waveform with frequency f = fF P GA

4P . Note that

P is passed to the function as a parameter in the model shown to simplify the model

by decreasing clutter. The triangular output generated using the given code does not

have unity amplitude to prevent rounding errors. A gain block can be used, however,
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Fig. A.3: Simulink model used to generate a triangular waveform with unity amplitude and
zero dc offset.

Fig. A.4: HDL-Compatible MATLAB function used to generate a triangular waveform with
no dc component.

to adjust the amplitude of the triangular wave as desired. The following should be

noted when writing MATLAB code for use in an FPGA:

1. Data types must be explicitly set. If, for instance, Fig. A.4 was changed from

CurrentValue=int16(0) to CurrentValue=0, the CurrentValue variable would be

stored as a double data type, which cannot be used in the Quartus II environment.
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2. Use of persistent variables, which retain their values between function calls, can

be beneficial.

3. User written MATLAB functions may not be HDL compatible, notably when

some built-in functions such as sin() or cos() are utilized.

Finally, lookup tables can be used to make other waveforms of interest. In order to

limit the amount of data which must be stored on the FPGA, however, a model must

be created for a slow counter, i.e. a counter which changes its output only after K

FPGA clock cycles. A slow counter can be implemented by placing a counter with

upper limit P in a rising edge triggered subsystem, as shown at the bottom of Fig.

A.5. The slow counter subsystem is triggered using a second counter, with upper limit

K − 1, for instance by comparing zero to the second counter’s output. Using this

model, the frequency of the slow counter is f = fF P GA

K(P+1) .

As an example, a zero-order hold discretization of a sinusoidal waveform can be

generated using a lookup table and a slow counter. To use a lookup table to generate

a periodic waveform, the desired number of evenly spaced samples, n, within one

period must be determined. Once n is known the lookup table can be set to output

A sin
(

2π
n

[0 : n− 1]
)
, corresponding to slow counter output m ∈ {0, 1, . . . , n− 1}. If

the slow counter increments every K clock cycles, then the generated sinusoid will have

frequency f = fF P GA

Kn
. A Simulink model showing a slow counter controlled lookup table

is shown in Fig. A.5. It is worth emphasizing that any waveform can be made using

a lookup table, the process of generating a sinusoid was chosen for demonstration

purposes only.
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Fig. A.5: Simulink model used to generate a sinusoidal waveform with arbitrary amplitude.

A guide containing further instruction for using an FPGA with Simulink, A Prac-

tical Guide to Using Simulink’s HDL Coder with the DE0 Board, has been prepared

for use at Kansas State University.
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Appendix B

Developed Hardware

In this appendix, information necessary to use the developed cascaded H-bridge con-

verter are provided. Details are given for the layout of the converter, as well as infor-

mation required for FPGA interfacing.

B.1 Converter Layout

The legs of the constructed laboratory-scale CHB converter, shown in Fig. B.1, are

comprised of two distinct printed circuit board (PCB) designs. Each of the three long

upper boards, referred to as brain boards, act as an interface between the CHB cells

within a leg and the FPGA used to send gate signals. The remaining 12 boards are

the CHB cells, or modules. Cell IGBTs conduct if a “high” signal is sent by the FPGA

to the brain board. As shown in Fig. B.1, the right-most leg is Phase A, and cell 4 is

the cell closest to the CHB’s neutral connection. Phase outputs, as well as the neutral

point, can be accessed via the terminal strip at the bottom of the CHB cabinet.

For some tests, it may be necessary to bypass some cells in a CHB leg. While

cells can be soft bypassed by setting the unused cells to a zero-state, this approach
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Fig. B.1: Cascaded H-bridge converter.

may cause undesirable diode voltage drops and conduction losses. These voltage drops

can be avoided using a hard bypass, i.e. attaching a conductor to completely bypass

unused cells. For each leg, the neutral is connected to port U of cell 4, port V of cell 4 is

connected to port U of cell 3, and so on. When choosing where to attach a conductor,

recognize the neutral is connected to port U of cell 4, port V of cell 4 is connected to

port U of cell 3, and so on.

Each CHB cell has a voltage sensor to measure the input dc bus voltage, and cells 2

and 4 in each leg have current sensors oriented such that current flow from the neutral
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to the phase output produces a positive measurement. Each voltage and current sensor

utilizes an AD620AN instrumentation amplifier (IA), which is placed directly on the cell

PCB. Measurements can be made using either dSPACE an analog-to-digital converter

(ADCs) on the brain board connected to an FPGA. The gain of the IA need to be

adjusted depending on whether the output is going to dSPACE or an ADC. Each cell

has a switch to enable IA gains to be changed, with gains made ADC compatible if the

switch position is toward the board edge, as shown in Fig. B.2. The single-ended IA

output is then connected to the brain board, though low-pass RC filters can be added

between the IA output and brain board to attenuate high-frequency noise. Each brain

board also has a switch, which enables measurements to either be sent to analog-to-

digital converters or to dSPACE. Measurements are sent to the ADCs if the switch

position is away from the nearest board edge, as shown in Fig. B.3. Note that the

MAX 187 ADCs used in the CHB utilize serial peripheral interfacing (SPI), a common

communication technique.

Three terminal strips found on the upper backside of the converter cabinet are

used to interface with, and distribute, dc inputs necessary for converter operation. A

diagram of these terminal strips is provided in Fig. B.4. In Fig. B.4: Br. X indicates

a connection to the phase X brain board; X y,z indicates a connection to cells y and

z of phase X; ILL, X is the output of the IA connected to the current sensor in cell

2, phase X; ILU, X is the output of the IA connected to the current sensor in cell 4,

phase X; Vmy, X is the output of the output of the IA measuring the input voltage of

cell y, phase X; J indicates an input terminal. All control voltage inputs must have a

common ground, achieved by connecting power supply terminals appropriately. The

function of each terminal strip voltage input is as follows:

GND Black banana plug: control common ground, required return path for all inputs.
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Fig. B.2: Cell switch position to set IA gains for FPGA.

Fig. B.3: Brain board switch position to send measurements to ADCs.
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24V Yellow banana plug: required input for dc-dc converters.

10V Blue banana plug: (actual input 11V), required input for instrumentation am-

plifiers and LAH 25-NP current sensors.

-10V Green banana plug: (actual input -11V), required input for instrumentation

amplifiers and LAH 25-NP current sensors.

5V Red banana plug: required input for logic gates and fiber optic transmitters and

receivers.

Vref White banana plug: offset used by instrumentation amplifiers measuring cell

input voltages.

Cref Orange banana plug: offset used by instrumentation amplifiers measuring leg

currents.

Egnd These act as placeholders for an earth ground connection which may be desired

at a later time. Each CHB cell also has an available earth ground connection

position.

As shown in Fig. B.1, fiber optic cables are used to send gate signals from the

brain boards to individual cells. Should a fiber optic cable need to be temporarily

removed, or entirely replaced, labels visible from the backside of the converter cabinet

can be used to ensure proper removal and reconnection. Fiber optic cables are labeled

both ends with tape to designate which cell it runs to, with cell 1 labeled with tie-dye

patterned tape, cell 2 with lamb patterned tape, cell 3 with green tape, and cell 4 with

blue tape. Each piece of tape is also labeled according to which gate it is connected

to, with a “1” label denoting a connection to gate Vp, “2” to Vn, “3” to Up, and “4”

to Un.
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Vm2, A Vm4, A ILU, A J A 1,2 A 3,4 C 1,2 C 3,4 J A 1,2 A 3,4 C 3,4 J A 1,2 A 3,4 C 3,4

GND GND GND GND GND 24V 24V 24V 24V 10V 10V 10V 10V

Vm1, A Vm3, A ILL, A Br. A, B Br. C B 1,2 B 3,4 B 1,2 B 3,4 C 1,2 B 1,2 B 3,4 C 1,2

J B 2,3 C 1,2 C 3,4 Vm1, B Vm3, B ILU, B J A 1,2 A 3,4 B 3,4

-10V -10V -10V -10V 5V 5V 5V 5V 5V

B 1,2 A 1,2 A 3,4 Vm2, B Vm4, B ILL, B Br. A, B Br. C B 1,2 C 1,2 C 3,4

J C 1,2 C 3,4 J A 2,4 Vm1, C Vm3, C ILU, C

Vref Vref Vref Vref Cref Cref Egnd Egnd Egnd Egnd

A 1,2 A 3,4 B 1,2 B 3,4 B 2,4 C 2,4 Vm2, C Vm4, C ILL, C

Right

Middle

Left

Not Connected

Fig. B.4: Layout of terminal strips on the upper backside of the CHB.

Finally, it should be noted that brain board and cell PCB component identifiers,

seen on board silkscreen labels as well as PCB schematics, were selected to facilitate

the debugging process. On the brain board, for instance, components numbered with

a one in the tens place interact with FPGA gate signals for module 1 gates, denoted

I_M1Gx for input–module 1 gate x, where x=1 for gate Vp, 2 for Vn, 3 for Up, and 4

for Un. Similarly, for cells, components numbered with a one in the tens place interact

with gate signal Vp, components with a two in the tens place interact with Vn, etc.

B.2 FPGA Interfacing

An FPGA is required to interface with each brain board of the CHB. Table B.1 provides

pin assignments utilized when connecting an FPGA to a CHB brain board, using the

same notation which is used on the brain board PCB schematic. Note that I_MxGy

is the input for module x, gate y, where the gate is made conductive if a high signal is

sent from the FPGA into the brain board. Pin assignments for other FPGA features

(e.g. Hex display) are available via the user manuals. Note that the pin assignments

in Table B.1 are provided assuming pin 1 of the FPGA is tied to pin 1 of the brain
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board, where a black arrow indicates the position of pin 1 on all 40-pin headers used.

Ribbon cables should be made such that the FPGA and brain board pins are properly

interfaced.

Three FPGAs are required to interface with the three CHB brain boards. However,

when multiple CHB legs are simultaneously used, slight mismatches between FPGA

internal clock frequencies deviations can cause the FPGAs to operate asynchronously.

Over time, this may result in carrier phase deviations if FPGAs are being used to

implement a carrier-based PWM method. Therefore, instead of using FPGA internal

clocks when testing polyphase systems, an external clock can be used to ensure FPGAs

remain in phase. Moreover, external switches can be used to simultaneously provide

“clock enable” and “reset” signals to multiple FPGAs.
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Table B.1: FPGA GPIO Pin Assignments

DE0 DE1
Brain Board Label GPIO0 GPIO1 GPIO0 GPIO1

I_M1G1 (Input, Module 1, Gate 1) AB16 AA20 Y17 AA21
I_M1G2 AA16 AB20 Y18 AC23
I_M1G3 AA15 AA19 AK16 AD24
I_M1G4 AB15 AB19 AK18 AE23
I_M2G1 AA14 AB18 AK19 AE24
I_M2G2 AB14 AA18 AJ19 AF25
I_M2G3 AB13 AA17 AJ17 AF26
I_M2G4 AA13 AB17 AJ16 AG25
I_M3G1 AB10 Y17 AH18 AG26
I_M3G2 AA10 W17 AH17 AH24
I_M3G3 AB8 U15 AG16 AH27
I_M3G4 AA8 T15 AE16 AJ27
I_M4G1 AB5 W15 AF16 AK29
I_M4G2 AA5 V15 AG17 AK28
I_M4G3 AB4 AB9 AA19 AJ26
I_M4G4 AA4 AA9 AC10 AH25

cs1 (Chip Select 1) U14 AB7 AJ20 AJ24
sclk1 (Slow Clock 1) V14 AA7 AH19 AJ25

data1 (VM1) (Module 1 Voltage) AB12 AB11 AC18 AB17
cs2 W13 R14 AK21 AG23
sclk2 Y13 T14 AH20 AK24

data2 (VM2) AA12 AA11 AD17 AB21
cs3 V12 T12 AD20 AH23
sclk3 U13 U12 AD19 AK23

data3 (VM3) R10 R11 AE18 AK22
cs4 Y10 U10 AF20 AH22
sclk4 V11 R12 AE19 AJ22

data4 (VM4) W10 T10 AF21 AG22
cs5 V8 T9 AG21 AF23
sclk5 T8 U9 AF19 AF24

data5 (ILU) (Module 4 Current) W7 Y7 AF18 AE22
cs6 V5 V6 AG18 AA20
sclk6 W6 U8 AG20 AD21

data6 (ILL) U7 V7 AJ21 AC22
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