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Abstract 

Through human history, infectious diseases are among the top of the unintentional causes 

of human death worldwide. In the near several centuries, massive efforts have been done to 

control and prevent the spreading of infectious diseases. However, infectious disease is still one 

of the top 10 killers that seriously threaten the health of people in the 21st century. On the other 

hand, the development of computer hardware, big data, and algorithms science provides a new 

approach to research infectious diseases. Computer-based simulation can validate the epidemic 

control using mathematical models instead of the real-world experiment. Big data technology 

can benefit the epidemic modeling by providing more disease information. Algorithms are able 

to design the control strategies by scientific calculation rather than empiricism. Hence, the goal 

of this research is to study the epidemic control strategies by using the modeling, analysis, 

simulation, and optimization technics.  

To better discussing the epidemic control strategies, this research studies the modeling of 

vector-borne diseases. A partial differential equation model with age structure in human 

infections is introduced to describe the transmission of Zoonotic Visceral Leishmaniasis. A 

closed population dynamic system is introduced to study the prevention of Zika Virus. An agent-

based model is presented to study emotion transmission during the epidemic like the 2009 flu 

pandemic. In this dissertation, analysis methods like sensitivity, stability and time series analysis 

are widely applied to further research the established models.  

The major contribution of this research is developing the new methodology of numerical 

epidemic control. The Pontryagin maximum principle-based optimal control algorithm is studied 

to control the Zika Virus. Moreover, an innovative heuristic algorithm based method is proposed 

to solve the optimal control problem with the highly nonlinear objective function. This 



  

dissertation also introduces evidence data based optimal control method, which trained the neural 

network with epidemic data to control the current prevalence. The last but not least, the 

simulation is used to predict the future epidemic and verify the designed control strategies. 
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Chapter 1 - Introduction 

 1.1 Research background and significance 

Infectious diseases are diseases caused by biological agents, like viruses, bacteria, 

parasites, fungi, and prions, which can be transmitted between humans [1]. The earliest recorded 

epidemic can be traced back to the Athens era [2]. Before the middle ages, most of the epidemics 

are caused by the plague. These include the famous Black Death epidemic, which killed 30%-

60% of the total population of Europe [3]. Between the 16th and 18th centuries, the recorded 

epidemics reflected more types of infectious diseases like measles, smallpox and yellow fever 

[4]. In the meantime, the locations of these epidemics were not only restricted to Europe and the 

Mediterranean. More epidemics were founded in North America, Asia, and Australia. In the 19th 

century and early of the 20th century, cholera and influenza became the two of the most fatal 

infectious disease. The cholera pandemics, flu pandemics, and famous Spanish flu killed millions 

of people worldwide[5]. From the 1960s, HIV/AIDS became the most dangerous disease. The 

complete cure for HIV has not established by 2019 [6]. 

The public health intervention was widely applied to prevent people from infectious 

disease. As early in the 17th century, several European cities started to adopt the isolation of the 

ill and quarantine of travelers [7]. In the 18th-19th century, "The great sanitary awakening", the 

identification of filth as a cause of disease and the ensuing embrace of cleanliness, was spread in 

Europe and North American [8]. At almost the same time, voluntary general hospitals were 

established to take care of the infected people. Benefited by the development of bacteriology, in 

the late 19th century, state and local health departments in the United States began to establish 

laboratories and institutes. These laboratories researched the detection and control of bacteria in 

water systems, diagnosis of disease in individuals and vaccination developments [9]. By the 
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early 20th century, the United States already established complete disease registries and analysis 

systems. The federal also provided more funds to support the National Institute of Health and 

Center for Disease Control in infectious disease research. 

Even using centuries of successful prevention efforts, Infectious disease is still one of the 

top killers that seriously threaten the health of the global community. Figure 1.1 shows the top 10 

causes of deaths in different levels of income countries in 2016. By comparing the situations in 

these four kinds of countries, we know that the higher income, the less negative effects of 

infectious diseases. The seven of the top 10 causes of deaths are infectious diseases in low-

income countries. However, for the high-income countries, these communicable diseases exist 

only once in the top 10 causes. Subtracting out the impact of population density, geographical 

conditions, and living habits, the input level of epidemic control strategies and treatments also 

determine the performance of the diseases [10]. For developing countries, public investments 

have to focus more on the basic requirements of food, living, and equipment. For developed 

countries, governments have more financial ability to control epidemic transmission. Therefore 

the question is, especially for the developing countries, how to develop the strategies to balance 

the control performance of the epidemic and the cost of disease control?  Alternatively, in other 

words, how to use a limited budget to minimize the harmful effect of the epidemic. Therefore, 

the main goal of this dissertation is to study the infectious disease epidemic using the modeling 

and simulation approaches. Optimization and machine learning analytical technics were used to 

design the control strategies aimed at the epidemic. 
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Figure 1. 1. Top 10 causes of deaths in 2016: (a) at low-income countries; (b) at middle-

income countries; (c) at higher-income countries, where red represents the communicable 

diseases, blue represents the non-communicable diseases, green represents the injuries [11]. 
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power benefits the computer-based models and sophisticated simulate to predict the behaviors of 

complicated disease transmission. The epidemic simulation can also be considered as the zero-

cost experiments to verify the designed epidemic prevention or mitigation strategies. The 

epidemic predictions, then, can be used toward future epidemics.   

With the above motivations, this dissertation discusses the topics in epidemic modeling, 

numerical control, and simulation. Four different models are included for different types of 

infectious diseases. Three types of optimal control strategies are designed to prevent or reduce 

epidemic transmission based on the established models. Then, the simulation experiments are 

used to verify the effects of the assumed control strategies and predict future epidemics.  

 1.2 Research motivation and objective 

Several studies have been conducted to contribute to infectious disease modeling, 

decision making, and epidemic control. Dasbach et al. reviewed recent modeling works in a 

dynamic system area and summarized the potential benefits of vaccinating the susceptive 

population [12]. Nianogo and An reviewed recent contributions by using agent-based models to 

study the epidemic in the large-scale population [13, 14]. Based on the existed contributions, 

Real and Peterson proposed a spatial dynamic model the epidemic transmission between 

different locations [15, 16]. Holt et al. applied the cross-species epidemic model based on the 

general disease model for humans [17]. Castillo-Chavez et al. proposed the theoretical support 

for using the partial differential equation to study the age-structure for the epidemic model [18]. 

Frias-Martinez et al. studied the agent-based epidemic model with both disease and information 

transmission [19].   

In addition to epidemic modeling, many researchers used existed models to study the 

control strategy and limit disease transmission. Zhou et al. studied the control of the SARS 
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epidemic by adjusting the parameters of the discrete epidemic model [20]. Wang et al. discussed 

the pest-control as an impulsive control strategy and researched the corresponding periodic 

conditions [21]. Sen et al. utilized a feedback control model to study the vaccination control 

strategy for the general SEIR epidemic model [22]. Moreover, the disease optimal control 

strategy is combined with disease control and optimization with a certain object. Zaman and Kar 

studied the optimal control for the general SIR epidemic model and applied this method in the 

vaccination allocation strategy [23, 24]. Chen et al. extended the existed optimal control method 

into heterogeneous networks [25]. Lemos-Paiao et al. researched optimal control treatment for 

cholera through quarantine [26]. Lashari et al. studied both the vector-reduction and human 

protection strategies for vector-borne disease by using optimal control [27]. Okosun et al. 

analyzed the treatment and vaccination with waning immunity of malaria disease and found the 

optimal strategies using the determinate objective function [28].  

Even though the previous researches provided some contributions in epidemic modeling, 

the specific compartment models for infectious diseases with multiple species are still less 

studied. The current compartmental modeling is mainly used for the person-to-person direct 

contact diseases, like droplet spread and sexually transmitted diseases [29]. However, these 

models cannot be used for indirect contact diseases, which include animal-to-person contact, 

animal reservoirs, and insect bites. Also, the model with age-structure for human infections of 

vector-borne diseases is deficient. The human infections for some vector-borne diseases have a 

significant difference in the age-structure. For example, there are more young infections than 

adult infections for the zoonotic visceral leishmaniasis [30].  

Analogously, the current contributions in epidemic numerical controls are still limited. 

There is a large portion of the numerical control studies without using the optimization thoughts. 
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Some of the studies used the feedback control, which assumed the relationship between the 

prevention with the prevalence variable [22]. Some others optimized the settings of each system 

parameters independently, instead of systematically considering the epidemic control [31].      

There are several numerical optimal control algorithms, which applied some nonlinear 

programming methods like Pontryagin's Maximum Principles [32]. However, these methods can 

only solve the optimal control problem with the convex objective and constraint functions for 

dynamic models. There are very few works that utilized the historical epidemic data to find 

patterns by machine learning and artificial intelligence algorithms. No methodologies are using 

the patterns learned from the historical data to design the disease prevention strategies for the 

future.  

Hence, this research aims to develop models with different characteristics and make 

decisions to have better controls of future epidemics, which includes three main research tasks as 

follows: 

Task 1, modeling the disease with different characteristics: Using one uniform 

framework to model different infectious diseases is unreasonable since infectious diseases have 

different characteristics. To better reflect the epidemics in the real world, different components 

were added into the general diseases model with different modeling technics. During the task 1, 

the specific tasks are as follows: 

1. Study disease models with different types of carriers and reservoirs. 

2. Develop the disease model with age structure to reflect the difference in susceptive 

abilities. 

3. Discuss the disease with information and emotion transmission through the population. 
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Task 2, decision making by analyzing the model to control the epidemic 

transmission: There are multiple parameters in the disease model. Some of these parameters are 

controllable. Finding the appropriate value for these controllable parameters can help us control 

infectious diseases better. During the task 2, the specific tasks are as follows: 

1. Utilize the sensitivity analysis and the value of the basic reproduction number to discuss 

the appropriate values for the controllable parameters. 

2. Study the equilibriums of the disease model after the system reaching the static state. 

3. Discuss the potential bifurcation points which may change the stability status of the 

equilibriums. 

Task 3, Optimize the control strategy with using the optimization methods and 

data:With a certain object, the optimal control strategy can be designed to minimize the negative 

influence of the epidemic. Unlike other optimal control methods in disease modeling area, this 

task mainly focuses on the control strategy in time series. During task 3, the specific tasks are as 

follows: 

1. Design the optimal control strategy in time series for the epidemic dynamic system using 

Pontryagin's maximum principle. 

2. Use an appropriate heuristic algorithm to solve the complicated optimal control problem 

with highly nonlinear objective functions.  

3. Study the evidence-based optimal control strategy utilizing the historical epidemic data. 

 1.3 Research map and contributions 

This research proposed several methodologies to control infectious disease epidemics 

using mathematical models and numerical computations. In addition, this research considers both 

descriptive and analytical studies in our research plans. The descriptive studies include modeling 
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and simulation methods, which are utilized to describe and simulate the disease transmission. 

The analytical studies include model, analyze and optimal control and intervention strategies for 

balancing the magnitude of the ongoing epidemic and the associated costs for interventions. 

Figure 1.2 shows a research map that describes the research objectives, research methodologies, 

and potential contributions. 

 

Figure 1. 2 Research Map of the dissertation 

In the modeling part, this dissertation plans to develop more disease models with 

different species evolved, like mosquitos, sandflies, and dogs. Serval tropical diseases like Zika 

Virus, Zoonotic Visceral Leishmaniasis and malaria are expected to be modeled with the 

integrated transmission map. This dissertation also contributes deeper to the modeling of 

Zoonotic Visceral Leishmaniasis, whose infection patterns shown an obvious correlation to the 

patient's age groups [33]. The children and teenagers have a significantly higher infection rate 

compare to adults. This phenomenon can be modeled mathematically by using the partial 

differential equation-based model.  
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In the simulation part, this dissertation proposed an agent-based simulation to research 

emotion transmission during the epidemic. The infectious disease can be transmitted through the 

contact networks of each individual. Also, the information regarding the ongoing epidemic can 

be disseminated through internets, TV, and newspaper. In the meantime, the awareness of 

individuals would most likely be affected by the epidemic information. The change of awareness 

would then result in certain behavior changes. This dissertation is to model and mimic the above 

process using agent-based simulation. In this dissertation, the agent-based simulation is used to 

predict the outcomes of future epidemics. This prediction may utilize the disease model built in 

the modeling part with historical epidemic data.  

In the analysis part, our goal is to analyze the established diseases model further. 

Assumed the model is correct, then what kind of control or interventions can be carried out to 

mitigate various negative impacts of the diseases. The first type of analysis method is sensitivity 

analysis, which is expected to find the appropriate values for the parameters of the disease 

models. The analytical method is the equilibrium analysis, which contributes to finding the 

possible steady states at the end of the epidemic outbreak. Since several factors may affect the 

equilibrium points, the equilibrium can lower the infection number at the steady-state by 

changing these factors. The last type of analysis method is the bifurcation analysis, which is used 

to determine the stability of the equilibrium points. This analysis method may help us to predict 

if the current epidemic would eventually vanish or not at the end. 

The optimal control part is one of the most significant contributions of this dissertation, 

which attempts to optimize the control strategies with time series regulated complex systems. By 

using the dynamic control strategies for infectious disease, both the infection costs and control 

costs will be minimized. The optimal control is also expected to be triggered only when 



11 

necessary. If it is not necessary, the optimal control strategy should be able to shut down the 

interventions to save the associated costs. However, the traditional optimal control models in the 

epidemic area are mostly based on Pontryagin's maximum principle, which requires the 

convexity conditions on the objective and constraint functions to be satisfied. Therefore, this 

dissertation designs a new memetic algorithm-based method to solve the epidemic optimal 

control problem with complicated objective functions. This dissertation is also expected to utilize 

various machine-learning algorithms to take advantage of evidence data, which contributes to the 

design of the evidence-based optimal controls.  

 1.4 Dissertations Outlines 

The reset of the dissertation is organized into seven characters: Chapter 2 provides a 

review of the current state-of-the-art methodologies that inspired our studies in this dissertation. 

These methodologies included modeling, system analysis, control theories, and system 

optimization. Chapter 3 is a review paper published in the Journal of Biomedicine and 

Biotechnology [34], which reviewed recent modeling and disease control contributions in the 

Visceral Leishmaniasis area. Chapter 4 is a published research paper in Chaos Soliton & Fractals 

[30], which discussed a new Zoonotic Visceral Leishmaniasis dynamic transmission model with 

age-structure. Chapter 5 is a published journal article in Communications in Nonlinear Science 

and Numerical Simulation [35], which proposed a new method using a memetic algorithm to 

solve the optimal control problem of Zika Virus epidemic. Chapter 6 is an ongoing working 

paper, which researched the methodology using a neural network to analyze the evidence 

database of historical epidemic control. The trained neural network could be used to design an 

evidence-based impulse control for the future epidemic. Chapter 7 is from a published research 

paper in Computers & Industrial Engineering [36], which studied the potential learning and 
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forgetting processes of the people during the epidemic by agent-based modeling. These human 

behaviors may affect the performance of disease transmission. Chapter 8 summarizes the main 

conclusion and contributions of this dissertation and discussed the potential future works. 
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Chapter 2 - Overview of the methodologies in epidemic modeling 

Since the 17th century, infectious disease modeling has been studied extensively [37]. 

Many methods have been used to understand and predict the epidemic. In the modeling of the 

epidemic transmission, the compartmental model and agent-based model are two types of 

general methods that have been used most. The compartmental model is usually investigated 

through ordinary differential equations to model the epidemic transmission in a given population 

[38]. Agent-based model is utilized to research each individual and corresponding interacts with 

their environments during the epidemic [39]. In the meanwhile, network modeling, game theory, 

and stochastic process modeling have been widely used to describe the epidemic transmission 

[40]. Also, analysis technics are combined with the mentioned models to deeper understand the 

epidemic. For instance, the equilibrium and bifurcation analysis has been used to research the 

stability of the compartment models [41]. Sensitivity and statistic analysis assist the value 

settings for parameters [42]. 

Designing the numerical control strategy is another main object of epidemic modeling. 

The real-world interventions like vaccination, isolation, and hospitalization can be joined into the 

established model. Optimal control is one of the most popular control designing method, which 

is introduced by Pontryagin [43]. Optimal control methods utilize the characteristics of the 

compartment model to design a time series of control strategies, which can minimize the total 

cost during the epidemic. Other methods used in epidemic control included feedback state 

control, machine learning and heuristic algorithms [22, 44, 45]. Numerical simulation can be 

considered as a “what-if” experiment to verify the effectiveness of the control strategies. Since 

the real-world control may cause a high cost with the irreversible results, the numerical 

simulation can test the designed control strategy as the experiment before the implementation. 
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This section is organized as follows: the compartment model and agent-based model are 

respectively introduced in sections 2.1 and 2.2. Section 2.3 presents the equilibrium and 

bifurcation analysis methods in epidemic system. Section 2.4 illustrates the optimal control 

methods and the applications in the infectious disease model. Section 2.5 summarizes the 

selected machine learning methods and heuristic algorithms used in this dissertation. Section 2.6 

describes the numerical simulation and corresponding platforms. 

 2.1 Compartmental model 

The compartmental model is one of the most popular techniques in the modeling area of 

infectious disease [46]. The compartmental model is usually used to track the epidemic 

transmission in a population. In a compartmental model, the population is divided into different 

groups based on the infectious status. The simplest and commonest compartmental model in the 

infectious disease area is the SIR model.  

 

Figure 2. 1 Flow chart of the SIR model  

SIR model was introduced by Kermack and McKendrick in 1927 [47]. The population in 

the SIR model is consisted of there compartments, where 𝑆(𝑡) represents the susceptible 

population, 𝐼(𝑡) represents the infected population and 𝑅(𝑡) represents the recovered population. 

Typically, the SIR model is presented by using the ordinary differential equations as follow: 

𝑑𝑆

𝑑𝑡
= 𝜇𝑁 −

𝛽𝐼𝑆

𝑁
− 𝜇𝑆     (2.1) 

𝑑𝐼

𝑑𝑡
=

𝛽𝐼𝑆

𝑁
− 𝛾𝐼 − 𝜇𝐼     (2.2) 
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𝑑𝑅

𝑑𝑡
= 𝛾𝐼 − 𝜇𝑅      (2.3) 

Where 𝑁(𝑡) = 𝑆(𝑡) + 𝐼(𝑡) + 𝑅(𝑡) represents the total studied population; 𝛽 is the 

overall transmission rate of a susceptive person; 𝛾 is the recovery rate of an infected person; 𝜇 is 

both the birth rate and death rate without considering the factors of the current disease. SIR 

model assumes that the birth rate always equals the death rate, to keep the population as a 

constant. For some infectious diseases, the epidemic outbreak period is far less than the human 

lifespan. Meaning the birth and death can be ignored in the SIR model, 𝜇 can be set as zero for 

these specific cases.  

Since the SIR model is generally applicable in the epidemic, it can describe the infectious 

disease transmission in most cases. However, the SIR model cannot cover for all types of 

diseases. For instance, some infectious disease doesn’t exist the immunity in the recover 

population. In this case, people usually consider the SIRS or SIS model, where the recovery 

population will be sent back as the susceptive population [48]. For the infectious disease which 

includes a significant incubation period, the exposed compartment has consisted of the SIR 

model into the SEIR model [49]. For some vector-borne diseases, revised SIR and SEIR models 

are used to illustrate the complex transmission routes between humans with other species [50].   

 2.2 Agent-based model 

Agent-based model is a type of model that can simulate the actions and interactions of 

agents to predict the appearance of complex phenomena [51]. Typically, an agent-based model 

includes 4 key components: agents, properties, environment and action rules. In most cases, the 

agent-based model is combined with the Monte Carlo simulation. In recent years, benefited by 

the hardware upgrade in the computer industry, more and more researchers start to use large-

scale simulations to implement the complex agent-based models.  
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Like the compartmental model, the agent-based models are enormously used to model 

infectious disease transmission and intervention control. Therefore, researchers usually utilize 

agent-based models to create general disease dynamics and simulate a specific outbreak. Beyond 

that, the agent-based model has two general advantages over the compartmental model. First, the 

agent-based model can provide more details of the interactions between individuals, and 

individual interactions with local environments [52]. The agent-based simulation also enables us 

to track the behavior of each individual during the epidemic. Second, the agent-based model 

doesn’t rely too much on the data. It is possible to capture the feature of a dynamic system with 

only a few data [53]. 

In the agent-based model of infectious disease, the population can be divided based on 

the infectious status, like susceptive, infected and recovered. This infectious status can be 

updated during the simulation. The environment is the transmission map or the contact network 

in the studied population. Different action rules like isolation, self-protection, and hospitalization 

can be modeled for each agent to switch their behavior during the epidemic period.  

 2.3 Stability and bifurcation analysis 

One of the most important concerns about infectious disease is the ability to invade a 

population [54]. For an epidemic system, the stability analysis can prove if the studied infectious 

disease has a natural demise or not. Almost all epidemic compartmental model has a disease-free 

equilibrium at which the population remains in the absence of disease. To determine the stability 

of the system at the disease-free equilibrium, the value of the threshold parameter 𝑅0 is 

discussed. 𝑅0 is also known as the basic reproduction number, which is defined as ‘the expected 

number of secondary cases produced, in a completely susceptive population, by a typical 

infective individual’ [55]. If 𝑅0 < 1, then on average the infected produces of this infected 
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person is less than its infectious period, meaning the infectious cannot grow. Conversely, if 𝑅0 >

1, on average each infected individual produces are more than one, meaning the disease can 

invade the population. 

 

Figure 2. 2 Bifurcation illustration of the Zoonotic visceral leishmaniasis dynamic system 

[50] A: The disease-free equilibrium is stable; B: The disease-free equilibrium and one 

endemic equilibrium are stable while the other endemic equilibrium is unstable; C: The 

disease-free equilibrium is unstable while the endemic equilibrium is stable 

Another type of equilibrium is the endemic equilibrium, which is the globally stable point 

with the disease persists in the population [56]. The question of the uniqueness and global 

stability of the endemic equilibrium is valuable, especially when the 𝑅0 is greater than one. 

Because the stability of the endemic equilibrium determines if the disease can persist in the 

epidemic system for the long term. However, the stability status of the endemic equilibrium 

varies with some values of the parameters. This phenomenon is called bifurcation, which can 

lead a disease-free equilibrium to an endemic equilibrium [57]. Consider Figure 2.2 as an 

instance, there are no endemic equilibriums in section A. However, there are two different 

endemic equilibriums in section B, one is stable and the other one is unstable. A potential 

significance to study the bifurcation is to design the intervention on the selected parameters. This 

intervention can change the stable endemic equilibrium into an unstable status. Thus, the disease 

invasion can be stopped at the researched population.  
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 2.4 Optimal control strategies 

Optimal control theory solves the continuous control problem in a time series, typically 

for a dynamic system with a certain objective function [52]. The original concept of optimal 

control was presented by Lev Pontryagin [43]. His maximum principle states the necessity for 

any optimal control along with the optimal state trajectory to solve the Hamiltonian system. 

Particularly, when the objective and constraint functions satisfy the convexity conditions, the 

necessity becomes sufficient [58]. Optimal control theory has been applied to multiple 

application areas like aerospace, power systems and finance [59-61]. In the epidemic area, 

optimal control theory has been used to develop intervention strategies for many diseases like 

HIV, dengue, and malaria [62-64]. Typically, in the epidemic optimal control problem, there is a 

dynamic system with control variables. The epidemic transmission under the intervention can be 

described by the dynamic system as follow: 

�̇�𝑖 = 𝑓𝑖(𝑥) + 𝑔𝑖(𝑥)𝑢𝑖      (2.4) 

�̇�𝑗 = 𝑓𝑗(𝑥)       (2.5) 

Eq. (2.4) and (2.5) respectively represent the controllable and uncontrollable parts of the 

dynamic system. Where 𝑥𝑖 represents the controllable system variables, 𝑢𝑖 represents the 

continuous control variables, 𝑓𝑖(𝑥) and 𝑔𝑖(𝑥) represent the smooth nonlinear system functions; 

𝑥𝑗 represents the uncontrollable system variables, 𝑓𝑗(𝑥) represents the smooth nonlinear system 

function. 

𝐽𝑐 = ∫ 𝐶1(𝑥𝐼(𝑡)) + 𝐶2(𝑢𝑐(𝑡))𝑑𝑡
𝑇

0
     (2.6) 

Eq. (2.6) defined the objective function over the epidemic period. Where 𝐶1(𝑥𝐼(𝑡)) 

represents the cost due to the infections at time 𝑡, 𝐶2(𝑢𝑐(𝑡)) represents the cost due to the 

interventions at time 𝑡. In the view of the epidemic control, the optimal control variable is 

expected to minimize the objective function.  

𝑀𝑖𝑛 𝐽𝑐(𝑢𝑐(𝑡))         (2.7) 

To solve the optimal control problem using the Pontryagin maximum principle, the 

Hamilton function should be first defined as follow: 

𝐻 = 𝐶1(𝑥𝐼(𝑡)) + 𝐶2(𝑢𝑐(𝑡)) + ∑ 𝜆𝑖(𝑡) (𝑓𝑖(𝑥(𝑡)) + 𝑔𝑖(𝑥(𝑡))𝑢𝑐(𝑡)) + ∑ 𝜆𝑗(𝑡)𝑓𝑗(𝑥(𝑡))𝑛+𝑚
𝑗=𝑛+1

𝑛
𝑖=1   

(2.8)  
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where 𝜆(𝑡) = [𝜆1(𝑡), 𝜆2(𝑡), … , 𝜆𝑛+𝑚(𝑡)]𝑇 ∈ ℝ𝑛 denotes the vector of adjoint functions 𝜆𝑖(𝑡), 

𝑖 = 1,2, … , 𝑛 + 𝑚. The optimal values of adjoint variables are defined by 

𝜆𝑖
∗̇(𝑡) = −

𝜕𝐻

𝜕𝑥𝑖(𝑡)
       (2.9) 

In addition, at the terminal time 𝑇, adjoint functions satisfied the transversality condition 

𝜆𝑖
∗ (𝑇) = 0       (2.10) 

Based on the Hamiltonian minimizing condition, the continuous optimal control 𝑢𝑐
∗(𝑡) 

can be computed by 

𝑢𝑐
∗(𝑡) = 𝑎𝑟𝑔𝑚𝑎𝑥{ 𝐻(𝑥∗(𝑡), 𝜆𝑖

∗ (𝑡), 𝑢𝑐
∗(𝑡))}    (2.11) 

⇒
𝜕𝐻

𝜕𝑢𝑐(𝑡)
= 𝐶2

′(𝑢𝑐
∗(𝑡)) + ∑ 𝜆𝑖(𝑡)𝑔𝑖(𝑥(𝑡)) = 0𝑛

𝑖=1      

The 𝑢𝑐
∗(𝑡) can be rearranged as  

𝑢𝑐
∗(𝑡) = 𝐶2

′−1(−∑ 𝜆𝑖(𝑡)𝑔𝑖(𝑥(𝑡))𝑛
𝑖=1 ), 𝑢𝑐

∗(𝑡) ∈ ℝ[0,1]   (2.12) 

The value of the adjoint variables can be calculated by Eq. (2.9) and (2.10), and the 

control variables can be calculated by Eq. (2.12) using the value of adjoint variables. In the real 

world problem, the Pontryagin maximum principle is expected to solve the numerical solution of 

the optimal control problem. Forward-Backward Sweep (FBS), shooter method and direct 

optimization process are three classical numerical calculation methods for the maximum 

principle [65]. 

 2.5 Optimal control strategies 

In epidemiology, the mathematical models are used to understand the transmission 

process and predict future epidemics [66]. A number of technics like 𝑅0 calculation, equilibrium 

analysis and sensitivity analysis can be used to better understand the disease transmission 

process. However, it is tough to use these technics to predict the outcome of the future epidemic. 

Even though the numerical calculations can be used to predict the epidemic outcome for a one-

time epoch, the predicted results still lost the epidemic outcomes during the entire transmission 

period. Therefore, epidemiologists have long used simulation to present the transmission process 
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with the model. Especially, for the agent-based model, the simulation provides the viewing angle 

to observe the behavior for each agent.  

 

Figure 2. 3 Agent-based model illustration using Netlogo frame [67]  

In the simulation for the compartmental models, many types of research utilized the 

toolbox of R, Matlab, and Python as a numerical platform to simulate the epidemic in a period 

[68]. In the agent-based simulation, there are multiple platforms have been used to simulate the 

disease transmission through the agent-based model. Netlogo is one of the most popular 

platforms in the immune system and infectious disease modeling area [13, 69, 70]. Instead of 

Netlogo, Mason and the Gama Platform were contributed in the agent-based simulation with 

disease modeling [71-73]. 
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Chapter 3 - Current Visceral Leishmaniosis Research: A Research 

Review to Inspire Future Study 

Chapter 3 is based on the manuscript “Current Visceral Leishmaniosis Research: A 

Research Review to Inspire Future Study” Published in BioMed Research International [34]. 

Abstract 

Visceral leishmaniosis (VL), one of the deadliest parasitic diseases in the world, causes 

more than 50,000 human deaths each year and afflicts millions of people throughout South 

America, East Africa, South Asia, and Mediterranean Region. In 2015 the World Health 

Organization classified VL as a neglected tropical disease (NTD), prompting concentrated study 

of the VL epidemic using mathematical and simulation models. This paper reviews literature 

related to prevalence and prevention control strategies. More than thirty current research works 

were reviewed and classified based on VL epidemic study methods, including modeling 

approaches, control strategies, and simulation techniques since 2013. A summarization of these 

technical methods, major findings, and contributions from existing works revealed that VL 

epidemic research efforts must improve in the areas of validating and verifying VL mathematical 

models with real-world epidemic data. In addition, more dynamic disease control strategies must 

be explored and advanced simulation techniques must be used to predict VL pandemics. 

Key word: Visceral leishmaniosis; control strategy; mathematical modeling; simulation 

 3.1 Introduction 

Visceral leishmaniosis (VL), or kala-azar, is a protozoan disease that, second only to 

malaria in numbers of fatalities, afflicts millions of people worldwide [74]. VL is primarily 

distributed in East Africa, South Asia, South America, and Mediterranean Region, with an 
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estimated 50,000 to 90,000 new VL cases each year. Ninety percent of reported VL cases occur 

in Brazil, Ethiopia, India, Kenya, Somalia, South Sudan, and Sudan [75]. In 2015 the World 

Health Organization (WHO) classified VL as a neglected tropical disease (NTD) due to 

relatively minimal granted attention from the public, resulting high mortality rates (more than 

20,000 in 2015), and endemic spreading in poverty-stricken regions around the world [76, 77]. 

VL is one of the most widespread human diseases, with more than 20 Leishmania species 

identified worldwide [78]. Unlike other common forms of leishmaniasis, such as cutaneous 

leishmaniasis (CL), mucocutaneous leishmaniasis (ML), and post-kala-azar dermal leishmaniasis 

(PKDL), VL symptoms usually occur internally [74], meaning VL is more difficult to detect and 

cure than other leishmaniasis. Based on different kinds of susceptible species, VL can be 

classified as anthroponotic visceral leishmaniosis (AVL) or zoonotic visceral leishmaniosis 

(ZVL). AVL, which is transmitted between humans via vector carriers, is primarily caused by 

L.donovani throughout East Africa and the Middle East, especially Sudan, Somalia, Yemen, and 

Saidi Arabia [77]. Since most VL vaccinations for humans are still in research or minimally 

effective [79], AVL preventions include only early detection and treatment or use of long-term 

insecticide nets. ZVL, however, is transmitted between humans and other mammals, such as 

dogs. L.donovani, L.infantum, and L.archibaldi can result in ZVL, with specific concentrations 

in East Africa, South America, the Mediterranean basin, and South Asia [79]. Because dogs are 

the most common mammal carriers of ZVL, ZVL control strategies such as culling dogs, dog 

vaccinations, and use of insecticide collars are more prevalent than any AVL control strategies 

[80-83].       

The use of mathematical models to describe and predict epidemic transmissions has 

become a recent trend in disease research area. Mathematical models intuitively exhibit complex 
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VL transmission processes, and they measure variables and system parameters to reveal VL 

spreading dynamics and related dominating factors. Rapid advancements in computer 

technologies have resulted in computer-aided simulation that helps mathematical models directly 

predict future VL prevalence. Using results from model analysis, parametric estimation, and 

simulation experiments, researchers can study and anticipate disease transmission dynamics and 

identify disease control strategies to fight a VL pandemic. Consequently, an increasing number 

of studies have focused on mathematical modeling and corresponding analysis for VL disease 

dynamics. Approaches used in these studies can be generally categorized as system dynamic 

models, including ordinary differential equation (ODE) or partial differential equation (PDE) 

models, as well as statistic models, or machine learning models. The main contributions and 

results are concentrated in precise prediction tested by validation, determining the key 

parameters by sensitive analysis and analyzing the bifurcation point of the disease reproduction 

number. 

A well-defined mathematical model can be used to develop disease control strategies that 

are ascertained by solving the mathematical model or using numerical experiments. Numerical 

control strategies are robust and reliable approaches because potential bias from empirical data is 

not included. Conversely, implementation of real-life control strategies can be cost prohibitive, 

irreversible, and difficult to apply in a large-scale format, especially for developing countries that 

lack public health resources. However, computer-aided simulations that compare possible control 

strategies derived from a mathematical model can be carried out, and they are relatively 

inexpensive and can be performed repeatedly to examine system sensitivity and determine 

optimal control parameters. Almost half of corresponding research used mathematical modeling 

approaches to study potential disease control strategies, including dog culling, use of insecticidal 
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dog collars, vector controls, and insecticide spraying strategies. Using optimal control, 

parametric analysis, or stochastic control methods, research results provided well-developed 

guidelines for disease control centers to prevent or mitigate a VL pandemic. 

The rest of this paper is organized into comprehensive sections. Section 2 introduces current 

worldwide VL pandemic situations, and Section 3 presents VL control strategies in existing 

literature and recent breakthroughs in this field. Section 4 reviews papers on VL mathematical 

modeling and summarizes new developments and significant contributions since 2013. Section 5 

reviews papers on control strategies and the use of numerical simulation, and 

Section 6 concludes the paper and suggests possible areas for future VL pandemic research. The 

research tree of this paper is shown in Figure 3.1.    
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Figure 3. 1 Research tree for chapter 3 
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  3.2 VL Pandemic Recent History 

Pigott et al. collected and summarized prevalence data reports of CL and VL from 1960 

to 2012 [84]. According to their summarized database, the worldwide VL pandemic has affected 

at least 55 countries and territories (Figure 3.2), and another 45 countries have reported 

unspecified and borderline VL cases. Affected countries are located primarily in Latin America, 

the Mediterranean basin, Northeastern Africa, and Asia. Moreover, VL outbreaks historically 

occur most often in developing or agricultural countries because citizens are more likely to be in 

contact with disease transmission vectors such as dogs and mosquitoes [85]. Worse still, VL 

traps many families in these developing countries into vicious circle. Families affected by VL 

have to spend more directly cost (like treatment) and indirectly cost (like loss of household 

income) during the VL epidemic. 

 

Figure 3. 2 Distributions of confirmed and borderline VL cases from 1960 to 2012 

According to the WHO neglected tropical diseases (NTD) report in 2007, VL is identified 

as one of the NTD’s [86]. The primary reason WHO classified VL as an NTD is because 

confirmed VL cases have decreased worldwide from approximately 60,000 to around 20,000 



26 

since around 2010 [11], as shown in Figure 3.3. However, thousands of VL cases may not be 

covered in the WHO VL estimation report [87] since some countries without public health 

information systems do not submit their infection report data to WHO (e.g., Chad, the Central 

African Republic, and the Democratic Republic of the Congo). Even though for the countries 

with completed public health information system, the reported epidemiological data could be 

incomplete, and official figures are likely to underestimate grossly [81]. Based on the estimation, 

there are 500,000 new cases of VL and more than 50,000 deaths from the VL each year [85]. In 

2012, another research group from the WHO Leishmaniasis Control Team corrected the number 

of VL estimation cases into 0.2-0.4 million, and the number of VL deaths into 20,000-40,000 

[88]. Therefore, VL continues to be a serious and present threat to public health worldwide.  

 

Figure 3. 3 Reported VL cases from 2006 to 2016 [11] 

By observing the VL epidemiological situations for each countries in Figure 4 based on 

the report from WHO [11], the significant drop in reported VL cases can primarily be attributed 

to a significant decrease in reported VL cases in India and Bangladesh. Between 2006 and 2016 

the number of reported VL cases in India decreased from 39,173 to 6,249 and reported cases in 

Bangladesh declined from 9,379 to 255. The major reason of this decreasing is caused by the 

widely utilization of insecticide‐treated nets [89, 90]. However, VL prevalence did not change 
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significantly for other countries. For example, the number of annually reported VL cases in 

Brazil were approximately 2,700 throughout the 10-year reporting period. 

 

Figure 3. 4 Reported VL cases in severely afflicted countries from 2006 to 2016 [11] 

Conversely, reported VL cases in several African countries have shown significant 

increase since 2006, as shown in Figure 3.5. For example, Somalia reported less than 100 cases 

in 2006 and 781 cases in 2016. Although the population of Somalia (14.32 million) is much less 

than the population of India (13.24 billion), the proportions of VL cases reported in these two 

countries were similar in 2016. If no immediate measures are taken in these selected African 

countries, large-scale VL outbreaks are imminent. 
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Figure 3. 5 Reported VL cases in vulnerable countries from 2006 to 2016 [11] 

Therefore, VL is still a serious disease which threatens people life health especially in the 

developing countries. To strain the transmission of VL, WHO and health organizations in VL 

afflicted countries should apply effective prevention and control strategies. In the next section, 

this paper will review serval existing strategies against VL. 

 3.3 VL Mitigation and Prevention Methods 

Since 1995, researchers have focused on ZVL when investigating the intervention and 

prevention of VL transmission because many ZVL control strategies are related to animals. Tesh 

categorized former ZVL control strategies into three main classes: early detection of human 

cases, destruction or treatment of infected dogs, and vector control [80]. Tesh's paper mentioned 

treating infected people does not affect the parasite transmission, and the drug resistant of 

L.infantum made the treatment even more difficult. For the dog control, many serologically 

positive dogs are hard-detectible. And the VL infected dogs need the expensive and continual 

treatments. Tesh's paper also proposed that preventing the disease in dogs population is the best 

control strategies, since it can interrupt the transmission cycle of ZVL. In 2002, Guerin et al. 
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asserted that principal interventions of VL via early diagnosis and treatments, dog controls, and 

vector controls are effective control strategies [81]. However, Guerin et al. also pointed out that 

vector controls such as residual-insecticide house spraying are cost-prohibitive and rarely used. 

Especially in India, Phlebotomus argentipes  (the dominated species of sand fly) is becoming 

resistant to the insecticide. The authors also mentioned some special challenges in VL endemic 

areas: lack of financial support (India and Bangladesh), remote places (Brail) and civil war 

(Sudan). In 2006, Dantas-Torres et al. introduced the Brazilian Leishmaniosis Control Program 

(BLCP), which includes diagnosis and early treatment of human cases, immunological screening 

of seropositive dogs, and insecticide spraying [82]. Dantas-Torres et al. did indicated that the 

culling of seropositive dogs has limited effects, as proven by experiments and mathematical 

models. Authors summarized several key points of unsuccessful culling dogs: the limitation of 

the immunological screenings to detect anti-Leishmania antibodies, the opposition of dog owners 

to the culling of asymptomatic dogs and the lack of evidence that it is an effective intervention 

strategy. A paper by Quinnell et al. suggested that  tropical insecticides-collars and pour-ons can 

be used to reduce VL incidences for dogs by more than 83% [83]. Moreover, the recent research 

introduced a seconde generation vaccine called Leish-Tec®, which is mixed by saponin and the 

recombinant protein A2 [91]. This new vaccination was tested in endemic areas of ZVL and 

demonstrated a protection in 92.9% of vaccinated dogs. However, like the insecticide spraying, 

the expensive cost limits the feasibility of the tropical insecticides-collars and canine 

vaccination. The authors offered an alternative method, insecticidal bath, which can protect dogs 

for at least 3.5 months against Phlebotomus chinensis.  

In 2014, Werneck considered the effectiveness of control strategies on the basic 

reproduction number 𝑅0 [92]. The author found that vector controls (e.g., controlling vector 
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density, the ratio of female vector, and the extrinsic incubation period of L.infantum in sand flies) 

and dog controls (e.g., culling infected dogs, dog vaccinations, and insecticide-releasing dog 

collars) can cause the disease reproduction rate 𝑅0 to decrease to less than 1, meaning the 

number of infected individuals will eventually decrease to zero. However, the author did not find 

the relevant data to support these control strategies. He pointed out some potential 

implementation difficulties for these strategies, such as costs issues associated with the continual 

uses of tropical insecticides-collars. Werneck also voiced concern that the effectiveness of using 

insecticide-collars in the large community (like Brazil) may not work so well, since the 

insecticide-collars strategy has the relatively short-term effect and consequent need.  

Due the high cost of indoor residual spraying, insecticide-treated nets (ITNs) were 

introduced as an alternative control strategy for ZVL [93]. Experimental trials in sub-Sahara 

Africa, Latin American, Thailand, Pakistan and Iran show that ITNs could reduce infections with 

malaria by 17%-62%. In 2015, Picado et al. summarized the results of the KALANET project to 

analyze ITN effectiveness. The KALANET project is a cluster-randomized controlled trial in 

India and Nepal [94]. The KALANET project was conducted in 26 high-incidence regions (in 

India and Nepal) with more than 20,000 inhabitants observed over 24 months. Results showed 

that use of long-lasting insecticidal nets resulted a 50% reduction of L.donovani infections. 

However, this study also shown that some of those nets were untreated, many were damaged, 

and most families did not have enough nets to protect all family members. The authors suggested 

to standardize the color and size of insecticide nets, they also want the government can replace 

the untreated and damaged nets by new treated nets in free for publics. Although the long-lasting 

insecticidal nets can prevent VL transmissions while people are sleeping, recent entomological 
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findings in India indicated that vectors are more exophilic than previously thought, meaning that 

people engaged in outdoor work have more opportunities to become infected [95]. 

In 2016, Özbel et al. analyzed the geographical distribution, ecological aspects, and 

species habits of VL vectors (sand flies) in Bangladesh [96]. In general, two genera of sand fly 

(Phlebotomus and Sergentomyia) total 13 species in Bangladesh, among which 

Phlebotomus.argentipes is the dominant vector species in VL endemic areas of Bangladesh 

(>94%). Researchers also found that the Phlebotomus.argentipes population peaks around 

monsoon season and reaches the lowest ebb during winter and summer in Bangladesh. They also 

determined that eight ecological parameters (soil temperature and moisture, rainfall, air 

temperature, relative humidity, soil pH, soil organic carbon, and wind speed) can influence the 

Phlebotomus.argentipes population. Future research must enact control strategies based on their 

ecological aspect. The potential application of this research can provide early warning of the 

incoming VL epidemic, and narrow the range of the insecticide spraying. 

As the most effective control strategy for infectious diseases, the successful vaccination 

on VL is long-awaited for the VL afflicted countries. The experiment on VL vaccination was 

started in 1990s, researchers tried to utilize the proteins from L.donovani to development 

vaccines [97]. At the beginning of the 21-century, researches investigating the possibility of 

vaccination based on DNA and genetically attenuated parasites [98, 99]. More recently, Duthie et 

al. studied several different vaccine antigens  for VL transmissions using recombinant proteins 

from E.coli [100]. Their research results have shown that several potential vaccine antigen 

candidates are verified in different platforms. The authors consolidated seven vaccine candidates 

as recombinant proteins in E.coli, and they validated the effectiveness of E.coli to L.donovani via 

experiments on mice. However, their research pertained to only nonhuman experiments. 
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Significant research and advancements are still needed to obtain effective vaccination for 

humans against VL parasites. 

For now, even though many contributions have been done for the VL controls and 

prevention, an effective, feasible, and economical control strategy is still an ongoing effort. The 

current VL control strategies and corresponding deficiencies are summarized in Table 1. Since 

the most of VL severely-afflicted countries are developing countries, how to balance the 

effectiveness and costs involved in such VL control plan is delicate tradeoff. This paper will 

discuss more about this particular issue in Section 3.5.  

Table 3. 1 Current VL control strategies and corresponding deficiencies   

Strategy Category Deficiency Reference 

Early detection  Human control Doesn’t affect the parasite transmission [80] 

Culling dogs Dog control Opposition of dog owners & Hard to detect 

infected dogs 

[80, 82] 

Dog treatments Dog control Expensive [83] 

Canine vaccination Dog control Expensive & Drug resist [83] 

Spraying insecticide Vector control Expensive & Drug resist [81, 93] 

Immunological 

screening  

Dog control Expensive & Need high level technique support [80, 83] 

Insecticide collars Dog control Expensive & May not work in large community [92] 

Insecticide-treated nets Vector control Damaged and untreated nets have low 

effectiveness 

[94] 

Ecological control Vector control Need more time to be applied in the real world [96] 

Vaccination control Human control Not available at the current time [100] 

 

 3.4 Mathematical Epidemiology Models for VL 

 3.4.1 System Dynamic Model 

In 1996 Dye first introduced a 4-equation ODE susceptible-latent-infectious-removed 

(SLIR) model to describe the VL epidemic [101]. SLIR respectively represents the susceptible, 

latent, infectious, and resistant populations of VL, and the model considered the transitions 
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between these populations. However, the author did not consider the behaviors of dog and vector 

in his model. Courtenay et al. improved Dye’s model by considering the dog population as a key 

parameter in the SLIR model [102]. Variations of this parameter directly influence the human 

infection rate. Ribas et al. built an ODE model to describe VL transmissions among humans, 

dogs, and vectors [103]. The model utilized 11 ODE equations, including the susceptible (dog, 

sand fly, and human), latent (dog, sand fly, and human), infectious (dog, sand fly, and human), 

and recover (dog and human) populations. Although their model was presented without data, 

simulation, and analysis, it was the first model to describe behaviors for all species involved in 

VL. 

 

Figure 3. 6 System diagram of ZVL transmission model [50]. Where 𝒅, 𝒇, 𝒉 represent the 

dog, sandflies and human species. Where 𝑺, 𝑬, 𝑰, 𝑹,𝑯 represent the susceptive, exposed, 

infected, recovered and hospitalized population for each species. 

Since WHO’s designation of VL as an NTD in 2015 [104], an abundance of research and 

studies have focused on developing mathematical models of VL. In 2016 Zhao et al. developed a 

12-equation ODE model to comprehensively describe a VL epidemic (Figure 3.6) [50]. They 

improved the model by including a hospitalized population into the ODE system; this population 

has a higher probability of survival than infections without hospitalization due to the systematic 

treatment. The authors utilized a backward bifurcation method to analyze VL equilibrium 
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behavior and the basic reproduction rate 𝑅0. Their research showed that VL equilibrium is highly 

related to a critical model parameter, 𝑅𝑐, as the epidemic threshold value for 𝑅0. Similarly, 

Subramanian et al. proposed a compartment-based ODE model of VL transmission to explain 

disease transmissions in symptomatic VL, asymptomatic VL, and PKDL-infection classes [105]. 

Sensitivity analysis of model parameters found that the biting and birthing rates of sandflies and 

the recovery rate of symptomatic humans are dominating factors for VL epidemic control.  

Biswas simplified the 12-equation ODE model from Zhao et al. to an 8-equation ODE 

model by dividing the non-human populations (dog and vector) into susceptible and infected 

population groups [106]. With a simplified ODE model, researchers reduced the complexity of 

system sensitivity analysis and reduced the numbers of assumed or estimated model parameters. 

This model also successfully reproduced the 2011 VL epidemic in South Sudan. Shimozako et 

al. transferred the ODE model in Ribas et al. by considering the dog population as the only 

source of infection since vectors could not transfer ZVL without dogs [107]. Therefore, their 

mathematical model contained eight variables corresponding to the susceptible, latent, infectious, 

and recovery populations for dogs and humans. Le Rutte et al. compared three ODE models and 

corresponding simulation results while considering indoor residual spraying [108]. The primary 

difference between the three models was how relationships between PKDL and the recovery 

population were modeled. Their research predicted that, using 60%–80% IRS coverage, VL 

epidemics could be eliminated within three years in Bihar, India. In addition, other researchers 

have made incremental contributions using various ODE VL epidemic models [109-112]. 

Although many ODE models describe VL epidemics and transmission, the development 

of a novel dynamic model is an active area of research in the investigation of complicated 

transmission behaviors of VL under various situations and the development of improved 
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mitigation and control strategies. Bi et al. introduced a two-dimensional PDE model based on an 

existing ODE model [113]. The model presented in their research considered human age 

structures and time as two dimensions since historical data have strongly suggested that VL 

infection rates are highly correlated to human age groups. For example, children and teenager 

(age from 0 to 20) are more likely to become infected compared to other age groups. This 

research used computer simulation and mathematical analysis to explain this phenomenon and 

recover the historical VL endemic data published by WHO. 

 3.4.2 Models Based on Real-World Data 

VL attracted significant epidemiology research attention, abundant statistical data were 

collected and reported on the current VL pandemic worldwide by scholars and researchers. Many 

researchers realized the importance of data utilization in VL model development. Disease data is 

generally utilized three ways: use of reported data to build statistical models, use of historical 

data to predict future prevalence, and use of existing data to calibrate model parameters in 

mathematical epidemic models. 

The primary objective of building a VL statistical model is to statistically identify key 

parameters in the VL transmission process and determine relationships between the number of 

parameters and the number of infected population. Werneck et al. used consolidated census 

tracts to analyze VL disease prevalence data from different regions of Brazil [114]. The authors 

developed a spherical covariance structure model based on census data from 1992 to 1996 in 

Teresina, Brazil. By exploring spatial correlation structures of the census data, they found a 

positive correlation between reported VL incidences and residence in areas of green vegetation, 

especially in favela. In 2007 Werneck et al. extended their previous work by analyzing and 

comparing the results from 21 statistical models [115]. According to human and canine VL data 
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in Teresina, Brazil, the study found significant correlations between residence in areas with 

green vegetation and infected dogs and between the human infection rate and urbanization index 

or socioeconomic status index.  

Thompson et al. studied relationships between climate and VL epidemics by establishing 

the statistical regression model [116]. Their research found that rainfall is the most significant 

parameter statistically correlated to VL incidences. The influence of geographical features of 

areas of residence (e.g., cities, plains, or foothills) to VL transmission was also considered. The 

foothill population statistically revealed a higher risk of VL infection than other populations. De 

Araújo et al. considered the statistical model with data and found that spatial data is more 

reliable and accurate for VL epidemic study and analysis [117]. Therefore, they applied spatial 

statistical modeling and the Bayesian approach to model and estimate risks of VL using 

historical data from Belo Horizonte, Brail. Their research showed that the relative risk of VL is 

correlated to income, education, and the ratio of infected dogs to inhabitants in Belo Horizonte. 

However, as opposed to their previous research findings, residence in areas with green 

vegetation did not show significant correlations to the risk of VL. 

Ecological niche modeling (ENM), stemming from the genetic algorithm [118], has been 

widely used to predict VL prevalence since 2006. Nieto et al. first used ENM to analyze VL data 

from northeastern Brazil [119]. Using the geographic information system (GIS), the ENM model 

can predict prevalence risks in three levels (high, moderate, and low). When validating with 

historical data from Bahia, Brazil, the predictive model demonstrated high accuracy (more than 

90%) on high-level and moderate-level data. Similar approaches were used to predict VL 

prevalence in North America and Middle Eastern regions [120, 121]. Several other methods were 

utilized to predict the trend of VL epidemics with various factors. Elnaiem et al. summarized 
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data from eastern Sudan in GIS and then used that data to build predictive models of VL 

infections based on rainfall and corresponding distance to a river [122]. Oshaghi et al. built a 

predictive degree-day model for VL using the single triangulation method [123]. This model 

predicted temporal and spatial distribution of VL infection density and generations of sandflies. 

Karagiannis-Voules et al. employed Bayesian geostatistical models to fit the VL incidence data 

from Brazil, and they identified environmental and socioeconomic predictors using Bayesian 

variables [124]. Their research results predicted that regions with humid climates and dense 

vegetation distributions are more vulnerable to VL than other regions. 

 

Figure 3. 7 Infection rate distribution based on human age in various countries 

Parameter estimation is another essential application when validating VL mathematical 

models using real-world data since the use of assumed system parameters in the model may 

reduce model reliability. Our current research summarized age structures of VL infections in 

various regions. We revised the constant infection rate into age-dependent distribution of 

infection rates by studying historical VL prevalence data from existing literature from diverse 
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regions over time (Figure 3.7). Use of this age-dependent distribution function allowed their 

PDE epidemiology model to reflect VL human prevalence in both age and time periods. Biswas 

et al. established the posterior distribution of different parameters and initial parameters based on 

observation data [106]. Use of parameter distribution allowed the simulation experiments to 

reflect more than one result with unique possibilities. Even though most mathematical models 

still use assumptions or estimations with existing literature as their system parameters [50, 105, 

107, 108], an increasing number of studies are utilizing real-world data to more accurately 

estimate system parameters and validate their models.    

 3.5 Optimal Control Strategies using VL Models 

 3.5.1 Parameter Control Strategy 

The most generalized control strategy in a VL mathematical model is the parameter 

control strategy, which assumes that the key parameters in the model are adjustable. When the 

parameters are adjusted the model outputs become dependent variables; therefore, the parameter 

adjustment process can be considered a corresponding real-world control strategy. In 2002 

Courtenay et al. introduced the numerical control strategy to the field of VL mathematical 

modeling [102]. They assumed that the parameter of dog density could be controlled by culling 

dogs in specific areas, and their research findings showed that dog culling could effectively 

reduce the proportion of infectious population. Ribas et al. improved the parameter control 

method by considering additional control parameters [103], including the dog treatment rate, the 

insecticide collar utilization rate, the dog culling rate (natural mortality rate of dogs), the dog 

vaccination rate, and the mortality rate of sandflies (vector control). Using the control parameter 

method, they used simulation experiments to compare the efficiencies of each control strategy, as 

shown in Figure 9, where vector control proved to be more effective than control strategies such 
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as culling and vaccine. Shimozako et al. incorporated control strategies such as dog treatment, 

dog vaccination, and use of insecticidal dog collars into an ODE mathematical model of VL 

[125]. However, they increased the dimension of the model by using control variables to replace 

the control parameters in their model. A cost-effect analysis and simulation experiments showed 

that use of insecticidal dog collars should be the most utilized control strategy.  

 3.5.2 Optimal Control Strategy 

Lev Pontryagin established the optimal control strategy in the 1950s [126, 127]. This 

strategy provides optimality criterion by maximizing or minimizing a given objective function 

subject to constraints defined in the differential equation mathematical model. Zhao et al. 

introduced optimal control into their 12-equation ODE mathematical model of VL [50], 

including the susceptible, latent, and infectious populations for sandflies, humans, and dogs; 

recovered human and dog populations; and hospitalized human population. Their study included 

three control strategies in the model, including the control dog prevention level (vaccine 

protection or dog culling), the control insecticide usage level (insecticide sprayed around 

buildings), and the control personal protection level (long-lasting insecticide). Consideration of 

exposed human, infected human, and sandfly populations, as well as control cost as the control 

objective function caused the final control strategy to effectively lower the negative influence of 

VL by approximately 80% (Figure 9). Agusto et al. considered the use of fabrics and insecticidal 

animal collars as an additional control [112]. Their research was innovative because they used 

various combinations of controls instead of utilizing control strategies identical to previous 

research. Their simulated experimental results showed that use of an ODE mathematical model 

allowed their control strategies to effectively reduce VL and PKDL infected human populations. 

Biswas et al. revised a previous optimal control by suggesting a strategies mechanism and 
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incorporating various combinations of optimal strategies into the ODE mathematical model with 

a given objective function [128]. This objective function was a linear combination of VL and 

PKDL infections with the cost of control strategies. They calculated the corresponding infection 

averted ratios (IAR) and incremental cost-effectiveness ratios (ICER) for each control strategy, 

where IAR is the ratio of the number of infections averted to the number of recovered and ICER 

is the additional cost per additional health outcome. The researchers then selected the strategy 

with the highest IAR and lowest ICER as the optimal strategy. An optimal control strategy 

specifically targeting the human VL vaccination was also analyzed, but no evidence revealed the 

effectiveness of a human VL vaccination [106].  

 3.5.3 Control Strategy Selection Using Simulation 

Simulation comparison is the most common method of VL mathematic control modeling 

in simulation. Figure 3.8 compares the human infected population with control (dog culling, 

sandfly control, and human protection) and without control [50]. The solid line in the figure 

shows epidemic performance (which includes the exposed human 𝐸ℎ in (a), the infected human 

𝐼ℎ in (b), and the total population of sand-flies 𝑁𝑓 in (c)) of the control strategy, which reduced 

disease prevalence to 80%. This simulation proved the effectiveness of the combined control 

strategies. 

 

Figure 3. 8 Simulation of dog culling [50] 
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Efficacy comparison between control strategies is another type of simulation comparison. 

Ribas et al. compared the human prevalence influence using vector control, insecticidal collars, 

dog culling, dog vaccines, and dog treatment [103], as shown in Figure 3.9. When the parameter 

was changed to manipulate control levels, the human prevalence by vector control decreased 

most rapidly, proving that human prevalence is most sensitive to vector controls. Therefore, 

vector control is the most effective control strategy.  

 

Figure 3. 9 Efficacy comparison of control strategies [103] 

Spatial simulation is a simulation estimation method that provides spatial information 

throughout the model behaviors. Using GIS, spatial simulation can exhibit VL prevalence 

information from various regions, as shown in Figure 3.10. Karagiannis-Voules et al. utilized 

historical data (2001–2009) from Brazil to build a statistical model [124]. Their simulation used 

GIS to predict VL prevalence in Brazil in 2010, thereby directly reflecting high infection density 

in the eastern region of Brazil.   
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Figure 3. 10 Spatial simulation of predicted VL rates in 2010, Brazil [124] 

 3.5 Discussion and Conclusion 

Although globally reported, VL-confirmed cases have decreased since 2011, VL 

prevalence has not improved significantly worldwide except in South Asia (i.e., India and 

Bangladesh). However, VL outbreaks have increased in Ethiopia, Somalia and Kenya since 

around 2008. Moreover, public health agencies in underdeveloped African countries such as 

Chad and the Central African Republic do not have resources and capabilities to collect and 

report VL incidences. However, because these countries are near regions severely afflicted with 

VL, such as Sudan and South Sudan, the number of global VL cases reported from WHO may be 

underestimated. 

This paper reviewed current VL epidemiological research ranging from VL epidemic 

control strategies, VL mathematical models, and related optimal control strategies. The research 

demonstrated how to use numerical methods such as modeling and sensitivity analysis, as well as 

equilibrium/stability studies and simulation experiments to assist mitigation and prevention 

strategies for a worldwide VL pandemic. Governments and health organizations can utilize the 

modeling and simulation results to predict or estimate impacts of various control strategies.      
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Table 3. 2 Recent papers on mathematical modeling of VL  

Paper Published 

Year 

Real Data 

Involved 

Control 

Strategies 

Transmission 

Models 

Simulation 

Ribas et al. [103] 2013 No Yes Yes No 

Zhao et al. [50] 2016 No Yes Yes Yes 

Subramanian et al. [105] 2015 Testing model No Yes Yes 

Biswas et al. [106] 2017 
Parameter 

estimated 
Yes Yes Yes 

Shimozako et al. [107] 2017 Testing model No Yes Yes 

Le Rutte et al. [108] 2017 Testing model No Yes Yes 

Costa et al. [109] 2013 No No Yes No 

Sevá et al. [110] 2016 No No Yes No 

Zou et al. [111] 2017 No No Yes Yes 

Agusto et al. [112] 2017 No Yes Yes Yes 

de Araújo et al. [117] 2013 Yes No No No 

Karagiannis-Voules et al. [124] 2013 Yes No No Yes 

Miller et al. [129] 2014 Yes Yes Yes No 

Biswas et al. [128] 2017 Testing model Yes Yes Yes 

Shimozako et al. [125] 2017 Testing model Yes Yes Yes 

Stauch et al. [130] 2014 Testing model No Yes Yes 

Zamir et al. [131] 2017 No No Yes Yes 

Boukhalfa et al. [132] 2017 No No Yes Yes 

Gorahava et al. [133] 2015 No Yes Yes No 

Rock et al. [134] 2016 No Yes Yes Yes 

 

Despite significant research efforts using mathematical models for the VL epidemic, 

research gaps still exist and many areas of study remain unexplored. Table 3.2 summarizes 21 

literature works related to mathematical modeling and VL disease control strategies since 2013. 

Most of the reviewed research used or proposed system dynamic mathematical models or 

statistical models; approximately half of these research considered real-world data and studied 

possible control strategies. Only one paper included real-world data, control strategies, 

mathematical models, and numerical simulation experiments.  
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Future, thorough VL epidemic research using mathematical or statistical models ought to 

consider the four following aspects:  

1. Building more sophisticated mathematical models to explain underlying infectious disease 

transmission dynamics  

2. Including real-world data to aid model validation and verifications  

3. Exploring possible disease control/mitigation strategies to increase understanding of model 

maneuverability and robustness  

4. Using numerical simulation experiments as a predictive tool to verify the feasibility of 

model and control strategies.  

Moreover, future work in these four aspects of VL mathematical modeling must utilize 

modern analytical tools. The disadvantage of current modeling is the limited diversity of model 

types. A majority of existing VL mathematical models are ODE models, which are widely used 

but produce limited predicted results without details. Therefore, more statistical, machine 

learning, and PDE models are needed to build sophisticated, comprehensive mathematical 

models of VL. Statistical and machine learning models can more advantageously utilize real-

world data to ensure model prediction accuracy, while use of a PDE model can enrich predicted 

results with age, gender, socioeconomic group, ethics, and spatial information. For the second 

aspect, the inclusion of real-world data, most test data currently used to validate and verify 

underlying mathematical models are estimated or assumed, consequently limiting the 

mathematical model to reflect only data from previous VL epidemic episodes. Future research 

efforts should utilize recent epidemic data with temporal and spatial data during the modeling 

phase, making the modeling process increasingly dynamic and reflecting real-time data while 

predicting possible trends of an ongoing epidemic. The current primary disadvantage of the third 
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aspect, exploring possible control strategies, is that the control strategies lack of applicability in 

the real world. In fact, the most effective control strategies suggested by the mathematical 

models may not be operable or they may be cost prohibitive to implement. Operable control 

strategies should be carefully quantized, such as specific consideration of the optimal level of 

canine culling in a particular time frame or the level of insecticide spraying in each area affected 

by VL. For the fourth aspect, current studies using numerical simulation experiments frequently 

provide insufficient information from simulation results. Most simulations of VL models can 

only predict the trend of VL infections. Future research should focus on spatial simulation and 

agent-based simulation as well as study the interactions between multiple regions or 

environments.  

In conclusion, the use of mathematical models to study, analyze, and predict VL 

epidemics and to explore effective and implementable control strategies remains an active and 

study-worthy area of future research. However, research results from more comprehensive 

studies that use modern analytical tools will help public health organizations understand and 

prevent the VL disease.  
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Chapter 4 - A New Zoonotic Visceral Leishmaniasis Dynamic 

Transmission Model with Age-Structure 

Chapter 4 is based on the manuscript “A New Zoonotic Visceral Leishmaniasis Dynamic 

Transmission Model with Age-Structure” Published in Chaos, Solitons & Fractals [30]. 

Abstract 

Visceral leishmaniasis (VL) is a fatal, neglected tropical disease primarily caused by Leishmania 

donovani (L. donovani) and Leishmania infantum (L. infantum). According to VL infectious data 

reports from severely affected countries, children and teenagers (ages 0–20) have a significantly 

higher vulnerability to VL infection than other populations. This paper utilizes an infected 

function (by age) established from epidemic prevalence data to propose a new partial differential 

equation (PDE) model for infection transmission patterns for various age groups. This new PDE 

model can be used to study VL epidemics in time and age dimensions. Disease-free and endemic 

equilibriums are discussed in relation to theoretical stability of the PDE system. This paper also 

proposes system output adjustment using historical VL data from the World Health 

Organization. Statistical methods such as the moving average and the autoregressive methods are 

used to calibrate estimated prevalence trends, potentially minimizing differences between 

stochastic stimulation results and reported real-world data. Results from simulation experiments 

using the PDE model were used to predict the worldwide VL severity of the epidemic in the next 

four years (from 2017 to 2020).   

Key word: zoonotic visceral leishmaniasis, dynamic transmission, age structure, partial 

differential equation, epidemic 
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 4.1 Introduction 

Visceral leishmaniasis (VL), or black fever (kala-azar), is a fatal, parasitic disease that 

infects a host’s internal organs. According to the World Health Organization (WHO), VL is 

common in more than 80 countries, with approximately 50,000–90,000 new cases reported each 

year, primarily in Brazil, Ethiopia, India, Somalia, South Sudan, and Sudan. War and population 

displacement in Africa have promoted the explosion of VL. Consider the existence of the 

asymptomatic VL (much more than symptomatic VL), the total number of VL infections may be 

much higher than the number of reported cases [135]. Visceral leishmaniasis is designated as a 

neglected tropical disease (NTD) by WHO [75, 86]. Contrary to well-known NTDs such as; 

endemic treponematoses, dracunculiasis, and trypanosomiasis, VL is usually fatal within two 

years if left untreated. Even with treatment, however, VL infections can still become post-kala-

azar dermal leishmaniasis (PKDL) [136]. VL is transmitted to humans through infected female 

phlebotomine sand flies, with more than 90 sand fly species identified as carriers of Leishmania 

parasites. Depending on the geographical transmission area, VL is primarily caused by two 

leishmanial species: Leishmania donovani (L. donovani) and Leishmania infantum (L. infantum) 

[85]. The transmission cycle designates VL as zoonotic visceral leishmaniasis (ZVL) or 

anthroponotic visceral leishmaniasis (AVL). ZVL occurs in the transmission area of L. infantum, 

and AVL occurs in the transmission area of L. donovani. ZVL, which is transmitted to humans 

and dogs via phlebotomine sand flies, primarily occurs in Mediterranean countries, central Asia, 

and developing areas in Africa and Latin America [137]. Dogs are the primary reservoirs of ZVL 

infection during transmission [83], hares and foxes can also be considered as the reservoirs (also 

known as the blood mule) of ZVL infection cycle [138, 139]. Moreover, ZVL has recently 

occurred in some nonendemic areas (Americas and Europe) due to dogs were transferred or 
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immigrated from endemic areas [140, 141]. The first confirmed case of ZVL was on the Greek 

island of Crete in 1907, and before the 1990s, a majority of cases were documented in the 

northeast region of Brazil [142].  

Researchers have implemented mathematical modeling of VL epidemics to increase 

understanding and control the transmission of VL epidemics. In 1996 Dye introduced an 

ordinary differential equation (ODE) model to describe a VL epidemic, but this model only 

considered a susceptible, latent, infectious, recovered human population [101]. Courtenay et al. 

improved Dye’s model by considering the dog population as an infectious source, determining 

that human infection rate is dramatically affected by the size of the dog population [102]. In 

2016 Zhao et al. developed a 12-equation ODE model that considered VL transmission between 

susceptible (dog, sand fly, and human), latent (dog, sand fly, and human), infectious (dog, sand 

fly, and human), recovered (dog and human), and hospitalized (human) population [50]. 

Werneck et al. utilized statistical methods to analyze VL data from Brazil [114]. Their results 

revealed a positive association between reported VL incidences and residential areas with green 

vegetation. Also, the urbanization index is a key parameter of the human VL infection rate [115]. 

In addition, several research efforts studied numerical optimal control strategies based on 

established mathematical models, affirming that strategies such as the utilization of vector 

controls and insecticides are effective for reducing disease transmission [50, 108, 110, 112, 125, 

128, 143]. 

Previous research, however, has not demonstrated the correlation between ZVL 

transmission and categorical age structures of infected human populations. In 2007 Chappuis et 

al. proposed a potential relationship between VL transmission and human age, stating that, 

although L. donovani and L. infantum can cause VL, L. donovani infects people of all ages, but 
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L. infantum primarily infects children [85]. Other papers have stated that ZVL is an epidemic 

primarily occurring in young children [80, 83, 144, 145] and, according to data reports, ZVL 

patients are often young children, with only a small percentage of diseases occurring in adults or 

senior citizens [146-151]. Moreover, the higher percentage of diseases occurring in children, 

even though they are less likely to be exposed to sandflies than adults [152]. The possible 

explanation is that VL has life-long immunity [85, 153]. Most adults have obtained this 

immunity since they recovered from the asymptomatic VL infections. 

Although these papers highlighted the relationship of ZVL to human age, they did not 

demonstrate this assertion or investigate how human age directly affects ZVL transmission. 

Therefore, this paper applies a partial differential equation (PDE) to account for human age 

structure in a new ZVL transmission model to determine the potential relationship between ZVL 

transmission and human age. This paper also examines the basic reproduction number and model 

stability, with a specific focus on increasing accuracy of the new model for predicting future 

ZVL transmission using methods such as the moving average (MA) and autoregressive (AR) 

methods. 

The main contribution of this paper is a proposed PDE model of ZVL with age structure 

to reveal dynamic transmission using WHO reported data for model revision. Section 2 

introduces the PDE model for ZVL transmission with age structure. This section also simulates 

the model by considering Sudan as an example. Section 3 determines the equilibrium points of 

the system and discusses the stability of those points. Section 4 revises the model by considering 

the spatial features by using WHO cases report data from 22 VL infected countries and predict 

the ZVL transmission patterns in these countries from 2017-2020. Section 5 includes 

conclusions. 
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 4.2 ZVL Model with Age Structure 

 4.2.1 Basic ZVL transmission dynamic model 

This section will review the model from our previous work [50]. Reservoir hosts, dogs, 

can be divided into four states: susceptible (𝑆𝑑), exposed (infected but not infectious) (Ed), 

infectious (Id), and recovered (Rd). New dogs become susceptible with an assumed constant 

birthrate, 𝜆𝑑. Susceptible dogs are exposed when they encounter infectious sand flies with an 

average biting rate, 𝑏𝑓𝑑, and an infection probability, 𝛽𝑓𝑑. The overall instantaneous rate of 

infection for susceptible dogs can be calculated as  
𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓

𝑁𝑑
, where Nd denotes the total dog 

population. Exposed dogs become infectious dogs (Id) after the incubation period, with an 

instantaneous transfer rate, 𝜏𝑑, and infectious dogs recover with a recovery rate 𝑟𝑑. Since the 

study shows that the dog population had a high rate of VL contraction which leads the dogs to 

develop a T- cell compartment [154].This model assumed the recovered dogs (Rd) would not 

become susceptible again. Infectious dogs are removed from the system with the death rate 𝑑𝑑. 

Exposed dogs, although they are seropositive, have no additional death rate. For each state, dogs 

could exit the system with a natural death rate 𝜇𝑑. In this model, we ignore the migration 

behavior of dogs. 

Sandflies can be divided into three states: susceptible (Sf), exposed (Ef), and infectious 

(If). In this paper, the seasonal patterns of the sand fly population are not researched. New sand 

flies become susceptible with a constant birthrate 𝜆𝑓. Susceptible sand flies become exposed 

when they bite infectious dogs with a biting rate, 𝑏𝑓𝑑, and an infection probability of 𝛽𝑑𝑓. This 

paper ignores the contagion from an infected human to susceptive sand files because the 

infection rate is low [155]. The overall instantaneous rate of infection for susceptible sand flies is 
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𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑

𝑁𝑓
, where Nf is the total sand fly population. Exposed sand flies become infectious after an 

incubation period, with an instantaneous transfer rate, 𝜏𝑓. For each state, they could exit the 

system with a death rate 𝜇𝑓. In this model, we ignore the migration behavior of sand flies. 

The human population can be divided into five states: susceptible (Sh), exposed (Eh), 

infected (Ih), hospitalized (Hh), and recovered (Rh). In this paper, lifelong immunity from VL is 

assumed. New individuals become susceptible with a constant birthrate 𝜆ℎ. Susceptible 

individuals become exposed when bitten by infectious sand flies with a biting rate of 𝑏ℎ𝑓 

moreover, a probability of infections with each bite 𝛽ℎ𝑓. The overall instantaneous infection rate 

for susceptible human can be expressed as 
𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓

𝑁ℎ
, where Nh is the total human population in the 

system. Following the incubation period, exposed individuals turn into infected individuals with 

a transfer rate 𝜏ℎ, and infected individuals become hospitalized with a rate of 𝛿ℎ. Due to disease, 

infected individuals can leave the system with the death rate 𝑑𝐼 before they become hospitalized, 

or infected individuals can become recovered individuals with the natural recovery rate 𝑟𝐼 

without being hospitalized. Hospitalized individuals can exit the system with the death rate 𝑑𝐻 

due to disease, or hospitalized individuals can recover with the treatment recovery rate 𝑟𝐼 during 

hospitalization. For each state, individuals could leave the system with the natural death rate 𝜇ℎ. 

In this model, we ignore the migration behavior of humans and the asymptomatic infected 

human population (due to the lack of data). 

The entire population system for dogs, sand flies, and humans can be modeled using an 

ODE system as follows: 

𝑑𝑆𝑑

𝑑𝑡
= 𝜆𝑑 −

𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓𝑆𝑑

𝑁𝑑
− 𝜇𝑑𝑆𝑑     (4.1) 

𝑑𝐸𝑑

𝑑𝑡
=

𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓𝑆𝑑

𝑁𝑑
− 𝜏𝑑𝐸𝑑 − 𝜇𝑑𝐸𝑑    (4.2) 
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𝑑𝐼𝑑

𝑑𝑡
= 𝜏𝑑𝐸𝑑 − 𝑟𝑑𝐼𝑑 − 𝑑𝑑𝐼𝑑 − 𝜇𝑑𝐼𝑑    (4.3) 

𝑑𝑅𝑑

𝑑𝑡
= 𝑟𝑑𝐼𝑑 − 𝜇𝑑𝑅𝑑      (4.4) 

𝑑𝑆𝑓

𝑑𝑡
= 𝜆𝑓 −

𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑𝑆𝑓

𝑁𝑓
− 𝜇𝑓𝑆𝑓     (4.5) 

𝑑𝐸𝑓

𝑑𝑡
=

𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑𝑆𝑓

𝑁𝑓
− 𝜏𝑓𝐸𝑓 − 𝜇𝑓𝐸𝑓    (4.6) 

𝑑𝐼𝑓

𝑑𝑡
= 𝜏𝑓𝐸𝑓 − 𝜇𝑓𝐼𝑓         (4.7) 

𝑑𝑆ℎ

𝑑𝑡
= 𝜆ℎ −

𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ

𝑁ℎ
− 𝜇ℎ𝑆ℎ     (4.8) 

𝑑𝐸ℎ

𝑑𝑡
=

𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ

𝑁ℎ
− 𝜏ℎ𝐸ℎ − 𝜇ℎ𝐸ℎ    (4.9) 

𝑑𝐼ℎ

𝑑𝑡
= 𝜏ℎ𝐸ℎ − 𝛿ℎ𝐼ℎ − 𝑑𝐼𝐼ℎ − 𝑟𝐼𝐼ℎ − 𝜇ℎ𝐼ℎ   (4.10) 

𝑑𝐻ℎ

𝑑𝑡
= 𝛿ℎ𝐼ℎ − 𝑑ℎ𝐻ℎ − 𝑟ℎ𝐻ℎ − 𝜇ℎ𝐻ℎ    (4.11) 

𝑑𝑅ℎ

𝑑𝑡
= 𝑟ℎ𝐻ℎ + 𝑟𝐼𝐼ℎ − 𝜇ℎ𝑅ℎ      (4.12) 

Definitions of system parameters are summarized in Table 4.1. 

Table 4. 1 Table of parameters 

Parameters Description Values  Source 

𝜆𝑑 The new birth of susceptible dogs 

per day 

0.02% of the total population of 

dogs 

Reckoned from [156] 

𝜆𝑓 The new birth of susceptible sand 

flies per day 

0.6% of the total population of 

sandflies 

[157] 

𝜆ℎ The new birth of susceptible 

humans per day 

0.004% of the total population 

of human 

Reckoned from [158] 

𝑏𝑓𝑑 Average biting rate to dogs 0.1 [156] 

𝑏𝑓ℎ Average biting rate to humans 0.1 [156] 

𝛽𝑓𝑑 Transmission probability from 

infectious sand fly to a susceptible 

dog 

0.5 [156] 

𝛽𝑑𝑓 Transmission probability from  

infectious dog to a susceptible sand 

fly 

0.7 [156] 

𝛽𝑓ℎ Transmission probability 

frominfectious sand fly to a 

susceptible human 

0.5 [156] 
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𝜇𝑑 Natural death rate of dogs 0.0002 per day [156] 

𝜇𝑓 Natural death rate of sand flies 0.006 per day [157] 

𝜇ℎ Natural death rate of individuals 0.000034 per day Reckoned from [158] 

1/𝜏𝑑 Incubation period in dogs 10 days [156] 

1/𝜏𝑓 Incubation period in  sand flies 7 days [101] 

1/𝜏ℎ Incubation period in humans 90 days [157] 

𝑟𝑑 Natural recovery rate of dogs  0.01 per day [156] 

𝑟𝐼  Natural recovery rate of humans 

before hospitalization 

0.00181 per day Reckoned from [157] 

𝑟ℎ Treatment recovery rate of humans 

after hospitalization 

0.05 per day Reckoned from [144] 

𝑑𝑑 Death rate of dogs due to disease  0.01 per day [156] 

𝑑𝐼 Death rate of humans due to 

disease before hospitalization 

0.006 per day Assumed based on [159] 

𝑑ℎ Death rate of humans due to 

disease after hospitalization 

0.003 per day Reckoned from [159, 

160] 

𝛿ℎ Transform rate of humans from 

infected to hospitalized 

0.8 per day Assumed based on [50] 

 

 4.2.2 ZVL age data 

Previous research and data reports have shown a difference in the distribution of human 

ZVL diseases for each age group. Research has shown that the children group (ages 0–20) tends 

to have a higher number of ZVL disease cases for various years and regions. Researchers have 

ascertained that ZVL transmission is correlated to age groups of individuals [18]. In 2006 

Alborzi et al. reported that a majority of infected with VL caused by L. infantum were infants (0-

2 years) in Iran [161], and in 2009 Quinnell et al. found that ZVL affects primarily young 

children [83]. Chappuis et al. have found that children and immunosuppressed individuals are 

most vulnerable to L. infantum infections [85].   

In this paper, we started to collect and summarize ZVL disease data from existing 

literature. Our research goal is to thoroughly investigate the relationships between the age 

structure and ZVL infections, only data that described the number of infected cases according to 

the age group were considered. Toward this goal, human VL disease data are summarized 

respect to different age groups from reports [146-151] from Brazil, Italy, South Sudan, Sudan, 
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Bihar (India), and China, as shown in Table 2.2. VL disease data was used because no ZVL 

disease data exists. Because VL in Brazil, western Europe, central Asia, and China is zoonotic 

and both ZVL and AVL have been reported in East Africa, VL disease data was a reasonable 

option for determining rules of age distribution in ZVL infections [162, 163].  

Table 4.2 shows the numbers of infection cases by age group for each region. For 

example, the number of infected humans in a group comprised of children younger than 16 years 

old accounted for more than 50% of total infection cases in Brazil from 1980 to 1984. In Italy 

from 1986 to 2007, a total of 515 infected humans were older than age 16, while 514 infected 

cases were children. In South Sudan from 1989 to 2002, approximately 57% (1817/3200) of 

infection cases occurred in children group (ages 0–20). From 1991 to 1993, Sudan reported 1283 

(2288 in total) reported cases in a group comprised of children under 15 years old. In Bihar, 

India, from 2002 to 2006, the number of cases in children group (ages 0–20) comprised 

approximately 50% of total infection cases, and from 2005 to 2010, more than 1684 infectious 

cases were recorded in China.  

Table 4. 2 Reported VL cases by age group for six regions 

Years Regions Leishmania 

species and 

sources 

Types of sand flies Number of cases in age groups 

1980-

1984 

Brazil L. chagasi 

[146] 

Lutzomyia 

longipalpis 

Age  0-3 4-7 8-11 12-15 16-19 ≥20 

Cases  31 81 86 57 42 145 

1986-

2007 

Italy L. donovani & 

L. infantum 

[147] 

P. perniciosus  

P. perfiliewi   

 P. neglectus 

Age  0-2 3-6 7-16 17-50 51-70 >70 

Cases  329 95 90 375 105 35 

1989-

2002 

South 

Sudan 

L. donovani 

[148] 

Phlebotomus 

orientalis 

Age  0-9 10-15 16-24 25-34 35-44 ≥45 

Cases  1200 617 567 487 219 110 

2002-

2006 

Bihar, 

India 

L. major & 

L.donovani 

[150, 164] 

Phlebotomus Age  0-9 10-15 16-24 25-34 35-44 ≥45 

Cases  467 346 217 214 165 144 

2005-

2010 

China L. donovani & 

L. infantum 

[151] 

P. longiductus 

P. chinensis  

P. wui 

Age  0-6 7-14 ≥15 

Cases  1368 316 766 

1991-

1993 

Sudan L. major & 

L.donovani & 

L. infantum 

[149] 

Phlebotomus 

orientalis 

Age  0-5 6-15 ≥16 

Cases  714 569 1005 
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Although many studies have investigated ZVL epidemics, most have not considered the 

age structure of ZVL infections. Also, most existing mathematical models are based on the ODE 

system, meaning the models only reflect ZVL transmission tracks in one dimension (time 

dimension). Therefore, the primary objective of this research was to study the spread of ZVL 

while considering age structures in the population model. A mathematical model based on a PDE 

was built to study ZVL epidemics over time and with consideration of human age groups. An 

infection density function based on age structure was developed using kernel density estimation. 

The infection density function was then incorporated into the mathematical model to 

accommodate various infection rates throughout age groups in the PDE system. The next section 

details the development of the infection density function. 

 4.2.3 Data process using kernel density estimation (KDE) 

Section 2.2 summarized ZVL cases from six regions over time to demonstrate strong 

correlations between disease prevalence and age groups. However, the summarized data in Table 

2.2 were not based on a consistent standard because the reported data were collected at different 

time periods from each region and the quantization of age groups differed by region, preventing 

consistent studies of the infection rates in age groups using this discrete dataset. Therefore, the 

main objective in this section is to develop a uniform infection density function from several 

discrete datasets using KDE. 

The main objective of KDE is to approximate real, underlying probability distribution 

using a smooth kernel function to best-match the sampled data [165]. KDE considers all 

observation data and width as parameters of a chosen kernel function. (Width is the smoothing 

parameter that controls the size of the neighborhood around the target point.) Then the estimation 

function for kernel density can be obtained using linear superposition, and the final probability 
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density function can be obtained after normalization. Therefore, for observation 

dataset {𝑥1, 𝑥2, … , 𝑥𝑛), the target point 𝑥0, the estimated density for any target point 𝑥0 can be 

defined as 

𝑝(𝑥0)̂ =
1

𝑛ℎ
∑ 𝐾(

𝑥0−𝑥𝑖

ℎ
)𝑛

𝑖=1 ,     (4.13) 

where 𝐾 is the kernel function with ∫𝐾(𝑥)𝑑𝑥 = 1, ℎ > 0 is the bandwidth, which 

determines the smoothness of 𝐾.  

𝐾𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 =
1

√2𝜋
𝑒𝑥𝑝 (−

1

2
𝑥2)    (4.14) 

The popular Gaussian kernel estimator is a smoothing case with a set of essential 

smoothing properties [166] (as shown in equation (4.14)). Use of the Gaussian kernel estimator 

to process data from the six regions presented in Table 4.2 resulted in six infected population 

density distributions throughout the various age groups, as shown in Figure 4.1. 
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Figure 4. 1 Infected population density distributions by age in selected countries 

As shown in Figure 4.1, the age group of 0 to 20 years old demonstrated a much higher 

density than other age ranges for all six regions, with density peaking near age 10. Throughout 

all six regions, the figure consistently shows that the numbers of infected individuals were 

significantly different for different age groups. The younger population under 20-year-old shown 

to be much more vulnerable to VL infection than the older age groups, thereby affirming 

conclusions from previous literature [83, 85].  

Also, Figure 4.1 also contains ages less than 0 because density values of negative age 

were artificially produced by the Gaussian kernel estimator during the process of smoothing out 

the discrete data points. In Table 4.2, the density information started at 0 years of age, but the 

2005-2010 China  

(f) 
2002-2006 India  

(e) 

1991-1993 Sudan  

(d) 

1989-2002 South 

Sudan 

(c) 

1996-2007 Italy  

(b) 
1990-1994 Brazil  

(a) 
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KDE method smooths the left tail of age 0 in the horizontal axis. To eliminate the density 

information for negative age values in Figure 4.1, the density for each age was reprocessed using 

the following equation: 

𝑝′(𝑎𝑖) = 𝑝(𝑎𝑖) ∫ 𝑝(𝑎𝑗)𝑑𝑎𝑗
100

0
⁄ ,     (4.15) 

where 𝑝(𝑎𝑖) is the infected population density of age 𝑎𝑖 estimated using the Gaussian 

kernel estimator. 

In this paper, the calculated infected population concerning different age groups will be 

used to calibrate the corresponding infectious rates. Since ZVL infected population data are not 

available for all nations around global until 2018, this research utilized transmission rates of VL 

according to the following scheme during the simulation. When the investigated region was one 

of the six regions identified for data collection, the region's historical transmission rate will be 

used as the current transmission rate. If the region under study was not one of the six identified 

regions, transmission rates from one of the six regions closest to that region were used since 

disease transmission characteristics were similar.  

 4.2.4 ZVL transmission dynamic model with age structure 

Section 4.2.3 established the relationship between infected rates and human ages using 

the KDE method. This section proposes a mathematical model that incorporates age structure in 

human populations over time to identify the dynamics of the ZVL epidemic for different age 

groups. Modeling assumptions are summarized in Table 4.3. 

Table 4. 3 Basic Assumptions for ZVL Age-Structure Modeling 

Assumption 4.1:  Average biting rates per infectious sand fly to children, adults, and seniors are equal 

throughout the epidemic time; the infected rate for humans is only related to age. 

Assumption 4.2: The ages of dogs and sand flies remain the same throughout the disease epidemic. 

Assumption 4.3: Except for the infected rate, all humans have the same set of parameters (e.g., natural death 

rate, hospitalization rate, and recovery rate). 

Assumption 4.4: Initial age distributions of susceptible, exposed, infected, hospitalized and recovered humans 

are known. 
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Assumption 4.5: The birth rate for susceptible humans is constant. 

 

The system dynamic transmission model is illustrated in Figure 4.2. 

 

Figure 4. 2 System dynamic diagram of ZVL transmission model 

The dashed lines in Figure 4.2 represent ZVL transmission pathways between dogs, sand 

flies, and humans. ZVL can be transmitted from infectious dogs to susceptible sand flies during 

blood meals, and then it can be transmitted from infectious sand flies to susceptible dogs and 

susceptible humans. However, if a susceptible sand fly bites an infected human, this sand fly 

cannot infect other susceptible humans or susceptible dogs. The solid arrow represents the 

population transfer direction within the species. Only age structure within the human population 

was considered. The terms 𝑆ℎ(𝑎, 𝑡), 𝐸ℎ(𝑎, 𝑡), 𝐼ℎ(𝑎, 𝑡), 𝐻ℎ(𝑎, 𝑡), 𝑅ℎ(𝑎, 𝑡) and 𝑁ℎ(𝑎, 𝑡) represent 

the number of susceptible, exposed, infected, hospitalized, recovered, and total human 

population in age group 𝑎 at time 𝑡. 𝜏ℎ(𝑎, 𝑡) is the function of infected rate for humans in age 

group 𝑎 at time t. Susceptible humans can become exposed at a rate 
𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓

𝑁ℎ
 for all age groups. 
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Exposed humans of age a become infected at a rate of 𝜏ℎ(𝑎). Infected humans can become 

hospitalized humans at a rate 𝛿ℎ and recover at a rate 𝑟𝐼 for all ages. Hospitalized humans 

become recovered at a rate 𝑟𝐻 for all ages. 

Based on the assumptions in Table 4.3 and the described ZVL disease transmission, the 

population model for dogs and sand flies remained unchanged in equations (4.1)–(4.7). ZVL 

cannot transmit vertically, so the human population model in equations (4.8)–(4.12) can be 

modified to incorporate age structure without vertical transmission (mother-to-fetus 

transmission) as following: 

𝑑𝑆ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝑆ℎ(𝑎,𝑡)

𝑑𝑎
= −

𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ(𝑎,𝑡)

𝑁ℎ(𝑎,𝑡)
− 𝜇ℎ𝑆ℎ(𝑎, 𝑡)    (4.16) 

𝑑𝐸ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝐸ℎ(𝑎,𝑡)

𝑑𝑎
=

𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ(𝑎,𝑡)

𝑁ℎ(𝑎,𝑡)
− 𝜏ℎ(𝑎, 𝑡)𝐸ℎ(𝑎, 𝑡) − 𝜇ℎ𝐸ℎ(𝑎, 𝑡) (4.17) 

𝑑𝐼ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝐼ℎ(𝑎,𝑡)

𝑑𝑎
= 𝜏ℎ(𝑎, 𝑡)𝐸ℎ(𝑎, 𝑡) − 𝛿ℎ𝐼ℎ(𝑎, 𝑡) − 𝑟𝐼𝐼ℎ(𝑎, 𝑡) − 𝜇ℎ𝐼ℎ(𝑎, 𝑡)(4.18) 

𝑑𝐻ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝐻ℎ(𝑎,𝑡)

𝑑𝑎
= 𝛿ℎ𝐼ℎ(𝑎, 𝑡) − 𝑑𝐻𝐻ℎ(𝑎, 𝑡) − 𝑟𝐻𝐻ℎ(𝑎, 𝑡) − 𝜇ℎ𝐻ℎ(𝑎, 𝑡)(4.19) 

𝑑𝑅ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝑅ℎ(𝑎,𝑡)

𝑑𝑎
= 𝑟𝐼𝐼ℎ(𝑎, 𝑡) + 𝑟𝐻𝐻ℎ(𝑎, 𝑡) − 𝜇ℎ𝑅ℎ(𝑎, 𝑡)   (4.20) 

The left sides of equations (4.16)–(4.20) denote population change as the change of time 

and age for each state. Total susceptible humans at time 𝑡 between age 𝑎1 and age 𝑎2 is defined 

as ∫ 𝑆ℎ(𝑎, 𝑡)
𝑎2

𝑎1
𝑑𝑎, and total susceptible humans at time 𝑡 for all ages is ∫ 𝑆ℎ(𝑎, 𝑡)

𝐴

0
𝑑𝑎, where 𝐴 

is the maximum age. 𝐸ℎ(𝑎, 𝑡), 𝐼ℎ(𝑎, 𝑡), 𝐻ℎ(𝑎, 𝑡), and 𝑅ℎ(𝑎, 𝑡) can be computed similarly. The 

right-hand sides of equations (4.16)–(4.20) describe population change according to disease 

transmission for each state. Because the age of a human is a variable related to time, a scalar 

coefficient 𝛼 is to maintain age and time in an equal scale unit. For example, if the unit of age is 

year and unit of time is a week, then  𝛼 is computed as 𝛼 =
1

52
 (Year/Week).  

Because ZVL cannot spread from mother to fetus, newborns were regarded as a 

susceptible population [167]. Thus, when 𝑎 = 0, the birth rate of exposed, infected, hospitalized, 

and recovered class were all equal to 0. Based on assumption 4.5, boundary conditions are 
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𝑆ℎ(0, 𝑡) = 𝜎ℎ      (4.21) 

𝐸ℎ(0, 𝑡) = 0      (4.22) 

𝐼ℎ(0, 𝑡) = 0      (4.23) 

𝐻ℎ(0, 𝑡) = 0      (4.24) 

𝑅ℎ(0, 𝑡) = 0      (4.25) 

Initial conditions for the model with age structure can be denoted as 

𝑆ℎ(𝑎, 0) = 𝑆ℎ(𝑎)     (4.26) 

𝐸ℎ(𝑎, 0) = 𝐸ℎ(𝑎)      (4.27) 

𝐼ℎ(𝑎, 0) = 𝐼ℎ(𝑎)      (4.28) 

𝐻ℎ(𝑎, 0) = 𝐻ℎ(𝑎)      (4.29) 

𝑅ℎ(𝑎, 0) = 𝑅ℎ(𝑎)      (4.30) 

If 𝑡 = 0 in equation (4.21), the boundary condition can be computed using equation 

(4.31): 

𝜎ℎ = 𝑆ℎ(0)       (4.31) 

 4.2.5 Numerical Simulation  

This section demonstrates disease transmission simulation for Sudan, a country with the 

most serious and typical ZVL outbreaks of the six studied regions. The moisture environment in 

Sudan causes thousands of ZVL cases each year, accounting for approximately two-thirds of the 

total cases of VL in Sudan [74]. In addition, ZVL caused a fatal influence in Sudan [168]. 

Therefore, we utilized Sudan as the research example to simulate the ZVL transmission. 

Simulation parameter values are shown in Table 2.1. The birthrate was assumed to be 

equal to the natural death rate for dog and sand fly populations, so estimated birthrates of dog 

and sand fly populations were based on natural death rates from references [50, 103, 156, 169, 
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170]. For the sack of solution accuracies, all the computational experiments in this research 

utilized the Runge-Kutta method to numerical solve the model in equations (4.1)-(4.12), (4.16)-

(4.20)  [171]. 

Initial values of populations for dog, sand fly, and human were set using the following 

methods. Because Africa has approximately 148 million dogs [172] and the areas of Africa and 

Sudan are roughly 30.37 million km2 and 1.886 million km2, respectively, the total number of 

dogs in Sudan was estimated to be approximately 148*1.886/30.37 = 9.19 million. A sand fly 

survey from Sudan showed that 596 sand flies were collected in a study area with a total land 

area of approximately 7.3328 km2; therefore, the total number of sand flies in Sudan was 

calculated to be approximately 596*1,886,000/7.3328 = 153 million [173]. The human 

population of Sudan is 39.58 million, so initial dog populations were 𝑆𝑑(0) = 9,181,000, 

𝐸𝑑(0) = 100,000, 𝐼𝑑(0) = 5,000, 𝑅𝑑(0) = 0, and initial sand fly populations were 𝑆𝑓(0) =

152,400,000, 𝐸𝑓(0) = 500,000, 𝐼𝑓(0) = 50,000. The age groups in susceptible human 

population were assumed to be divided equally. The unit of time in simulation experiments was 

set to be one week and the unit of age was one year, so 𝛼 =
1

52
. In this simulation, the time epoch 

was 𝑡𝑓 = 52 weeks and the life span of a human is 𝐴 = 80 years old. 

All simulation runs were carried out with MATLAB programs on a Windows-based. 

System parameters such as infection rates or specific model parameters could be preset manually 

prior to each simulation run.  
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Figure 4. 3 Infectious phases portraits of dog and sand fly population 

Figure 4.3 shows the phases portraits of dog and sand fly population calculated by the 

simulation. The horizontal axis represents the uninfected population divided by the initial 

population; the vertical axis represents the infected population divided by the initial population. 

By observing the peak of the epidemic outbreak, about 28% of the total sandfly population and 

21% of the total dog population were infected by ZVL. 

 

Figure 4. 4 Exposed and infected human population for each age over time 

Figure 4.4 illustrates the ZVL transmission through the human population for each age 

group at each time epoch. The first graph reveals almost no difference in the exposed population 

between age groups, but the exposed population is shown to be sensitive to time throughout the 
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epidemic. The peak of the exposed population was around the 20th week. The second graph 

shows that the children group (ages 0 to 10 years), had a significantly higher infected population 

than other age groups at other time epochs. The peak of the infected population occurred around 

the 20th week, which means the peak the ZVL epidemic outbreaks happened at around the 20th 

week. 

 4.3 Stability and Sensitivity Analysis  

 4.3.1 Disease-free equilibrium analysis 

The equilibrium point of a disease-free situation can be referred to as disease-free 

equilibrium (DFE), meaning the PDE system established in Section 2 can be stable under some 

specific conditions. To find the DFE, first, the PDE system must be disease free, that is at least 

one set of positive real number solutions exists for the equation set (4.32). Also, 𝐸𝑑 = 𝐼𝑑 = 𝐸𝑓 =

𝐼𝑓 = 𝐸ℎ = 𝐼ℎ = 0. The homogeneous system of equations (4.32) was obtained by letting the 

right-hand sides of equations (4.1)–(4.7) and equations (4.16)–(4.20) equal zero. 

𝜆𝑑 −
𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓𝑆𝑑

𝑁𝑑
− 𝜇𝑑𝑆𝑑 = 0                   

𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓𝑆𝑑

𝑁𝑑
− 𝜏𝑑𝐸𝑑 − 𝜇𝑑𝐸𝑑 = 0              

𝜏𝑑𝐸𝑑 − 𝑟𝑑𝐼𝑑 − 𝑑𝑑𝐼𝑑 − 𝜇𝑑𝐼𝑑 = 0              
𝑟𝑑𝐼𝑑 − 𝜇𝑑𝑅𝑑 = 0                                         

𝜆𝑓 −
𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑𝑆𝑓

𝑁𝑑
− 𝜇𝑓𝑆𝑓 = 0                      

𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑𝑆𝑓

𝑁𝑑
− 𝜏𝑓𝐸𝑓 − 𝜇𝑓𝐸𝑓 = 0                 

𝜏𝑓𝐸𝑓 − 𝑑𝑓𝐼𝑓 − 𝜇𝑓𝐼𝑓 = 0                             

𝜆ℎ −
𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ

𝑁ℎ
− 𝜇ℎ𝑆ℎ = 0                    

𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ

𝑁ℎ
− 𝜏ℎ𝐸ℎ − 𝜇ℎ𝐸ℎ = 0               

𝜏ℎ𝐸ℎ − 𝛿ℎ𝐼ℎ − 𝑑𝐼𝐼ℎ − 𝑟𝐼𝐼ℎ − 𝜇ℎ𝐼ℎ = 0  
𝛿ℎ𝐼ℎ − 𝑑𝐻𝐻ℎ − 𝑟𝐻𝐻ℎ − 𝜇ℎ𝐻ℎ = 0          
𝑟𝐻𝐻ℎ + 𝑟𝐼𝐼ℎ − 𝜇ℎ𝑅ℎ = 0                           

       (4.32) 

where 
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𝑆ℎ = ∫ 𝑆ℎ(𝑎, 𝑡)
𝐴

0
𝑑𝑎, 𝐸ℎ = ∫ 𝐸ℎ(𝑎, 𝑡)

𝐴

0
𝑑𝑎, 𝐼ℎ = ∫ 𝐼ℎ(𝑎, 𝑡)

𝐴

0
𝑑𝑎, 𝐻ℎ = ∫ 𝐻ℎ(𝑎, 𝑡)

𝐴

0
𝑑𝑎, 𝑅ℎ =

∫ 𝑅ℎ(𝑎, 𝑡)
𝐴

0
𝑑𝑎. 

Two equilibriums were obtained after solving the homogeneous equation (3.1); 

consequently, the first equilibrium was a theoretical DFE rather than a realistic one: 

𝐸1
0 = (𝑆𝑑, 𝐸𝑑 , 𝐼𝑑, 𝑅𝑑, 𝑆𝑓 , 𝐸𝑓 , 𝐼𝑓 , 𝑆ℎ, 𝐸ℎ, 𝐼ℎ, 𝐻ℎ, 𝑅ℎ) = (𝑁𝑑, 0, 0, 0, 0, 0, 0, 𝑁ℎ, 0, 0, 0, 0) 

(4.33) 

This way, the population of sand fly is zero. Thus, ZVL cannot be spread over time; it is 

a theoretical DFE. 

The second equilibrium is an approachable DFE, which can be assigned as: 

𝐸2
0 = (𝑆𝑑, 𝐸𝑑 , 𝐼𝑑 , 𝑅𝑑 , 𝑆𝑓 , 𝐸𝑓 , 𝐼𝑓 , 𝑆ℎ, 𝐸ℎ, 𝐼ℎ, 𝐻ℎ, 𝑅ℎ)

= (
𝜆𝑑

𝜇𝑑
, 0, 0, 0,

𝜆𝑓

𝜇𝑓
, 0, 0,

𝜆ℎ

𝜇ℎ
, 0, 0, 0, 0) 

(4.34) 

Since the DFE exists, the researched PDE system can be stable under the condition of 

equation (4.34). 

 4.3.2 Stability of equilibrium points 

The previous section proved the existence of DFE in the researched PDE system. This 

section utilizes the basic reproduction number (𝑅0) to analyze the stability of two equilibrium 

points. A basic reproduction number is defined as the average number of cases increased by the 

primary case during the infection period, defined as the dominant eigenvalue of the next 

generation operator [174].  

First, the realistic equilibrium point 𝐸2
0 must be analyzed. Let 𝑥 =

(𝐸𝑑, 𝐼𝑑 , 𝐸𝑓 , 𝐼𝑓 , 𝐸ℎ, 𝐼ℎ, 𝑆𝑑, 𝑅𝑑 , 𝑆𝑓 , 𝑆ℎ, 𝐻ℎ, 𝑅ℎ), the system also can be rewritten as 
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�̇� = ℱ(𝑥) − 𝒱(𝑥),     (4.35) 

where 

ℱ = [
𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓𝑆𝑑

𝑁𝑑
, 0,

𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑𝑆𝑓

𝑁𝑑
, 0,

𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ

𝑁ℎ
, 0,0,0,0,0,0,0]𝑇  (4.36) 

𝒱 =

(

 
 
 
 
 
 
 
 
 
 
 
 
 

(𝜏𝑑 + 𝜇𝑑)𝐸𝑑

−𝜏𝑑𝐸𝑑 + (𝑟𝑑 + 𝑑𝑑 + 𝜇𝑑)𝐼𝑑
(𝜏𝑓 + 𝜇𝑓)𝐸𝑓

−𝜏𝑓𝐸𝑓 + (𝑑𝑓 + 𝜇𝑓)𝐼𝑓
(𝜏ℎ + 𝜇ℎ)𝐸ℎ

−𝜏ℎ𝐸ℎ + (𝛿ℎ + 𝑑𝐼 + 𝑟𝐼 + 𝜇ℎ)𝐼ℎ

        −𝜆𝑑 +
𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓𝑆𝑑

𝑁𝑑
+ 𝜇𝑑𝑆𝑑         

−𝑟𝑑𝐼𝑑 + 𝜇𝑑𝑅𝑑

−𝜆𝑓 +
𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑𝑆𝑓

𝑁𝑑
+ 𝜇𝑓𝑆𝑓

−𝜆ℎ +
𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓𝑆ℎ

𝑁ℎ
+ 𝜇ℎ𝑆ℎ

−𝛿ℎ𝐼ℎ + (𝑑𝐻 + 𝑟𝐻 + 𝜇ℎ)𝐻ℎ

−𝑟𝐻𝐻ℎ − 𝑟𝐼𝐼ℎ + 𝜇ℎ𝑅ℎ )

 
 
 
 
 
 
 
 
 
 
 
 
 

   (4.37) 

Next, the derivatives of ℱ and 𝒱 at DFE 𝐸0
2 must be considered. The last six dimensions 

of ℱ are 0, which correspond to 𝑆𝑑, 𝑅𝑑 , 𝑆𝑓 , 𝑆ℎ, 𝐻ℎ, 𝑅ℎ in 𝑥. To simplify, the first six dimensions 

of ℱ must correspond to 𝐸𝑑, 𝐼𝑑, 𝐸𝑓 , 𝐼𝑓 , 𝐸ℎ, 𝐼ℎ in 𝑥. Thus, the derivatives of ℱ and 𝒱 can be 

simplified: 

𝐷ℱ(𝐸2
0) = (

𝐹 0
0 0

),      (4.38) 

𝐷𝒱(𝐸2
0) = (

𝑉 0
𝐽1 𝐽2

),      (4.39) 

where 𝐹 and 𝑉 are 6 × 6 matrices assigned by 

𝐹 =
𝐷ℱ𝑖

𝐷𝑥𝑗
(𝐸2

0)     (1 ≤ 𝑖, 𝑗 ≤ 6)    (4.40) 

𝑉 =
𝐷𝒱𝑖

𝐷𝑥𝑗
(𝐸2

0)      (1 ≤ 𝑖, 𝑗 ≤ 6)   (4.41) 

At DFE 𝐸2
0, 𝑁𝑑 = 𝑆𝑑 =

𝜆𝑑

𝜇𝑑
, 𝑁𝑓 = 𝑆𝑓 =

𝜆𝑓

𝑚𝑓+𝜇𝑓
, 𝑁ℎ = 𝑆ℎ =

𝜆ℎ

𝜇ℎ
. Thus, 
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𝐹 =

(

 
 
 
 

0 0 0 𝑏𝑓𝑑𝛽𝑓𝑑 0 0

0 0 0 0 0 0

0
𝑏𝑓𝑑𝛽𝑑𝑓𝜆𝑓𝜇𝑑

𝜆𝑑𝜇𝑓
0 0 0 0

0 0 0 0 0 0
0 0 0 𝑏𝑓ℎ𝛽𝑓ℎ 0 0

0 0 0 0 0 0)

 
 
 
 

   (4.42) 

𝑉 =

(

 
 
 
 

𝜏𝑑 + 𝜇𝑑 0 0 0 0 0
−𝜏𝑑 𝑟𝑑 + 𝑑𝑑 + 𝜇𝑑 0 0 0 0
0 0 𝜏𝑓 + 𝜇𝑓 0 0 0

0 0 −𝜏𝑓 𝑑𝑓 + 𝜇𝑓 0 0

0 0 0 0 𝜏ℎ + 𝜇ℎ 0
0 0 0 0 −𝜏ℎ 𝛿ℎ + 𝑑𝐼 + 𝑟𝐼 + 𝜇ℎ)

 
 
 
 

 

(4.43) 

The next objective is to calculate the basic reproduction number, which is the spectral 

radius of the next-generation matrix 𝐹𝑉−1. Moreover, the eigenvalues of 𝐽2 have positive real 

parts, resulting in 

𝑉−1 =

(

 
 
 

𝑘1 0 0 0 0 0
𝜏𝑑𝑘1𝑘2 𝑘2 0 0 0 0

0 0 𝑘3 0 0 0
0 0 𝜏𝑓𝑘3𝑘4 𝑘4 0 0

0 0 0 0 𝑘5 0
0 0 0 0 𝜏ℎ𝑘5𝑘6 𝑘6)

 
 
 

 (4.44) 

where 

𝑘1 =
1

𝜏𝑑+𝜇𝑑
, 𝑘2 =

1

𝑟𝑑+𝑑𝑑+𝜇𝑑
, 𝑘3 =

1

𝜏𝑓+𝜇𝑓
, 𝑘4 =

1

𝑑𝑓+𝜇𝑓
, 𝑘5 =

1

𝜏ℎ+𝜇ℎ
, 𝑘6 =

1

𝛿ℎ+𝑑𝐼+𝑟𝐼+𝜇ℎ
. 

Then 

𝐹𝑉−1 =

(

 
 
 
 

0 0 𝑏𝑓𝑑𝛽𝑓𝑑𝜏𝑓𝑘3𝑘4 𝑏𝑓𝑑𝛽𝑓𝑑𝑘4 0 0

0 0 0 0 0 0
𝑏𝑓𝑑𝛽𝑑𝑓𝜆𝑓𝜇𝑑𝜏𝑑𝑘1𝑘2

𝜆𝑑𝜇𝑓

𝑏𝑓𝑑𝛽𝑑𝑓𝜆𝑓𝜇𝑑𝑘2

𝜆𝑑𝜇𝑓
0 0 0 0

0 0 0 0 0 0
0 0 𝑏𝑓ℎ𝛽𝑓ℎ𝜏𝑓𝑘3𝑘4 𝑏𝑓ℎ𝛽𝑓ℎ𝑘4 0 0

0 0 0 0 0 0)

 
 
 
 

 (4.45) 
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The eigenvalues of matrix 𝐹𝑉−1 are can be calculated by 

𝜆3 (𝜆3 −
𝜆𝑏𝑓𝑑

2 𝛽𝑓𝑑𝛽𝑑𝑓𝜆𝑓𝜇𝑑𝜏𝑓𝜏𝑑𝑘1𝑘2𝑘3𝑘4

𝜆𝑑𝜇𝑓
) = 0   (4.46) 

Therefore, the basic reproduction number 𝑅0 can be calculated using 

𝑅0 = 𝜌(𝐹𝑉−1) = 𝑏𝑓𝑑√
𝛽𝑓𝑑𝛽𝑑𝑓𝜆𝑓𝜇𝑑𝜏𝑓𝜏𝑑𝑘1𝑘2𝑘3𝑘4

𝜆𝑑𝜇𝑓
  (4.47) 

According to Theorem 2 regarding locally asymptotically stability in [54], when 𝐸2
0 is the 

DFE of the system, if 𝑅0 ≤ 1, the DFE 𝐸2
0 is locally asymptotically stable; if 𝑅0 > 1, the DFE 

𝐸2
0 is unstable. Similarly, if 𝑅0 = 0 for the first DFE point 𝐸1

0, then 𝐸1
0 is locally asymptotically 

stable. 

 4.3.3 Sensitivity analysis for Basic Reproduction Number and Attack Rate 

In epidemiology, the disease reproduction number 𝑅0 is defined as the expected number 

of secondary cases, in a completely susceptible population, by a typical infected individual 

during the entire period of the epidemic [175, 176]. The value of 𝑅0 can reflect the 

transmissibility of the epidemic [177]. The higher value of 𝑅0 means the epidemic is harder to be 

controlled. Typically, if 𝑅0 > 1, meaning the disease can be spread in a certain population; 

otherwise if 𝑅0 < 1, meaning the transmission cannot be sustained in the long run. 

1. Based on Eq. (4.47), the 𝑅0 of the researched ZVL epidemic is affected by 

multiple system parameters. Utilized the data from Table 4.1, we used the pseudo-random 

number algorithm to generate 1000 samples from the value range of the parameters, and 

calculated the corresponding value of 𝑅0. The mean and confidence interval of the distribution is 

4.6499 (95% CI: 2.4521-5.4514)for 𝑅0. Meaning, under the condition of non-intervention, the 

ZVL epidemic has relatively high transmissibility. Moreover, to identify the key factors which 

determine more of the magnitude of 𝑅0, this paper compared the 𝑅0 by modifying each 
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parameter using 200 random samples from the value range and maintaining other parameters as 

the suggested values from Table 4.1. By comparing the 𝑅0 change intervals, we know that the 

average biting rate to dogs (𝑏𝑓𝑑), the death rate of dogs (𝜇𝑑) and the death rate of sand flies (𝜇𝑓) 

are most sensitive to the basic reproduction number. The incubation period in dogs (𝜏𝑑) and 

incubation period in sand files (𝜏𝑓) are most insensitive to the basic reproduction number. The 

sensitivities of other parameters belong to the states of in-betweenness.  

 
Figure 4. 5 𝑹𝟎 sensitivity comparison  

To further analysis the correlation between 𝑅0 with parameters, this paper performed 2-

dimensions sensitivity heat map for three most sensitive parameters in their corresponding value 

range (as shown in Figure 4.6). From the figure, we know that 𝑏𝑓𝑑 and 𝜇𝑑 are positive related to 

𝑅0, 𝜇𝑓 is negative related to 𝑅0. To limit the transmission of 𝑅0, the effective prevention strategy 

should be able to reduce 𝑏𝑓𝑑 and 𝜇𝑑, or increase 𝜇𝑓 if possible. 



70 

 
Figure 4. 6 𝑹𝟎 sensitivity heat map 
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Instead of 𝑅0, the attack rate is another important indicator, which can reflect the 

transmissibility of the researched epidemic. The attack rate is defined as the epidemic spread 

speed in a risk population. In this paper, the attack rate can be calculated by the number of new 

infectious divided by the current exposed population. Under the same parameter setting of the 

simulation in section 4.2.5, Figure 4.7 shows the attacks rates of researched ZVL epidemic 

through different ages. From the figure, we knew that the attack rates in the age group 0-15 years 

old are significantly higher than other age groups. The peak of the attack rates is around 50%, 

which is located at the age of 8-9. The average attack rates for all age groups is around 18.81%. 

This number is close to the real world observed range of ZVL attack rates, which is 17.5%-

20.9% [178-180].  

 
Figure 4. 7 ZVL attack rates with different age groups 

To further understand the relationship between the attack rate with other model 

parameters, sensitivity analysis of the attack rates were set up by using different settings for each 

parameter. From Figure 4.8, we know that the attack rates are more sensitive to the average 

biting rate to dogs (𝑏𝑓𝑑), the death rate of dogs (𝜇𝑑), the death rate of sand flies (𝜇𝑓) and the 

natural recovery rate of dogs (𝑟𝑑). Among these, 𝜇𝑑 has a positive correlation with the attack 
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rate; 𝜇𝑓 and 𝑟𝑑 have a negative correlation with the attack rate. The relation between 𝑏𝑓𝑑 and the 

attack rate is complicated and irregular, since there may exist a bifurcation. To obtain the lowest 

attack rate by using the parameter from the value range, 𝑏𝑓𝑑 can be set as the lower bound (𝑏𝑓𝑑 =

0.03). 

 

 

 
Figure 4. 8 Sensitivity analysis ZVL attack rates with different age groups 

From the sensitivity analysis of 𝑅0 and attack rates, we know that: (1) 𝑏𝑓𝑑, 𝜇𝑑 and 𝜇𝑓 

have significant effects on both 𝑅0 and attack rates; (2) 𝜆𝑓, 𝛽𝑑𝑓 and 𝛽𝑓𝑑 can significant influence 

𝑅0, 𝑟𝑑 can significant influence the attack rates; (3): the effects of other system parameters to 𝑅0 

and attack rates are relatively limited. To control the transmission of the ZVL, policymakers 

should use intervention strategies to limit the value of 𝑅0 and attack rates. Therefore, a good 
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intervention strategy of ZVL should maintain 𝑏𝑓𝑑, 𝜇𝑑 at a low level; maintain 𝜇𝑓, 𝜆𝑑, 𝑟𝑑 and 𝜆𝑓 

at a high level. 

 4.3.4 Endemic equilibrium and bifurcation analysis 

In addition to DFE, endemic equilibrium, a dynamic equilibrium, can also occur at 𝑅0 >

1. This equilibrium contains a specified point 𝑥∗ =

(𝐸𝑑
∗, 𝐼𝑑

∗, 𝐸𝑓
∗, 𝐼𝑓

∗, 𝐸ℎ
∗, 𝐼ℎ

∗, 𝑆𝑑
∗, 𝑅𝑑

∗, 𝑆𝑓
∗, 𝑆ℎ

∗, 𝐻ℎ
∗, 𝑅ℎ

∗) satisfied by  
𝑑𝑆𝑑

𝑑𝑡
=

𝑑𝐸𝑑

𝑑𝑡
=

𝑑𝐼𝑑

𝑑𝑡
=

𝑑𝑅𝑑

𝑑𝑡
=

0; 
𝑑𝑆𝑓

𝑑𝑡
= 

𝑑𝐸𝑓

𝑑𝑡
=

𝑑𝐼𝑓

𝑑𝑡
= 0; 

𝑑𝑆ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝑆ℎ(𝑎,𝑡)

𝑑𝑎
=

𝑑𝐸ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝐸ℎ(𝑎,𝑡)

𝑑𝑎
= 

𝑑𝐼ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝐼ℎ(𝑎,𝑡)

𝑑𝑎
=

𝑑𝐻ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝐻ℎ(𝑎,𝑡)

𝑑𝑎
=

𝑑𝑅ℎ(𝑎,𝑡)

𝑑𝑡
+ 𝛼

𝑑𝑅ℎ(𝑎,𝑡)

𝑑𝑎
= 0. Let 𝜃𝑑

∗ =
𝑏𝑓𝑑𝛽𝑓𝑑𝐼𝑓

∗

𝑁𝑑
∗ , 𝜃𝑓

∗ =
𝑏𝑓𝑑𝛽𝑑𝑓𝐼𝑑

∗

𝑁𝑑
∗ , 𝜃ℎ

∗ =

𝑏𝑓ℎ𝛽𝑓ℎ𝐼𝑓
∗

𝑁ℎ
∗ , where 𝑁𝑑

∗ = 𝑆𝑑
∗ + 𝐸𝑑

∗ + 𝐼𝑑
∗ + 𝑅𝑑

∗, 𝑁ℎ
∗ = 𝑆ℎ

∗ + 𝐸ℎ
∗ + 𝐼ℎ

∗ + 𝐻ℎ
∗ + 𝑅ℎ

∗. 

Solve the equations (4.1)-(4.7) in steady states, then 

𝑆𝑑
∗ =

𝜆𝑑

𝜃𝑑
∗+𝜇𝑑

      (4.48) 

𝐸𝑑
∗ =

𝑘1𝜃𝑑
∗𝜆𝑑

𝜃𝑑
∗+𝜇𝑑

      (4.49) 

𝑅𝑑
∗ =

𝑘1𝑘2𝜃𝑑
∗𝜏𝑑𝜆𝑑𝑟𝑑

𝜃𝑑
∗+𝜇𝑑

     (4.50) 

𝐼𝑑
∗ =

𝑘1𝑘2𝜃𝑑
∗𝜏𝑑𝜆𝑑

𝜃𝑑
∗+𝜇𝑑

     (4.51) 

𝑆𝑓
∗ =

𝜆𝑓

𝜃𝑓
∗+𝜇𝑓

      (4.52) 

 𝐸𝑓
∗ =

𝑘3𝜆𝑓𝜃𝑓
∗

𝜃𝑓
∗+𝜇𝑓

      (4.53) 

𝐼𝑓
∗ =

𝑘3𝑘4𝜆𝑓𝜏𝑓𝜃𝑓
∗

𝜃𝑓
∗+𝜇𝑓

     (4.54) 

𝑆ℎ
∗ =

𝜆ℎ

𝜃ℎ
∗+𝜇ℎ

      (4.55) 
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𝐸ℎ
∗ =

𝑘5𝜃ℎ
∗𝜆ℎ

𝜃ℎ
∗+𝜇ℎ

      (4.56) 

𝐻ℎ
∗ =

𝑘5𝑘6𝜃ℎ
∗𝜆ℎ𝜏ℎ𝛿ℎ

(𝑑𝐻+𝑟𝐻+𝜇ℎ)(𝜃ℎ
∗+𝜇ℎ)

    (4.57) 

𝑅ℎ
∗ =

𝑘5𝑘6𝜃ℎ
∗𝜆ℎ𝜏ℎ[𝛿ℎ𝑟𝐻+𝑟𝐼(𝑑𝐻+𝑟𝐻+𝜇ℎ)]

(𝑑𝐻+𝑟𝐻+𝜇ℎ)(𝜃ℎ
∗+𝜇ℎ)

   (4.58) 

 𝐼ℎ
∗ =

𝑘5𝑘6𝜃ℎ
∗𝜆ℎ𝜏ℎ

𝜃ℎ
∗+𝜇ℎ

     (4.59) 

By substituting Eqs. (4.48)-(4.59) into a quadratic equation in terms of 𝜃𝑑
∗
. 

𝑎( 𝜃𝑑
∗)2 + 𝑏 𝜃𝑑

∗ +  𝑐 = 0,     (4.60) 

where 𝑎 =  𝜆𝑑[𝑏𝑓𝑑𝛽𝑑𝑓𝜏𝑑𝜇𝑑𝑘2𝑘3(𝜇𝑑 + 𝑘2(𝑟𝑑 + 𝜇𝑑)𝜏𝑑) + 𝜇𝑑𝜇𝑓𝑘3(𝜇𝑑 +

2𝑘2(𝑟𝑑 + 𝜇𝑑)𝜏𝑑) + 𝜏𝑑
2𝑘2

2(𝑟𝑑 + 𝜇𝑑)2]/𝑘2
2𝑘3

2𝑘4,𝑏 = {[𝑏𝑓𝑑𝛽𝑑𝑓𝜏𝑑𝜇𝑑 + 2(𝑟𝑑 + 𝜇𝑑)𝜏𝑑𝜇𝑓]𝑘1𝑘2 +

2𝜇𝑑𝜇𝑓𝑘1 − 𝜇𝑓𝑅0
2}/𝑘1

2𝑘2
2𝑘3𝑘4, and 𝑐 = [𝜇𝑑

2𝜇𝑓𝜆𝑑(1 − 𝑅0
2)]/𝑘1

2𝑘2
2𝑘3𝑘4. 

Since there may have more than one solutions that satisfied the equation (4.60), meaning 

this epidemic system may exist more than one equilibriums with the same value of 𝑅0. However, 

𝜃𝑑
∗
 can only take positive values, since a negative value of 𝜃𝑑

∗
 represents the negative value of 

Infected sandfly populations. Therefore, this paper analyzed the potential situation of multiple 

equilibriums and corresponding bifurcations in Figure 4.9. The bifurcations are calculated by 

varying the value of 𝑏𝑓𝑑, which is one of the component parameters of 𝑅0. The rest of the 

parameters are fixed. For the generality of the simulation, the bifurcation analysis considered the 

𝑅0 as the horizontal axis, instead of 𝑏𝑓𝑑. 



75 

 
Figure 4. 9 (a) Forward bifurcation; (b) Backward bifurcation. 

Since 𝑎 is always greater than zero, the forward bifurcation existed if 𝑏 < 0 (as shown in 

Figure 4.9 (a)). For that case, the bifurcation point is located at 𝑅0 = 1, and there may have three 

potential situations: (1) when 𝑅0 < 1, there is no positive solution of 𝜃𝑑
∗
, therefore the system 

has one stable DFE with no endemic equilibriums; (2) when 𝑅0 > 1, there is one positive 

solution of 𝜃𝑑
∗
, therefore the system has one unstable DFE with one stable endemic equilibrium; 

(3) when 𝑅0 = 1, there is one solution of 𝜃𝑑
∗
 located at zero, which means the DFE and endemic 

equilibrium are coincident.  

In addition, the backward bifurcation exists when 𝑏 > 0 (as shown in Figure 4.9 (b)). For 

that case, the bifurcation point is located at 𝑅0 = 𝑅𝑐, where 𝑅𝑐 satisfies 𝑏2 − 4𝑎𝑐 = 0. There 

have five potential situations:  (1) when 𝑅0 < 𝑅𝑐, the system has one stable DFE with no 

endemic equilibriums; (2) when 𝑅0 = 𝑅𝑐, the system has one stable DFE with one endemic 

equilibrium, the stability of the endemic equilibrium is unknown based on the center manifold 

theory [181]; (3) when 𝑅𝑐 < 𝑅0 < 1, the system has one stable DFE with two endemic 

equilibriums, one of the endemic equilibriums is stable, another one is unstable; (4) when 𝑅0 =

1, the DFE and unstable endemic equilibrium are coincident, and there existed another stable 
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equilibrium; (5) when 𝑅0 > 1, the system has one unstable DFE with one stable endemic 

equilibrium. 

 4.4 Data Revised Methods and Prediction 

 4.4.1 Historical data for VL 

Although the PDE model in Section 4.2.4 represents infection situations for various age 

groups, discrepancies occurred between the simulation results and real-world situations for the 

investigated countries. To ensure the PDE model accurate insights to the reality, this study 

revised and verified the model using real historical VL data. Because the PDE model does not 

reflect spatial characteristics in different regions and is only sensitive to the initial values of each 

simulation run, the numerical simulation results cannot accurately restore historical infectious 

data reported from various literature. Although some countries have similar initial values, disease 

transmissions vary widely; therefore, a feasible approach must be found to calibrate real data and 

simulation results. 

Historical data was obtained from the data repository of WHO [11], a reliable database 

that includes reported VL cases each year from 1998 to 2018 for a variety of countries and 

regions. This database was used to calibrate the prediction from the PDE model according to 

spatial characteristics of various VL affected areas. In Table 4.4, we summarized VL infection 

data from the WHO database for eight most severe countries: India, South Sudan, Sudan, Brazil, 

Ethiopia, Bangladesh, Iraq, and Ethiopia. 

Table 4. 4 VL infection cases for eight countries from 1998 to 2017 

  India South Sudan Sudan Brazil Bangladesh Iraq Nepal Ethiopia 

2018 4360 1867 2584 3460 124 259 208 1828 

2017 5758 3541 3894 4297 210 172 244 1490 

2016 6249 4175 3810 3336 255 183 242 1593 

2015 8500 2840 2829 3289 544 427 223 1990 

2014 9241 7472 3415 3453 650 362 311 2705 

2013 13851 2364 2389 3253 1103 575 325 1732 

2012 20572 4353 5153 2770 1902 1045 575 2381 

2011 33155 10468 7418 3894 2874 1167 886 2032 



77 

2010 28382 9166 6957 3716 3800 1843 708 1936 

2009 24213 1907 4880 3693 4293 1549 824 1083 

2008 33598 582 3310 3852 4840 1041 1371 1356 

2007 44533 758 2788 3604 4932 836 1433 1579 

2006 39173 1117 1827 3651 9379 1434 1531 2375 

2005 32803 3141 3713 3597 6892 2028 1463 2585 

2004 24479 3777 2619 3580 5920 3218 1588 1403 

2003 18214 7722 7304 2971 6113 2526 2229 No data 

2002 12140 4761 4066 2450 8110 3218 2029 No data 

2001 12239 2596 1911 2549 4283 2893 1736 No data 

2000 14753 1175 3667 4858 7640 2611 2090 No data 

1999 12886 1612 4323 3624 5799 744 1794 No data 

1998 13627 322 4922 1997 No data 874 1409 No data 

 

Epidemic prediction results were calculated using the numerical simulation based on 

PDE model. The discrepancies were observed by comparing the difference between simulation 

data and WHO historical data for each country and each year. Using statistical methods, these 

discrepancies will be used as a calibration prediction the appraisal of future epidemics. In this 

research, the revised model can be denoted as following: 

𝐼𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑡) = 𝐼𝑚𝑜𝑑𝑒𝑙(𝑡) + 휀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡),   (4.61) 

where 𝐼𝑚𝑜𝑑𝑒𝑙 is the simulation result for country in 𝑡 year, 𝐼𝑝𝑟𝑒𝑑𝑖𝑐𝑡 is the predicted number 

of infection cases for the country in 𝑡 year, and 휀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡) is the predicted calibration through 

the statistical method, which is calculated using the model error, 휀(̅𝑡), in year 𝑡.  

The differences between the model results to historically observed data is defined as the model 

error, 휀(̅𝑡), was considered to follow a time series pattern. Furthermore, 휀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡) represents 

the predicted deviation for the upcoming years, and it can be calculated by analyzing the time 

series of 휀(̅𝑡) using various statistic methods. Three types of moving average statistical methods 

were used in this research, including simple moving average (SMA), cumulated weight moving 

average (CWMA), and exponential moving average (EMA); and  two types of autoregressive 

methods were also tested including  autoregressive model with one and two input variables 

(𝐴𝑅(1) and 𝐴𝑅(2)) [182-184]. The method with the highest prediction accuracy rate was 

adopted to calculate the future model errors  휀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡). 
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 4.4.2 Estimating calibration ε through validation 

This section utilizes a validation process to determine the most accurate method to 

analysis time series for each country [185]. The criteria of the prediction accuracy depend on the 

predicted deviation. In this section, the predicted deviation  𝑒𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡)  and predicted 

deviation ratio 𝑟𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡) are defined as follow: 

𝑒𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡) = |𝐼𝑚𝑜𝑑𝑒𝑙(𝑡) + 휀𝑟𝑒𝑣𝑖𝑠𝑒𝑑(𝑡) − 𝐼𝑟𝑒𝑎𝑙(𝑡)|  (4.62) 

𝑟𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑(𝑡) = |
𝐼𝑚𝑜𝑑𝑒𝑙(𝑡)+ 𝑟𝑒𝑣𝑖𝑠𝑒𝑑(𝑡)

𝐼𝑟𝑒𝑎𝑙(𝑡)
− 1|   (4.63) 

To calculate the 𝐼𝑚𝑜𝑑𝑒𝑙(𝑡), this study utilized real-world data for the number of infection 

cases from eight countries and simulated data calculated using the PDE model. The human 

population data is collected from a public data source [186]. The dog and the mosquito 

population are collected from several databases and literature [187-191].  

Also, this study conducted following assumptions in simulation. The initial number of infected 

cases each year was assumed to be seven twelfth of a total number of infected cases last year 

since the infection period of ZVL is around seven months [192, 193]. Because ZVL occurs 

primarily in poor and neglected areas [92], the number of hospitalized humans was assumed to 

be 5% of the total number of infected cases. Also, most of the infected humans were assumed to 

recover after treatments, so the number of recovered humans primarily was from previous 

hospitalized individuals.  

The validation process was used to determine which is the most accurate method for 

calculating calibrations. This study applied two-thirds to four-fifths of the datasets as training 

sets. Historical data in recent years (from 2014 to 2016) was used as the validation sets; data 

from earlier years were used as the training sets for all countries. The results of the average 
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predicted deviations and predicted deviation ratios for all eight countries are summarized in 

Table 4.5 and 4.6. 

Table 4. 5 Average predicted deviation ratio �̅�𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅 for the validation set in each country 

 �̅�𝑚𝑜𝑑𝑒𝑙  �̅�𝑆𝑀𝐴 �̅�𝐶𝑊𝑀𝐴 �̅�𝐸𝑀𝐴 �̅�𝐴𝑅(1) �̅�𝐴𝑅(2) 

Ethiopia 27.9% 30.8% 23.2% 24.7% 20.1% 32.1% 

South Sudan 30.7% 32.1% 35.7% 46.2% 58.5% 92.47% 

Sudan 30.5% 33.9% 35.4% 36.6% 58.5% 65.1% 

Bangladesh 1111.6% 1295% 1049.7% 818.2% 729.3% 471.9% 

India 207.2% 227.6% 233.2% 174.6% 92.6% 107.5% 

Iraq 284.1% 304% 255.9% 202.7% 174.1% 184.1% 

Nepal 376.9% 390.5% 291.0% 194.2% 93.7% 75.0% 

Brazil 4.0% 4.8% 4.9% 3.3% 6.7% 10.0% 

 

Table 4. 6 Average predicted deviation �̅�𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅 for the validation set in each country 

 �̅�𝑚𝑜𝑑𝑒𝑙 �̅�𝑆𝑀𝐴 �̅�𝐶𝑊𝑀𝐴 �̅�𝐸𝑀𝐴 �̅�𝐴𝑅(1) �̅�𝐴𝑅(2) 

Ethiopia 664.7 738.4 549.5 552.2 514.1 727.5 

South Sudan 1727.7 1767.6 1725 1970.2 2613.6 2589.3 

Sudan 919.3 993.7 1047.5 1109.7 1930.6 1990.1 

Bangladesh 4384 5237.7 4227.3 3340.9 3212 2297.3 

India 15728.7 17431.1 17985.7 13325.8 7003.8 7745.5 

Iraq 1241.7 1225.2 1129.6 895 819.4 833.6 

Nepal 948.7 987.4 737.2 493.4 229.1 191 

Brazil 119.3 123 161.8 106.2 201 337.7 

 

Tables 4.5 and 4.6 show that the revised prediction methods did not get better results for 

areas in Sudan and South Sudan since results from the unrevised PDE model had the lowest 

average predicted deviation ratio and the near-lowest average predicted calibrations. The revised 

prediction methods performed better than the unrevised PDE model for the other countries. 

Based on these validation results, the most accurate methods of prediction for each country are 

obtained. Future prediction simulation should utilize the CWMA-revised method for Ethiopia, 

the unrevised PDE model for South Sudan and Sudan, the 𝐴𝑅(2)-revised method for Bangladesh 
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and Nepal, the 𝐴𝑅(1)-revised method for India and Iraq, and the EMA-revised method for 

Nepal. 

 4.4.3 Simulation of infection information 

Using the results summarized in Section 4.4.2, the most suitable revised methods were 

selected for each country to predict a future VL prevalence trend. This section conducts a 

simulation using simulation results from the mathematical epidemic model and revised methods 

for each country. The simulation period was from 2019 to 2022 (data of 2019 was not public at 

the time of this writing. Therefore we predicted it by using the predicted calibration), and initial 

values of 2018 (as shown in Table 4.4) were used as initial values for the simulation. This 

section also counts and summarizes annual VL infection tallies for each researched country. 

Final revised simulation results are shown in Figure 4.10. 

 
Figure 4. 10 Revised simulation results of VL infection population map from 2019 to 2022 

The gray areas in Figure 4.10 represent countries without VL prevalence or countries that 

did not report VL infection data. Countries colored navy blue (e.g., Iran 2020) had very 
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sporadically reported VL cases, and countries colored orange (e.g., India 2019) had significant 

VL prevalence. We also did the monthly simulation of VL infections in eight of the most severe 

countries; the result was shown in supplement animation. 

Worldwide VL prevalence is expected to decrease in general, especially in southern Asia, 

where the number of VL-predicted cases decreased significantly in India, Bangladesh, and Nepal 

in the last 10 years. India has previously been the most severely affected area in the world [11]. 

According to simulation results, Sudan is expected to become the most severely affected area 

around the year 2022. In the meantime, the VL epidemic is expected to spread to East Africa, 

specifically South Sudan, Ethiopia, Somalia, and Kenya. Although these countries have had 

2,000 or less VL cases reported in the past ten years, reported VL cases are expected to increase 

to 4,000–5,000 by 2022. Moreover, countries such as Libya, Chad, Central African Republic, 

and the Democratic Republic of Congo may lack the government resources necessary to collect 

and report VL cases to the WHO, thereby preventing this model from estimating potential 

existing VL cases in these countries. Because these countries border Sudan or South Sudan, areas 

severely affected by VL, VL infection cases are assumed to be more than 1,000 in countries like 

Libya. Consequently, health organizations should consider more VL prevention or control 

strategies in eastern and northern Africa. 
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Figure 4. 11 (a) 1998-2022 VL infections in severely affected countries in Africa and Brazil; 

(b) 1998-2022 VL infections in severely affected countries in Asia. 

In Figure 4.11, we combined historical VL infection data (from 1998 to 2018 in solid 

line) with the predicted VL infection data (from 2019 to 2022 in dotted line) of 8 the most severe 

countries in the world. In Brazil, the VL epidemic is relatively stable; the number of annual VL 

reported infected cases is around 3,000 to 4,000. Even though there are no signs of intensifying 

the VL outbreak in the next four years, Brazil is still one of the top 5 most severely countries in 

the world. For countries in Eastern African like Sudan, the VL prevalence is relatively fluctuant. 

There were three VL prevalence outbreak peaks in this area, which happen in around 2003, 2011 

and 2014. Also, the predicted VL infections data shows that VL prevalence at Eastern African is 

in a resurgence in the next four years. The VL prevalence in Asia, especially in India, is the most 

serious in the world from around the last 20 years. However, this situation should be different in 

2022; Eastern African may replace Asia to become the most severe area of VL. Since 2011, the 

number of VL reported infected population in Asia was decreasing persistently; our simulation 

forecasted that the VL infections number in Sudan would pass this number in Indian in 2022. 

 4.5 Discussion and Conclusions  

This paper developed a two-dimensional PDE epidemic model to describe ZVL epidemic 

dynamics. This model considered ZVL transmissions among dogs, sand flies, and humans, as 

well as the age composition of human infections and exposed population. The analysis of 

equilibrium and stability showed that the researched ZVL system could reach the situation of 

disease-free with some conditions. Also, three statistical revised methods were considered to 

improve the accuracy of ZVL prevalence predictions. Finally, simulation experiments were 
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carried out for multiple regions and countries to attempt to predict the ZVL epidemic from 2019 

to 2022. 

Researchers have previously determined that L. infantum, a ZVL transmission mediator, 

has increasingly negative impacts on children [2]. This paper considered distributions of ZVL 

infection throughout various age groups. A summarization of reports from literature regarding 

ZVL historical prevalence in Brazil, Italy, Sudan, India, and China [21, 22, 23, 24, 25, 6] showed 

the infection density of children and teenagers (18 years old and under) to be consistently 5–10 

times higher than corresponding adult groups.  

Using KDE, a continuous infection rate function was built to reflect the variation of 

infection possibilities for various age groups. This calculated infection rate function replaced the 

constant infection rate used in a previous model [12]. To more accurately describe the age 

distribution for humans in the established ODE model, the age dimension was added to transfer 

the previous ODE model into the PDE model. Therefore, the new PDE model explains the 

specific kinds of the human population (susceptible, exposed, infected, hospitalized, and 

recovered) at the time axis and age axis. The new PDE model also retained the transmission 

models of dogs and sand flies from the ODE dynamic system, making the new PDE model more 

detailed and realistic for calibrations using real-world data. 

Analysis of PDE system stability revealed two DFE points in the PDE model. 

Reproduction numbers of these two equilibrium points were discussed in this paper; endemic 

equilibrium points were also discovered and explored. Prerequisites were established to allow the 

researched system to achieve stability. 

However, the PDE model is a general framework, meaning it only depends on the initial 

number of system variables without considering the specific circumstances of VL in each 

http://www.youdao.com/w/special%20circumstances/#keyfrom=E2Ctranslation
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country. Therefore, revised correlation methods are necessary to conduct predictions with fewer 

calibrations. Reported VL cases from WHO annual reports (1998–2016) were used as the real 

dataset to train and validate prediction results using model simulation results. The cross-

validation method was carried out by categorizing the reported data from 1998 to 2013 as the 

training set and data from 2014 to 2016 as the validation set. Forecasting methods such as MA 

and AR were used to revise the prediction data. Final revised results could improve the accuracy 

of predictions in the validation set from 16.8% to 80.1% in each researched country. Brazil 

demonstrated the most accurate prediction results, with a revised average predicted deviation 

ratio of only 3.3% and an average predicted calibration of infection numbers of only 106.2. 

The final prediction was accomplished using both the PDE model simulation and revised model 

to predict VL prevalence for current VL-affected countries in the next four years (i.e., 2019–

2022). Simulation results predicted the global decline of VL prevalence due to the decreasing 

infected population in Asia, specifically in India, Bangladesh, and Nepal. VL prevalence in 

South America (mainly Brazil) is expected to remain stable; however, northern and eastern 

Africa demonstrated an increasing trend of VL infection cases.  

According to this research, the following suggestions were made concerning VL 

prevention: 

1. Specified VL prevention and control strategies should be emphasized for children and 

teenage age groups (age 0-20). 

2. The WHO and other health agencies should prioritize prevention in southern Asia, 

specifically the most severely affected areas in eastern and northern Africa. 

3. Successful VL prevention in India and Bangladesh should be generalized and 

publicized into Africa and Brazil. 

http://www.youdao.com/w/generalize/#keyfrom=E2Ctranslation
http://www.youdao.com/w/popularize/#keyfrom=E2Ctranslation
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4. More complete and standardized collecting and reporting of confirmed VL infection 

cases should be established, including consideration of age, gender, and geographical regions. 

5. The complete report system of VL cases should be completed in developing countries, 

especially Libya, Chad, Central African Republic, and the Democratic Republic of Congo.   

Future work should include two considerations. First, the PDE dynamic model and data-

revised methods were described as two processes in the current paper; however, the revised 

method should be considered a part of the PDE system, and collection between the dynamic 

model and real data should be reinforced. Second, the numerical control strategy should be 

discussed in extension research. Use of optimal control strategies or parameter control to reflect 

real-world VL prevention could help WHO estimate the effects of intervention strategies or 

actions. 
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Chapter 5 - A Memetic Algorithm for Solving Optimal Control 

Problems of Zika Virus Epidemic with Equilibriums and Backward 

Bifurcation Analysis 

Chapter 5 is based on the manuscript “A Memetic Algorithm for Solving Optimal 

Control Problems of Zika Virus Epidemic with Equilibriums and Backward Bifurcation 

Analysis” Published in Communications in Nonlinear Science and Numerical Simulation [35]. 

Abstract 

The large-scale outbreak of Zika virus in 2015–2016 attracted global attention. As of 

January 2018, 137,515 cases of Zika virus were confirmed in the United States and Brazil, and 

223,477 cases were confirmed in the world by PAHO and WHO. This paper utilizes an existed 

mathematics model in the Zika virus, then analyzes the stability and bifurcation by changing the 

closed population system to an open system. Moreover, this paper establishes an optimal control 

problem associated with the open population system based on several popular disease intervention 

strategies frequently used by public health agencies to mitigate the Zika epidemics.  Comparisons 

of traditional Pontryagin’s maximum principle and a new memetic algorithm are conducted for 

different intervention strategies. Also, our computational results suggest that continuous optimal 

control strategies may not be practical in real-world applications. Instead, the memetic algorithm-

based discrete is relatively easy to be implemented. 

Keywords: Zika virus, memetic algorithm, optimal control, bifurcation analysis, equilibrium. 

 5.1. Introduction 

The tropical Zika virus is a type of flavivirus similar to the yellow fever virus, dengue 

virus, and West Nile virus [194]. The Zika virus is primarily transmitted via bites of infected 
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female Aedes genus mosquitoes, but researchers have also discovered that the Zika virus can be 

transmitted sexually within the human population [195]. The first occurrence of the Zika virus was 

in Uganda in 1947, followed by reported epidemics in West Africa and Asia from the 1960s to the 

1980s. Then, the Zika virus was transmitted to India, Indonesia, Malaysia, and Pakistan (1969-

1983); the island of Yap (2007); French Polynesia (2013 -2014); Brazil (2015-2016) [196]. 

Millions of human cases of Zika virus infections have been reported from more than 20 countries 

around the world. For the epidemic in the Americas from 2015 to 2016, there are 137,515 cases of 

Zika virus confirmed in the United States and Brazil, and 223,477 cases were confirmed in the 

world [197]. 

Symptoms of Zika virus infection include rash, conjunctivitis, subjective fever, arthralgia, 

and arthritis [198]. Zika virus transmission also increases the prevalence of microcephaly in 

newborn infants of infected mothers [199]. Although health organizations and disease control 

centers spent significant human and financial resources to combat the global Zika epidemics, 

confirmed Zika vaccines were not in clinical use until 2017 [200]. For example, in the United 

States, the total economic impacts of the Zika virus in six southern states (i.e., Alabama, Florida, 

Georgia, Louisiana, Mississippi, and Texas) exceeded 5 billion dollars in 2016, the direct cost of 

Zika virus prevention surpassed 1.1 billion dollars that same year [201]. Disease control centers 

are continually seeking to efficiently utilize limited funds to reduce the impacts of Zika virus 

epidemics [202]. 

The outbreak at Brazil in 2015–2016 prompted researchers to focus more on modeling and 

numerical control of the Zika virus. Several Ordinary Differential Equation (ODE) dynamic 

systems were built to analyze both 2013–2014 French Polynesian Zika outbreak and 2015–2016 

South American Zika outbreak [203, 204]. Isea and Lonngren considered a model that can 
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simultaneously analyze dengue, chikungunya, and Zika virus [205]. Agusto et al. built a dynamic 

system to investigate the sexual transmission route of Zika [206], and other researchers tested 

various optimal control strategies to limit the transmission of the Zika virus [207, 208]. More 

widely, combinations of dynamic modeling and optimal control have also been applied to control 

various kinds of infectious diseases [41, 44, 209, 210]. 

This research focuses on the equilibrium and bifurcation analysis of a nonlinear dynamic 

system. Also, this research explored the optimal controls and related possible mitigating 

interventions regarding the epidemics caused by Zika virus. Firstly, the disease-free and endemic 

equilibriums are discussed for the given system and equilibrium conditions of the disease 

reproductive rate, 𝑅0 , and backward bifurcation were investigated. Secondly, three classes of 

commonly control strategies were introduced, including the release of insects with dominant 

lethality (RIDL), the use of endosymbiotic bacteria (Wolbachia) to prevent arboviruses replicating 

within the mosquitoes, and infection rate reduction among the human population via sexual 

contacts. Then, this paper compares three control strategies to mitigate different patterns of Zika 

virus epidemics. In this research, the Pontryagin’s maximum principle was used initially to solve 

the optimal disease control problem while minimizing the negative influence of Zika virus in a 

convex objective function. Then, considering possible non-convex objective functions may exist 

in other specific cases, a new memetic algorithm (MA) was designed to compare with the 

conventional optimal control method and limit the transmission of Zika virus. Computational 

results from simulation experiments shown that the proposed Memetic Algorithm is more effective 

for the discrete step control strategies with additional implementation constraints.  

The rest of this chapter is organized as follows. Section 5.2 introduces the underlying 

mathematical model of Zika virus with an open population system. Section 5.3 analyzes 
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corresponding disease equilibrium and bifurcation for the mathematical model. The main results 

of finding effective optimal Zika epidemics control/intervention strategies are presented in Section 

5.4. Finally, conclusions and future research work are summarized in Section 5.5.  

 5.2. Mathematical Model of Zika Virus 

This section extends the ODE Zika dynamic system proposed by Gao et al. [204] from a 

closed population model to an open population model. Since an extended period of study is 

considered in this research, to ensure the simulation meaningful and accurate insights of the reality, 

we changed the closed population model to the open population model. Figure 1. explains the 

relationship between system variables, which includes 𝑆ℎ(𝑡) (susceptible human), 𝐸ℎ(𝑡) (exposed 

human), 𝐼ℎ1(𝑡)  (symptomatically infected human), 𝐼ℎ2(𝑡)  (convalescent human), 𝐴ℎ(𝑡) 

(asymptomatically infected human), 𝑅ℎ(𝑡) (recovered human), 𝑆𝑣(𝑡) (susceptible vectors), 𝐸𝑣(𝑡) 

(exposed vectors) and 𝐼𝑣(𝑡) (infectious vectors). The blue solid lines represent the infection and 

recovery processes for both humans and vectors; blue dash lines represent the sexual transmissions 

among the human population; red dash lines represent the Zika Virus transmissions between 

humans and vectors. 

 

Figure 5. 1 System diagram of Zika virus transmission model 
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The underlying assumptions of modeling include the following: (1) Symptomatically 

infected populations are contagious to humans (via sexual transmission) and mosquitoes (via 

biting) during the incubation period. (2) Symptomatic humans are more contagious to the 

susceptible population and mosquitoes after the incubation periods. (3) An asymptomatically 

infected population presumably cannot infect humans and susceptible populations. (4) The sexual 

ratio of humans is 1:1, and the difference of epidemiological factors between genders is negligible. 

(5) Consider the short lifespan of the mosquitoes; this model doesn’t include the recovered state 

for infected mosquitoes.  

According to preceding assumptions [204, 206-208], the ODE dynamic system in this 

model is in the form of SEIR (susceptible, exposed, infectious, and recovered), as shown in Eqs. 

(5.1)–(5.9), where the human population can be classified as 𝑆ℎ(𝑡) , 𝐸ℎ(𝑡), 𝐼ℎ1(𝑡), 𝐼ℎ2(𝑡), 𝐴ℎ(𝑡), 

and 𝑅ℎ(𝑡). The total number of humans at time 𝑡 is defined as 𝑁ℎ(𝑡) = 𝑆ℎ(𝑡) + 𝐸ℎ(𝑡) + 𝐼ℎ1(𝑡) +

𝐼ℎ2(𝑡) + 𝐴ℎ(𝑡) + 𝑅ℎ(𝑡); where the mosquito population is classified as 𝑆𝑣(𝑡), 𝐸𝑣(𝑡), and 𝐼𝑣(𝑡). 

The total number of mosquitoes at time 𝑡 is defined as 𝑁𝑣(𝑡) = 𝑆𝑣(𝑡) + 𝐸𝑣(𝑡) + 𝐼𝑣(𝑡). Paramter 

descriptions are listed in Table 5.1. 

𝑑𝑆ℎ

𝑑𝑡
= 𝜆ℎ − 𝑎𝑏

𝐼𝑣

𝑁ℎ
𝑆ℎ − 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
𝑆ℎ − 𝜇ℎ𝑆ℎ   (5.1) 

𝑑𝐸ℎ

𝑑𝑡
= 𝜃 (𝑎𝑏

𝐼𝑣

𝑁ℎ
𝑆ℎ + 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
𝑆ℎ) − 𝑣ℎ𝐸ℎ − 𝜇ℎ𝐸ℎ  (5.2) 

𝑑𝐼ℎ1

𝑑𝑡
= 𝑣ℎ𝐸ℎ − 𝛾ℎ1𝐼ℎ1 − 𝜇ℎ𝐼ℎ1     (5.3) 

𝑑𝐼ℎ2

𝑑𝑡
= 𝛾ℎ1𝐼ℎ1 − 𝛾ℎ2𝐼ℎ2 − 𝜇ℎ𝐼ℎ2     (5.4) 

𝑑𝐴ℎ

𝑑𝑡
= (1 − 𝜃) (𝑎𝑏

𝐼𝑣

𝑁ℎ
𝑆ℎ + 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
𝑆ℎ) − 𝛾ℎ𝐴ℎ − 𝜇ℎ𝐴ℎ  (5.5) 

𝑑𝑅ℎ

𝑑𝑡
= 𝛾ℎ2𝐼ℎ2 + 𝛾ℎ𝐴ℎ − 𝜇ℎ𝑅ℎ     (5.6) 

𝑑𝑆𝑣

𝑑𝑡
= 𝜇𝑣𝑁𝑣 − 𝑎𝑐

𝜂𝐸ℎ+𝐼ℎ1

𝑁ℎ
𝑆𝑣 − 𝜇𝑣𝑆𝑣     (5.7) 

𝑑𝐸𝑣

𝑑𝑡
= 𝑎𝑐

𝜂𝐸ℎ+𝐼ℎ1

𝑁ℎ
𝑆𝑣 − (𝑣𝑣 + 𝜇𝑣)𝐸𝑣      (5.8) 

𝑑𝐼𝑣

𝑑𝑡
= 𝑣𝑣𝐸𝑣 − 𝜇𝑣𝐼𝑣       (5.9) 

Table 5. 1 Parameter descriptions and values 

Parameter Description Range Value Reference 
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λh Recruitment rate of susceptible humans Depends 

on places 

2000 [211] 

a Mosquito biting rate (bites per mosquito per 

day) 

0.3–1 0.5 [212] 

 

b 

Transmission probability from an infected 

mosquito to a susceptible human per bite 

0.1–0.75 0.4 [212] 

 

c 

Transmission probability from an 

asymptomatically infected human to a 

susceptible mosquito per bite 

0.3–0.75 0.5 [213] 

η Relative human-to-mosquito transmission 

probability of exposed humans to 

symptomatically infected humans 

0–0.3 0.1 [204, 214] 

β Transmission probability from susceptible 

humans to symptomatically infected humans  

0.001–0.1 0.004 [204, 214] 

κ Relative human-to-human transmissibility of 

exposed humans to symptomatic humans 

0–1 0.6 [204, 214] 

τ Relative human-to-human transmission 

probability of convalescent to symptomatic 

humans 

0–1 0.3 [204, 214] 

θ Proportion of symptomatic infections 0.10–0.27 0.18 [198] 

m Average ratio of mosquitoes to humans 

(mosquitoes per human) 

1–10 5 [215] 

1
vh

⁄  Intrinsic incubation period in humans (days) 2–7 5 [216] 

1
vv

⁄  Extrinsic incubation period in mosquitoes 

(days) 

8–12 10 [212] 

1
γh1

⁄  Duration of acute phase (days) 3–7 5 [216] 

1
γh2

⁄  Duration of convalescent phase (days) 14–30 20 [195, 217] 

1
γh

⁄  Duration of asymptomatic infection (days) 5–10 7 [204] 

1
μv

⁄  Mosquito lifespan (days) 4–50 20 [212, 213] 

1
μh

⁄  Human lifespan (years) 30-122 79 [218, 219] 
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 5.3. Stability and Bifurcation Analysis 

 5.3.1 Disease-Free Equilibrium Analysis 

The Disease-Free Equilibrium (DFE) point in the given ODE dynamic system (Eqs. (5.1)–

(5.9)) is located at the system stable points, where 𝐸ℎ = 𝐼ℎ1 = 𝐼ℎ2 = 𝐸𝑣 = 𝐼𝑣 = 0. 

Assumed 𝐸∗ = (𝑆ℎ
∗, 𝐸ℎ

∗, 𝐼ℎ1
∗, 𝐼ℎ2

∗, 𝐴ℎ
∗, 𝑅ℎ

∗, 𝑆𝑣
∗, 𝐸𝑣

∗, 𝐼𝑣
∗ )  as the DFE point, then it 

reached the disease-free condition 𝐸∗ = (𝑆ℎ
∗, 0,0,0, 𝐴ℎ

∗, 𝑅ℎ
∗, 𝑆𝑣

∗, 0,0).  Since 𝐸∗  is in a stable 

status, it can satisfy 
𝑑𝑆ℎ

𝑑𝑡
=

𝑑𝐸ℎ

𝑑𝑡
=

𝑑𝐼ℎ1

𝑑𝑡
=

𝑑𝐼ℎ2

𝑑𝑡
=

𝑑𝐴ℎ

𝑑𝑡
=

𝑑𝑅ℎ

𝑑𝑡
=

𝑑𝑆𝑣

𝑑𝑡
=

𝑑𝐸𝑣

𝑑𝑡
=

𝑑𝐼𝑣

𝑑𝑡
= 0. Therefore, the 

generalized DFE point is  

𝐸∗ = (𝜆ℎ 𝜇ℎ⁄ , 0,0,0,0,0, 𝜆𝑣 𝜇𝑣⁄ , 0,0).    (5.10) 

𝐸∗ can also include extreme situations such as no mosquitoes in the research area (𝜆𝑣 = 0) 

or no newly born humans in the research time (𝜆ℎ = 0), although these extreme situations may 

never occur in the real world. 

To calculate 𝑅0, the ODE dynamic system (Eqs. (5.1)–(5.9)) can be divided into nonlinear 

part 𝐹 and linear part 𝑉 . For general point 𝑥 =

(𝑆ℎ(𝑡), 𝐸ℎ(𝑡), 𝐼ℎ1(𝑡), 𝐼ℎ2(𝑡), 𝐴ℎ(𝑡), 𝑆𝑣(𝑡), 𝐸𝑣(𝑡), 𝐼𝑣(𝑡), 𝑅ℎ(𝑡)), the system can be transformed as 

follows: 

�̇� = 𝐹(𝑥) − 𝑉(𝑥),     (5.11) 

where  
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𝐹 =

(

 
 
 
 
 
 
 
 
 

−(𝑎𝑏
𝐼𝑣

𝑁ℎ
+ 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
)𝑆ℎ

𝜃(𝑎𝑏
𝐼𝑣

𝑁ℎ
+ 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
)𝑆ℎ

0
0

(1 − 𝜃)(𝑎𝑏
𝐼𝑣

𝑁ℎ
+ 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
)𝑆ℎ

−𝑎𝑐
𝜂𝐸ℎ+𝐼ℎ1

𝑁ℎ

𝑎𝑐
𝜂𝐸ℎ+𝐼ℎ1

𝑁ℎ

0
0 )

 
 
 
 
 
 
 
 
 

   (5.12) 

𝑉 =

(

 
 
 
 
 
 

−𝜆ℎ + 𝜇ℎ𝑆ℎ

𝑣ℎ𝐸ℎ + 𝜇ℎ𝐸ℎ

−𝑣ℎ𝐸ℎ + 𝛾ℎ1𝐼ℎ1 + 𝜇ℎ𝐼ℎ1

−𝛾ℎ1𝐼ℎ1 + 𝛾ℎ2𝐼ℎ2 + 𝜇ℎ𝐼ℎ2

𝛾ℎ𝐴ℎ + 𝜇ℎ𝐴ℎ

−𝜆𝑣 + 𝜇𝑣𝑆𝑣

𝑣𝑣𝐸𝑣 + 𝜇𝑣𝐸𝑣

−𝑣𝑣𝐸𝑣 + 𝜇𝑣𝐼𝑣
−𝛾ℎ2𝐼ℎ2 − 𝛾ℎ𝐴ℎ + 𝜇ℎ𝑅ℎ )

 
 
 
 
 
 

    (5.13) 

The derivatives of 𝐹  and 𝑉  should also be considered. The remaining dimensions of 

𝐹 and 𝑉 are zero, which corresponds to 𝑅ℎ(𝑡) in 𝑥. To simplify, only the first eight dimensions of 

𝐹  and 𝑉  is considered: 𝑆ℎ(𝑡), 𝐸ℎ(𝑡), 𝐴ℎ(𝑡), 𝑆𝑣(𝑡), 𝐸𝑣(𝑡), 𝐼ℎ1(𝑡), 𝐼ℎ2(𝑡), 𝐼𝑣(𝑡) . Therefore, the 

derivatives of 𝐹 and 𝑉 can be simplified using the following matrix: 

�̇� =
𝑑𝐹

𝑑𝑥
(𝐸∗) = (

𝐹1 0
0 0

)     (5.14) 

�̇� =
𝑑𝑉

𝑑𝑥
(𝐸∗) = (

𝑉1 0
𝑉2 𝑉3

)     (5.15) 

To calculate 𝑅0, 𝑉2 and 𝑉3 are not considered since the corresponding position of �̇� matrix 

is zero. At the 𝐸∗, 𝐹1 and 𝑉1 are  
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𝐹1 =

[
 
 
 
 
 
 
 
0 −𝛽𝜅
0       𝜃𝛽𝜅      

−𝛽 −𝛽𝜏
        𝜃𝛽           𝜃𝛽𝜏    

0 0
0          0         

0 0
        0            0    

0 0
0 0

0 −𝑎𝑏
0     𝜃𝑎𝑏    

0 0
0 0

0        0       
0 0

0 (1 − 𝜃)𝛽𝜅
0 0

(1 − 𝜃)𝛽 (1 − 𝜃)𝛽𝜏
      0 0

0 −𝑎𝑐𝜂𝜇ℎ/𝜆ℎ

0 𝑎𝑐𝜂𝜇ℎ/𝜆ℎ

−𝑎𝑐𝜇ℎ/𝜆ℎ       0      
𝑎𝑐𝜇ℎ/𝜆ℎ 0

0 0
0 0

0 (1 − 𝜃)𝑎
0 0

0 0
0 0

0        0       
0 0 ]

 
 
 
 
 
 
 

  (5.16) 

𝑉1 =

[
 
 
 
 
 
 
 
𝜇ℎ 0
0 𝑣ℎ + 𝜇ℎ

   0            0   
    0          0

0 −𝑣ℎ

0       0      

𝛾ℎ1 + 𝜇ℎ 0
−𝛾ℎ1 𝛾ℎ2 + 𝜇ℎ

0   0
    0          0   

0    0
  0      0

0      0     
      0     0

0     0
 0       0

0        0       
0 0

   0             0
0          0

0        0       
0 0

         0             0      
0    0      

𝛾ℎ + 𝜇ℎ   0
0 𝜇𝑣

      0      0
0 0

      0        0 
0 0

𝑣𝑣 + 𝜇𝑣 0
−𝑣𝑣 𝜇𝑣]

 
 
 
 
 
 
 

 (5.17) 

Then 

𝑉1
−1 =

[
 
 
 
 
 
 
 
 
𝑘1      0      
0 𝑘2

   0      0
   0       0

0 𝑣ℎ𝑘2𝑘3

0 0

𝑘3 0  
𝑦ℎ1𝑘3𝑘4 𝑘4

0   0
0     0  

0       0
  0          0

0   0
0     0  

0       0
  0          0

0       0         
0 0   

  0      0
0    0

0       0         
0 0   

   0       0  
0    0  

𝑘5 0
0  𝑘6

0      0
    0        0

0     0  
0     0  

𝑘7 0
𝑣𝑣𝑘6𝑘7 𝑘6]

 
 
 
 
 
 
 
 

   (5.18) 

where 𝑘1 = 1 𝜇ℎ⁄ ; 𝑘2 = 1 (𝑣ℎ + 𝜇ℎ)⁄ ;  𝑘3 = 1 (𝛾ℎ1 + 𝜇ℎ);⁄  𝑘4 = 1 (𝛾ℎ2 + 𝜇ℎ);⁄ 𝑘5 =

1 (𝛾ℎ + 𝜇ℎ);  𝑘6 = 1 𝜇𝑣; ⁄⁄ 𝑘7 = 1 (𝑣𝑣 + 𝜇𝑣⁄ ). 

𝑅0 is defined as the nonnegative eigenvalue of 𝐹1𝑉1
−1: 

𝑅0 =
𝜃𝛽𝜅𝑘2+√(𝜃𝛽𝜅 𝑘2)2+4𝜃𝑎2𝑏𝑐𝜇ℎ𝑘2𝑘6(𝜂+𝑣ℎ𝑘3)(1−𝑣𝑣𝑘7)/𝜆ℎ

2
   (5.19) 

According to the theorem of regrading local asymptotical stability [54]. For DFE point 𝐸∗, 

if 𝑅0 ≤ 1, then 𝐸∗ is locally asymptotically stable; if 𝑅0 > 1, then 𝐸∗ is unstable.  
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 5.3.2 Endemic Equilibrium and Bifurcation 

Previous research analyzed backward bifurcation in a variety of epidemic dynamic systems 

[50, 174]. In order to discuss the backward bifurcation for the ODE dynamic system in Eqs. (5.1)–

(5.9), the endemic equilibrium points must be identified and analyzed. Assume an endemic 

equilibrium exists in 𝐸∗∗ = (𝑆ℎ
∗∗,  𝐸ℎ

∗∗,  𝐼ℎ1
∗∗, 𝐼ℎ2

∗∗, 𝐴ℎ
∗∗, 𝑅ℎ

∗∗, 𝑆𝑣
∗∗, 𝐸𝑣

∗∗,  𝐼𝑣
∗∗) . Since 𝐸∗∗  is 

stable, it can satisfy 
𝑑𝑆ℎ

𝑑𝑡
=

𝑑𝐸ℎ

𝑑𝑡
=

𝑑𝐼ℎ1

𝑑𝑡
=

𝑑𝐼ℎ2

𝑑𝑡
=

𝑑𝐴ℎ

𝑑𝑡
=

𝑑𝑅ℎ

𝑑𝑡
=

𝑑𝑆𝑣

𝑑𝑡
=

𝑑𝐸𝑣

𝑑𝑡
=

𝑑𝐼𝑣

𝑑𝑡
= 0 .  Let 𝜃𝑚ℎ =

𝑎𝑏
𝐼𝑣

𝑁ℎ
 represents the infection rate of human by mosquito; then 𝜃ℎℎ = 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
 represents the 

infection rate of human by human and 𝜃ℎ𝑚 = 𝑎𝑐
𝜂𝐸ℎ+𝐼ℎ1

𝑁ℎ
 represents the infection rate of mosquito 

by human. 

Solving the system of equations at its steady-state, results  can be summarized  as follows: 

𝑆ℎ
∗∗ =

𝜆ℎ

𝜃𝑚ℎ+𝜃ℎℎ+𝜇ℎ
       (5.20) 

𝐸ℎ
∗∗ =

𝜃𝜆ℎ(𝜃𝑚ℎ+𝜃ℎℎ)

(𝜃𝑚ℎ+𝜃ℎℎ+𝜇ℎ)
𝑘2      (5.21) 

𝐼ℎ1
∗∗ =

𝜃𝜆ℎ𝑣ℎ(𝜃𝑚ℎ+𝜃ℎℎ)

(𝜃𝑚ℎ+𝜃ℎℎ+𝜇ℎ)
𝑘2𝑘3      (5.22) 

𝐼ℎ2
∗∗ =

𝜃𝜆ℎ𝑣ℎ𝛾ℎ1(𝜃𝑚ℎ+𝜃ℎℎ)

(𝜃𝑚ℎ+𝜃ℎℎ+𝜇ℎ)
𝑘2𝑘3𝑘4     (5.23) 

𝐴ℎ
∗∗ =

(1−𝜃)𝜆ℎ(𝜃𝑚ℎ+𝜃ℎℎ)

(𝜃𝑚ℎ+𝜃ℎℎ+𝜇ℎ)
𝑘5      (5.24) 

𝑅ℎ
∗∗ = (

𝜃𝜆ℎ𝑣ℎ𝛾ℎ1𝛾ℎ2(𝜃𝑚ℎ+𝜃ℎℎ)

(𝜃𝑚ℎ+𝜃ℎℎ+𝜇ℎ)
𝑘2𝑘3𝑘4 +

(1−𝜃)𝜆ℎ𝛾ℎ(𝜃𝑚ℎ+𝜃ℎℎ)

(𝜃𝑚ℎ+𝜃ℎℎ+𝜇ℎ)
𝑘5)𝑘1 (5.25) 

𝑆𝑣
∗∗ =

𝜆𝑣

𝜃ℎ𝑚+𝜇𝑣
        (5.26) 

𝐸𝑣
∗∗ =

𝜃ℎ𝑚𝜆𝑣

𝜃ℎ𝑚+𝜇𝑣
𝑘7       (5.27) 

𝐼𝑣
∗∗ =

𝜃ℎ𝑚𝜆𝑣𝑣𝑣

𝜃ℎ𝑚+𝜇𝑣
𝑘6𝑘7       (5.28) 

𝑁ℎ
∗∗ = 𝜆ℎ𝑘1        (5.29) 
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𝑁𝑣
∗∗ = 𝜆𝑣𝑘6       (5.30) 

Eqs. (5.20)–(5.30) show that the endemic equilibrium 𝐸∗∗ is identical to DFE 𝐸∗ if 𝜃𝑚ℎ =

𝜃ℎℎ = 𝜃ℎ𝑚 = 0. If 𝜃𝑚ℎ , 𝜃ℎℎ, 𝜃ℎ𝑚 are not equal to zero, then Eqs. (5.20)–(5.30) can be substituted 

into 𝜃𝑚ℎ , 𝜃ℎℎ, and 𝜃ℎ𝑚: 

𝜃𝑚ℎ =
𝑘1𝜃ℎℎ

2+[1−𝛽𝜃𝑘2(𝜅+𝑣ℎ𝑘3+𝜏𝑣ℎ𝛾ℎ1𝑘3𝑘4)]𝜃ℎℎ

𝛽𝜃𝑘2(𝜅+𝑣ℎ𝑘3+𝜏𝑣ℎ𝛾ℎ1𝑘3𝑘4)−𝑘1𝜃ℎℎ
  (5.31) 

𝜃ℎℎ =
𝜆𝑣𝑘6(𝜃𝑚ℎ+𝜇ℎ)𝜃ℎ𝑚−𝑎𝑐𝜃𝜆ℎ𝑘2(𝜂+𝑣ℎ𝑘3)𝜃𝑚ℎ

𝑎𝑐𝜃𝜆ℎ𝑘2(𝜂+𝑣ℎ𝑘3)−𝜃ℎ𝑚
   (5.32) 

𝜃ℎ𝑚 =
𝜆ℎ𝑘1𝜇𝑣𝜃𝑚ℎ

𝑎𝑏𝜆𝑣𝑣𝑣𝑘7−𝜆ℎ𝑘1𝜃𝑚ℎ
     (5.33) 

If Eqs. (5.31) and (5.33) are substituted into Eq. (5.32) and the zero solution is abbreviated, 

then 

𝑎0𝜃ℎℎ
2 + 𝑏0𝜃ℎℎ + 𝑐0 = 0,     (5.34) 

where 𝑎0 = 𝑘1
2𝑘6𝜆𝑣 − 𝑘1

3𝜆ℎ𝜇𝑣,  𝑏0 = 𝜃𝛽𝑘2(𝜅 + 𝑣ℎ𝑘3 + 𝜏𝑣ℎ𝛾ℎ1𝑘3𝑘4)(𝜆ℎ𝑘1𝜇𝑣 +

2𝑘1
2𝜆ℎ𝜇𝑣 − 2𝜆𝑣𝑘1𝑘6) − 𝜆ℎ𝑘1𝜇𝑣 + 2𝜆𝑣𝑘1𝑘6 + 𝑘1

2𝜆ℎ𝑎𝑐𝜃𝜆ℎ𝑘2(𝜂 + 𝑣ℎ𝑘3), 𝑐0 =

𝜃𝛽𝑘2(𝜅 + 𝑣ℎ𝑘3 + 𝜏𝑣ℎ𝛾ℎ1𝑘3𝑘4)[(𝜆𝑣𝑘6 − 𝜆ℎ𝑘1𝜇𝑣)𝜃𝛽𝑘2(𝜅 + 𝑣ℎ𝑘3 + 𝜏𝑣ℎ𝛾ℎ1𝑘3𝑘4) + 1]. 

Based on the quadratic Eq. (5.34), 𝜃ℎℎ may have multiple solutions, and when the solutions 

are applied to Eqs. (5.31)–(5.33) the given system may have multiple endemic equilibriums.  

Lemma 5.1: 

The system has 

(i): One unique endemic equilibrium at 𝜃ℎℎ = −𝑏0/𝑎0 if 𝑏0 < 0 and 𝑐0 = 0; 

(ii): One unique endemic equilibrium at 𝜃ℎℎ = −𝑏0/2𝑎0 if 𝑏0
2 − 4𝑎0𝑐0 = 0; 
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(iii): Two unique endemic equilibriums at 𝜃ℎℎ = (−𝑏0 ± √𝑏0
2 − 4𝑎0𝑐0)/2𝑎0  if 𝑏0 <

0 and 𝑐0 > 0 and 𝑏0
2 − 4𝑎0𝑐0 > 0; 

(iv): No endemic equilibrium. 

For verification, we use the parameters in their possible ranges and consider 𝑎 = 0.4, 𝑏 =

0.5, 𝑐 = 0.4, 𝜂 = 0.2, 𝛽 = 0.05, 𝜅 = 0.4, 𝜏 = 0.5,𝑚 = 6, 𝑣ℎ = 0.3, 𝑣𝑣 = 0.1, 𝛾ℎ1 = 0.25, 𝛾ℎ2 =

0.05, 𝛾ℎ = 0.01, 𝜇𝑣 = 0.07, 𝜇ℎ = 0.00003, 𝜆𝑣 = 1.  If 𝜃  is the free variable, then endemic 

equilibrium bifurcation appears at point 𝜃1 around 𝜃 = 6.6, satisfying 𝑏0
2 − 4𝑎0𝑐0 = 0 (as shown 

in Figure 5.2). One endemic equilibrium (bottom red line in Figure 5.2) 𝜃ℎℎ = (−𝑏0 −

√𝑏0
2 − 4𝑎0𝑐0)/2𝑎0 merges with the DFE (blue line in Figure 5.2) at point 𝜃2 around 𝜃 = 11.8, 

another endemic equilibrium (top red line in Figure 5.2) is 𝜃ℎℎ = (−𝑏0 + √𝑏0
2 − 4𝑎0𝑐0)/2𝑎0. 

Resulting in only one equilibrium (DFE) when 𝜃 < 𝜃1, two equilibrium points (one DFE and one 

endemic equilibrium)  when 𝜃 = 𝜃1 , three equilibrium points (one DFE and two endemic 

equilibriums) when 𝜃1 < 𝜃 < 𝜃2 , and two equilibrium points (one DFE and one endemic 

equilibrium) when 𝜃 ≥ 𝜃2. 

 

Figure 5. 2 Endemic equilibrium bifurcation  
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 5.4. Control Strategies and Optimization 

 5.4.1 Control Strategies for Zika Virus and Corresponding Efficacies 

Although the vaccination has proven to be one of the most useful strategies to restrain 

epidemic transmission, no confirmed vaccines of the Zika virus are in clinical use so far [200]. 

Several vaccination research teams have finished preclinical studies in animals and begun research 

on phase 1 trial studies in humans [220-222]. A team from the National Institute of Allergy and 

Infectious Diseases (NIAID) launched phase 2 clinical trials in March 2017, with an estimated 

completion date in 2019 [223]. 

Lack of effective Zika virus vaccines has led to the utilization of traditional disease control 

strategies, such as insecticide spraying and destruction of larval breeding [224, 225]. One general 

strategy, the release of insects with dominant (RIDL), involves the release of insects carrying 

dominant lethality genes to introduce a repressible lethal gene into the mosquito population [226]. 

Another novel control strategy uses endosymbiotic bacteria (Wolbachia) to prevent arboviruses 

replicating within the mosquitoes [227]. Both strategies can be used to control the population of 

infectious mosquitoes. In 2011, Foy discovered that the Zika virus is also sexually transmitted 

among human beings [228]; this evidence was confirmed in 2015 [195]. Therefore, the population 

of infect human can also be reduced by decreasing the frequency of sexual contact. 

Based on previous research, this paper considers three generalized classes of controls: 𝑢1 

is the control (in percentage) that can improve the death rate of the mosquito population (e.g., 

spraying and RIDL [226]); 𝑢2 is the control (in percentage) that can reduce the infectious rate of 

a susceptible mosquito (e.g., Wolbachia [227]); and 𝑢3  is the control (in percentage) that can 

reduce the infection rate among the human population via sexual contacts, such as uses of 
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protection [228]. Therefore, system parameters 𝜇𝑣, 𝑐, and 𝛽 in Eqs. (5.1)–(5.9) are transformed 

into 𝜇𝑣
∗, 𝑐∗ 𝑎𝑛𝑑 𝛽∗, where 𝜇𝑣

∗ = 𝜇𝑣(1 + 𝑢1), 𝑐
∗ = 𝑐(1 − 𝑢2), 𝛽

∗ = 𝛽(1 − 𝑢3). 

The disease reproductive rate, R0, is frequently used as a metric of control efficiencies 

because R0 is an essential measurement of infectious disease transmissions vs. recoveries. 

Suggested by the existing literature, R0 is positively correlated to several control strategies or 

interventions [229]. The higher reproductive rate reflects the underlying diaseas has higher ability 

to spread if uncontrolled . To observe the disease transmission ability under control strategies, R0 

in Eqs. (5.19) is updated to 𝑅0
∗ by adding control variables (i.e., 𝑢1, 𝑢2, and 𝑢3) as following.  

𝑅0
∗ =

𝜃𝛽∗𝜅𝑘2+√(𝜃𝛽∗𝜅 𝑘2)2+4𝜃𝑎2𝑏𝑐∗𝜇ℎ𝑘2𝑘6(𝜂+𝑣ℎ𝑘3)(1−(𝑣𝑣/(𝑣𝑣+𝜇𝑣
∗)))/𝜆ℎ

2
  (5.35) 

With fixed system parameters in Eq. (5.35), 𝑅0
∗ is a function of the three control variables 

(i.e., 𝑢1, 𝑢2, and 𝑢3). Therefore, the variation of 𝑅0
∗ can be observed by adjusting each control  to 

demonstrate the efficacies of each control strategy.  

 

Figure 5. 3 The efficacies of each control strategy 

Figure 5.3. shows that reducing the Zika infection rate of the susceptive mosquito (𝑢2) is 

the most effective control strategy because maximizing 𝑢2  results in the lowest 𝑅0
∗ . On the 

contrary, controlling human sexual contacts shown to have little impacts on Zika transmission 
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since 𝑅0
∗ is not sensitive to 𝑢3. The efficacy of 𝑢1 remains limited despite the reasonable control 

strategy of increasing the death rate of the mosquito population. 

 5.4.2 Optimal Control Problem to Limit Zika Transmission 

Although controlling the infection rate of the susceptive mosquito (𝑢2) is known to be the 

most effective control strategy for Zika, disease control centers and health organizations cannot 

only execute the control strategy to maximize 𝑢2 because an efficient control strategy should be 

able to mitigate the underlying reproductive rate of Zika and minimize corresponding costs at the 

same time. The costs of executing control 𝑢2 frequently are prohibitively high when comparing to 

the subsequent benefits. Therefore, in this paper, an optimal control problem is proposed to 

determine a trade-off between the spread of a Zika epidemic while minimizing the cost of 

prevention. 

The costs of controls for 𝑢1, 𝑢2, and 𝑢3 are defined as 𝑐1, 𝑐2, and 𝑐3, respectively. Also, the 

clinical costs to cure symptomatically infections 𝐼ℎ1 and convalescent infections 𝐼ℎ2 are defined as 

 𝑐4 and 𝑐5, respectively, the objective function of the optimal control problem can be written as:  

Minimize 𝐽(𝑢1, 𝑢2, 𝑢3) = ∫ 𝑐1𝑢1
2(𝑡) + 𝑐2𝑢2

2(𝑡) + 𝑐3𝑢3
2(𝑡) + 𝑐4

𝑡𝑓
𝑡0

𝐼ℎ1(𝑡) + 𝑐5𝐼ℎ2(𝑡)𝑑𝑡 (5.36) 

Subject to the set of constraints, 𝑔𝑖 = 0, i = 1, …, 9, defined by right-hand-side of Eqs. 

(5.1)–(5.9), but 𝑐∗ 𝑎𝑛𝑑 𝛽∗  replace 𝑐 and 𝛽  and 𝜇𝑣
∗  replaces the death rate of the mosquito 

population, 𝜇𝑣. 

 5.4.3 Pontryagin’s maximum principle to solve the revised Optimal Control 

Problem 

Pontryagin’s maximum principle (PMP) is traditionally used to solve the optimal control problem 

mathematically [230], and then forward and backward iterations can be utilized to solve the 
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approximate numerical optimal control solution [41, 50]. Utilizing the PMP, the Hamilton–Jacobi–

Bellman equation 𝐻 of J (from Eq. (36)) is defined as: 

𝐻 = 𝑐1𝑢1
2(𝑡) + 𝑐2𝑢2

2(𝑡) + 𝑐3𝑢3
2(𝑡) + 𝑐4𝐼ℎ1(𝑡) + 𝑐5𝐼ℎ2(𝑡) + ∑ 𝜆𝑖

9
𝑖=1 𝑔𝑖  (5.37) 

where 𝑔𝑖 is the right-hand-side of the system Eqs. (5.1)-(5.9) with controllable 

parameters 𝜇𝑣
∗, 𝑐∗ 𝑎𝑛𝑑 𝛽∗, where 𝜇𝑣

∗ = 𝜇𝑣(1 + 𝑢1), 𝑐
∗ = 𝑐(1 − 𝑢2), 𝛽

∗ = 𝛽(1 − 𝑢3); 𝜆𝑖 is an 

adjoint function corresponds to each 𝑔𝑖. Each 𝜆𝑖 satisfies the following constricted trajectory: 

𝑑𝜆𝑖

𝑑𝑡
= −

𝑑𝐻

𝑑𝑥𝑖
      (5.38) 

where 𝑥𝑖 represents the 𝑖th system variable from Eqs. (5.1)-(5.9). For example, 𝑥1 

represents the susceptive human 𝑆ℎ. Also, at the terminal time 𝑡𝑓, 𝜆𝑖 satisfies the transversality 

condition: 

𝜆𝑖 (𝑡𝑓) = 0      (5.39) 

Because of 𝐻 is a quadratic function to the control variables 𝑢𝑖, when 𝑐𝑖 > 0 the global 

optimization point exists at 
𝑑𝐻

𝑑𝑢𝑖
= 0. Therefore, the optimal functions for each control variables 

are shown as follow: 

𝑢1
∗(𝑡) =

𝜇𝑣 ∗ (𝜆7 ∗ 𝑆𝑣 + 𝜆8 ∗ 𝐸𝑣 + 𝜆9 ∗ 𝐼𝑣)
2𝑐1

⁄      (5.40) 

𝑢2
∗(𝑡) =

(𝜆8 − 𝜆7) ∗ 𝑎 ∗ 𝑐 ∗ 𝑁ℎ ∗ 𝑆ℎ ∗ (𝜂 ∗ 𝐸ℎ + 𝐼ℎ2)
2𝑐2

⁄     (5.41) 

𝑢3
∗(𝑡) =

𝛽 ∗ 𝑁ℎ ∗ 𝑆ℎ ∗ (𝜅 ∗ 𝐸ℎ + 𝐼ℎ1 + 𝜏𝐼ℎ2) ∗ (𝜆2 ∗ 𝜃 + 𝜆5 ∗ (1 − 𝜃) − 𝜆1)
2𝑐3

⁄  (5.42) 

In Eqs. (5.40)–(5.42), 𝑢𝑖
∗(𝑡) are the control variables of time 0 ≤ t ≤ tf.. To obtain the stable 

results of the optimal control problem, the forward-and-backward iterations are required. The 

details of the forward-and-backward iteration algorithm are shown as follow: 
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Table 5. 2 Forward and backward iteration algorithm 

Procedure code for solving epidemic optimal control problem using Pontryagin’s maximum principle 

Begin 

     Initialize: Set an initial control strategy for each time 𝑡0 ≤ 𝑡 ≤ 𝑡𝑓, usually set 𝑢𝑖(𝑡) as a constant 𝑐 

     While (termination conditions are not satisfied) 

          // forward iteration for calculating state variables 

          For each time period 𝑡0 ≤ 𝑡 ≤ 𝑡𝑓 

               Using the Runge-Kutta method to solve the ODE Eqs. (1)-(9) with parameters 𝜇𝑣
∗, 𝑐∗ 𝑎𝑛𝑑 𝛽∗, obtain the 

system variable values (𝑆ℎ(𝑡), 𝐸ℎ(𝑡), 𝐼ℎ1(𝑡), 𝐼ℎ1(𝑡), 𝐴ℎ(𝑡), 𝑅ℎ(𝑡), 𝑆𝑣(𝑡), 𝐸𝑣(𝑡), 𝐼𝑣(𝑡)) at each discrete time period 

          End 

          // backward iteration for calculating the adjoint function and control variables 

          For each time period  𝑡𝑓 ≥ 𝑡 ≥ 𝑡0 

               Set the initial value of 𝜆𝑖 based on the transversality condition from Eq. (39) 

               Using the Runge-Kutta method to solve the trajectory constricts from Eq. (38), obtain the adjoint 

function 𝜆𝑖(𝑡) at each discrete time period 

               Get revised control variables 𝑢𝑖
∗(𝑡) by Eqs. (40)-(42) 

          End 

          //update control strategies 

           For each time period 𝑡0 ≤ 𝑡 ≤ 𝑡𝑓 

               Set the new control variables as (1 −
𝑡

𝑡𝑓
) 𝑢𝑖(𝑡) +

𝑡

𝑡𝑓
𝑢𝑖

∗(𝑡) 

          End 

     End 

End         

 

The termination condition can be defined as when the values of control variables are stable. 

Meaning, the values of control variables do not change much from the previous iteration. 

Alternatively, we can use the objective function value as a criterion. The algorithm stops when the 

objective function values change from the last iteration is smaller than a predefined tolerance. 
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Figure 5. 4 Solved control strategies using Pontryagin’s maximum principle 

Figure 5.4 shows the values of control strategies which are solved by using PMP (the 

details of the simulation setting is described in section 4.6). The simulation results showed that 

control 𝑢1 was at a high level in  the first 30 days of the epidemic and then moved to the low 

level, while the control 𝑢2 was at a high level between day 20 to 70 of the epidemic and control 

𝑢3 remained at a low level during the entire epidemic episode. 

 5.4.4 Memetic Algorithm to Solve the Optimal Control Problem 

Even though the PMP provides a straight-forward approach to study the mitigation 

strategies for the Zika virus, this method is unable to obtain the convergent numerical control 

strategy when objective functions are highly nonlinear or non-convex [231-233]. In other words, 

the optimal control results obtained from the PMP must be the unique trajectory that satisfies the 

boundary and transversality conditions [234]. Therefore, a more robust global optimization 

algorithm may be a more suitable approach to solve the optimal control problem with multiple 

local minima [234]. To solve more complex optimal control problems that may have the non-

convex objective functions, in this paper, we propose the first to use a revised Memetic Algorithm 

(MA) for the epidemic optimal control problem. As a companion to the Genetic Algorithm (GA), 

MA was inspired by Darwinian principles of natural evolution and Dawkins' notion of a meme 

https://en.wikipedia.org/wiki/Richard_Dawkins
https://en.wikipedia.org/wiki/Meme
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[235]. The primary difference between MA and GA is that every individual wants to improve 

themselves under the assumption of MA: parents transmit improved genes to their children. 

Therefore, MA can potentially reach optima faster than GA. 

The given problem in Eq. (5.36) contains three control functions: (𝑢1(𝑡), 𝑢2(𝑡), and 𝑢3(𝑡)). 

The Runge-Kutta method was used as a numerical algorithm to solve the optimal control problem, 

where 3 ∗ 𝑚 control variables were used, and each control variable is transformed into 𝑛-bits 

binary variables to simplify calculation using the MA (i.e., considering 4-bits binary variables, 

binary variable ‘1010’ represents 
23+21

24−1
≈ 66.7% in the value of the control variable). Therefore, 

each candidate solution in the given optimal control problem has 3 ∗ 𝑚 ∗ 𝑛 binary variables. 

Table 5. 3 Memetic Algorithm (MA)Pseudocode  

Procedure code for solving epidemic optimal control problem using MA 

Begin 

     Initialize: Generate an initial population of k control strategies, where each control strategy contains 3*m*n 

random binary variables (i.e., a set of initial trial controls of u1, u2, and u3) 

     While (termination conditions are not satisfied) 

          Evaluate all candidate control strategies based on the objective function in Eq. (36). 

          For all k candidate control strategies within the population 

               While (threshold of memetic local search number is not reached) 

                    Random select the neighbors by variable neighborhood search algorithm [236] and evaluate them 

                    If one of the neighbors is better than the current candidate strategy 

                         Substitute the current candidate strategy by the best neighbor 

                    End If 

               End While 

          End 

          Apply the standard GA algorithm to generate a new generation via selection, mutation, and crossover. 

     End While 

End         
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The procedure of MA is presented in Table 5.3 in pseudocode format. MA can be 

simplified into two general steps: self-improvement of an individual within the generation and 

reproduce of the new generation. Since selection in both steps are based on evaluating the objective 

values of individuals, MA can approach the optimization control as what GA can do. Moreover, 

the self-improvement step can stochastically search the local neighborhood for better control, 

meaning the MA could potentially be more efficient than GA in searching for global optima. 

Therefore, MA could be an appropriate algorithm to solve the given epidemic optimal control 

problem. 
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Figure 5. 5 Solved continuous control strategies using MA with 10000 iterations (𝒎 =

𝟑𝟎𝟎𝟎,𝒏 = 𝟒) 

Figure 5.5 shows the values of continuous control strategies, which are solved by using the 

MA (the detail of the simulation setting is described in section 5.4.6). There are 3000 segments in 

the entire epidemic period (150 days). Since the step length of the control strategies is 0.05 days, 

the solved control strategies can be considered as continuous. The simulation results show that 

control 𝑢1 was at a high level in the first 20 days of the epidemic and then moved to the low level, 

while the control 𝑢2 and control 𝑢3 remained at the mid-level during the entire epidemic episode.  

 

Figure 5. 6 MA-based optimal control convergence 

With more iterations, the MA can reach a solution that is closer to the optimal level 

calculated by the PMP algorithm. To observe the convergence speed of MA, in Figure 5.6, the 
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theoretical optimal control is compared with the MA-based continuous control strategies with 

different steps. This comparison verifies that MA has the potential to approach the result of the 

real optimum. 

 5.4.5 Discrete control strategies to solve the revised optimal control problem 

In real-world applications, regulating and adjusting the values of control strategies could 

be challenging to implement, since it may take time to have the changes taking effects or require 

substantial overhead costs during these changes. Therefore, merely considering the cost of control 

strategies based on the values of the control variables may not be practical. The regulating times 

must be included when considering the true implementation cost for a control strategy. Therefore, 

in this section, we revised the total cost during the entire epidemic in Eq. (5.36) to 𝐽𝑟𝑒𝑣𝑖𝑠𝑒𝑑 as 

defined below: 

𝐽𝑟𝑒𝑣𝑖𝑠𝑒𝑑 =  𝐽 + 𝑐6𝑘1 + 𝑐7𝑘2 + 𝑐8𝑘3,    (5.43) 

where 𝐽 is defined in Eq. (5.36), which represents the total cost of clinical and control. 𝑘𝑖  

are the numbers of times adjusted corresponding to controls 𝑢𝑖, where i = 1, 2, and 3, respectively. 

𝑐6, 𝑐7 and 𝑐8 are cost parameters involved for adjusting the controls 𝑢𝑖 (i =1, 2 and 3). 

By considering the revised total cost 𝐽𝑟𝑒𝑣𝑖𝑠𝑒𝑑 , the solution obtained by the PMP based 

algorithm may not be the optimal control anymore. Since the continuous control strategies could 

be cost-prohibitive due to the high control regulating costs. Moreover, the PMP based optimal 

control strategies may not be practical for implementation, since it may be impossible to implement 

and adjust different serval strategies in a short period of the time. For the same reasons, utilizing 

MA with a short time segment to design the continuous control strategies is not practical. To reduce 

the involved costs due to the control regulating, we used MA with a longer time segment to design 

the discrete control, which is executable in the real world with reasonable expenditure. 
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Figure 5. 7 Solved discrete control strategies using MA with 1000 iterations (𝒎 = 𝟏𝟓, 𝒏 =

𝟒) 

Figure 5.7 shows the values of discrete control strategies which are solved by using MA 

(the detail of the simulation setting is described in section 5.4.6). The control strategies can be 

considered as discrete since each single control variable was only adjusted every 10 days. The 

simulation results showed similar tendencies with the MA-based continuous control strategies (as 
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shown in Figure 5.5) for 𝑢1 and 𝑢2, while, the control 𝑢3 fluctuates during the entire epidemic 

episode. 

Moreover, under special circumstances, specific constraints may be imposed on the control 

strategies during the implementation. For example, instead of using an unlimited number of 

adjustments, each control strategy only allowed to be adjusted several times, due to limited 

resource constraints. In such cases, the constraints should be taken into considerations in our 

optimal control problem, and therefore, the PMP described in Section 5.4.3 cannot be applied to 

solve the resulting optimal control problem. Subsequently, the Memetic Algorithm is the only 

method to be able to handle problems with such constrains using limited adjustments.   
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Figure 5. 8 Discrete control strategies with limited adjustments using MA  

with 1000 iterations (𝒎 = 𝟏𝟓, 𝒏 = 𝟒) 

Figure 5.8 shows the values of discrete control strategies, which are solved by using MA 

under the constraints (the detail of the simulation settings is described in Section 5.4.6). The 

constraints require that each control strategy can only be implemented no more than three times. 

The simulation results show that it is crucial to implement 𝑢1 with high level in the first 30 days 

of the epidemic, while the significances of 𝑢2 and 𝑢3 are less than 𝑢1.  

 5.4.6 Simulation Comparisons  

To verify the effectiveness of algorithms, in this section, we compared the performance of 

different control strategies by using an example of the northeastern region of Brazil as a case study. 

Brazil was the most severely afflicted by the Zika virus in the 2015–2016 outbreak, specifically 

the northeastern region of Brazil, including Maranhão, Piauí, Ceará, Rio Grande do Norte, Paraíba, 

Pernambuco, Alagoas, Sergipe, and Bahia [237]. The population in the northeastern region of 

Brazil is about 53 million [211]. Assume the human population in this region was at disease-free 

conditions: 𝑆ℎ(0) = 5.3 ∗ 107 , 𝐸ℎ(0) = 𝐼ℎ1(0) = 𝐼ℎ2(0) = 𝑅ℎ(0) = 𝐴ℎ(0) = 0 . Initially, we 

assume 𝑆𝑣(0) = 108, 𝐸𝑣(0) = 105, 𝐼𝑣(0) = 104. We use the suggested values from Table 1 for 

the system parameters. The total time of the simulation runs was set to be 150 days, use 0.05 day 
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the numerical discrete step length (the numerical simulation was implemented with standard 

Runge-Kutta fourth-order method). 

The estimated costs for Zika treatment can be found in a 2017 literature; researchers 

projected that treatment of chronic Hepatitis C Virus (HCV) infection costs approximately 

$84,000 per person [238]. Therefore, this research assumed that 𝑐4 = $1,000 and 𝑐5 = $8,000 

per day, and the coefficients of macro-control are 𝑐1 = $5 ∗ 106, 𝑐2 = $107, and 𝑐3 = $106. 

Utilize the objective function defined by Eq. (5.36) for the entire epidemic period, simulation 

results are shown in Table 5.4. 

Table 5. 4 Control Strategies comparison (Original objective function)   

 Without 

Control 

PMP Control MA Continuous MA Discrete MA Constraint 

Total infected 40,724 19,454 16,742 16,241 17,072 

Obj. Func. 

Value 

$3.820 ∗ 109 $1.901 ∗ 109 $2.065 ∗ 109 $1.982 ∗ 109 $1.929 ∗ 109 

Solution 

Quality 

200.94% 100% 108.62% 104.26% 101.47% 

 

In Table 5.4, the PMP Control column summarizes the results from using Pontryagin’s 

maximum principle algorithm; Results in MA Continuous column use 0.05 days as control step 

length in MA with a run-length of 20000 iterations; Results in MA Discrete column used 10 days 

as control step length in MA with run-length of 5000 iterations; MA Constraint column is the MA 

Discrete with an additional constraint, which requires the control mitigation strategies can only be 

implemented no more than 3 times. By comparing the performances, results from all 3 MA and 

PMP controls reduce about 50% of the total cost and about 50-60% of the total infectious than 
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without control. PMP control has the best performance in reducing the total cost during the 

epidemic. MA-based control strategies did better in limiting the number of total infections.   

Table 5. 5 Control Strategies comparison (Revised objective function)  

 Without 

Control 

PMP Control MA Continuous MA Discrete MA Constraint 

Total infected 40,724 19,454 16,742 16,241 17,072 

Obj. Func. 

Value 

$3.820 ∗ 109 $1.901 ∗ 109 $2.065 ∗ 109 $1.982 ∗ 109 $1.929 ∗ 109 

Implementation 

Cost 

0 $1.424 ∗ 109 $1.92 ∗ 109 $9.6 ∗ 106 $3.2 ∗ 106 

Revised Obj. 

Func. Value 

$3.820 ∗ 109 $3.325 ∗ 109 $3.985 ∗ 109 $1.992 ∗ 109 $1.931 ∗ 109 

Solution 

Quality 

114.89% 100% 119.85% 59.91% 58.08% 

 

To consider the cost of control implement during the epidemic, we compare the simulation 

results based on the original objective function with revised objective function (Eq. (5.43)) in 

Table 5.5. We assumed the values of implement cost parameters per time 𝑐6, 𝑐7 and 𝑐8 as 2% of 

the control cost coefficients 𝑐1, 𝑐2 and 𝑐3. Compare the results from two tables. Even though PMP 

control has a slight advantage over other threes by using the original objective function, MA 

discrete and MA constraint algorithms noticeably reduced the implementation costs. Therefore, 

we suggest MA discrete and MA constraint algorithms when the implementation cost is not 

negligible.  
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Figure 5. 9 Phases portraits comparisons using standard parameter setting (𝑹𝟎
∗
=0.7189) 

Although from our simulated results, the PMP and MA algorithms can effectively reduce 

the overall costs, including the intervention costs and the costs to deal with the infected population 

during the epidemic, the system tendencies using different control algorithms are similar under the 

given parameters setting. Figure 5.9 presents the phases portraits based on different algorithms; 

we find the total infected population went back to zero even without using the control strategies. 

Therefore, the system can reach the disease-free status no matter using which control strategies. 

However, the use of different control strategies could significantly reduce the infected population. 

The above case studies and simulation comparisons demonstrate that with interventions via 

the optimal control mechanism, the number of the infected population can be reduced, and the 

overall cost can be minimized by balancing the intervention costs and costs associated with the 

infection.  Next, we study how the optimal control mechanism would affect the disease dynamics 

where the system is close to its bifurcation point and a disease-free condition would not be 

achieved without controls.  The main purpose is to see if the control strategies can bring the given 

Zika virus system back to a disease-free status at the end of the epidemic. We adopt the system 

(mentioned in Eqs. (5.1)-(5.9)). As we know, the change of stability can be observed easily around 

the bifurcation point. Therefore, we adjust system parameters 𝑎 from 0.5 to 1, 𝑏 from 0.4 to 0.8, 𝑐 
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from 0.5 to 0.8 and  𝛾ℎ1 from 0.2 to 0.05. Maintain the rest of parameters with the suggested value 

from Table 5.1. Let 𝜃 to be the free variable from 0.42 to 0.5, without using controls, the stability 

change can be observed in Fig 5.10. 

 

Figure 5. 10 Stability changes around the bifurcation point (without control) 

From Fig 5.10, we know the given system cannot automatically go back to disease-free 

status when 𝜃 is around 0.5. In Fig 5.11, we utilized the PMP and MA control strategies into the 

system under the current parameters setting. Even though there is a slight difference between PMP 

and MA control strategies in the infected population results, all four control strategies can 

successfully limit the infected population and control the system back to disease-free status.   

 

Figure 5. 11 Phases portraits comparisons using higher infecting ability setting 

(𝑹𝟎
∗
=8.0761) 
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Table 5.6 summarizes and compares the simulation results using the current parameter 

settings. Since the current 𝑅0 vlaue is higher than the previously assumed value; one can assume 

that the current Zika Virus epidemic is more contagious than standard Zika Virus. Under this 

assumption, simulation results show that the epidemic can infect more people and cause more 

financial losses than the standard Zika Virus epidemics simulated. In the meantime, PMP and MA 

control strategies can still limit the number of the total infectious and the objective function value. 

Table 5. 6 Control Strategies comparison (Revised objective function)  

 Without Control PMP Control MA Continuous MA Discrete MA Constraint 

Total infected 750,159 154,796 99,555 101,565 125,247 

Obj. Func. 

Value 

$1.379 ∗ 1011 $2.278 ∗ 1010 $2.640 ∗ 1010 $2.332 ∗ 1010 $2.416 ∗ 1010 

Implementation 

Cost 

0 $1.92 ∗ 109 $1.92 ∗ 109 $9.6 ∗ 106 $3.2 ∗ 106 

Revised Obj. 

Func. Value 

$1.379 ∗ 1011 $2.471 ∗ 1010 $2.832 ∗ 1010 $2.333 ∗ 1010 $2.416 ∗ 1010 

Solution Quality 558.07% 100% 114.60% 94.41% 97.77% 

 

In short, the simulation results verified that PMP and MA control strategies effectively 

limited both the disease epidemic and financial losses. Under particular cases, these strategies are 

able to bring an unstable epidemic back to disease-free status. When we consider the 

implementation costs for the control strategies, both MA Discrete and MA Constraint algorithms 

are more efficient than the PMP and MA Continuous algorithms.  

 5.5. Discussion and Conclusion 

This paper changes the existing dynamic system of the Zika virus [204] from an enclosed 

population system to an open population system and then study the system equilibrium,  backward 
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bifurcation analysis, and the optimal control analysis. The results from these studies suggest some 

potential intervention strategies for mitigating Zika virus epidemics and offer a general analytical 

framework that can be applied to other infectious diseases. Moreover, the optimal control 

algorithms presented in Section 4.6 is an innovate approach to solve both continuous and discrete 

disease control problem. These algorithms have been verified to effectively control the stability of 

the epidemic system and reduce the total costs due to the disease.  

New births and deaths processes for both human and mosquito populations are considered 

to make the ODE system as an open system, and then, the corresponding Disease-Free 

Equilibriums (DFE) and disease reproduction rate (𝑅0) being calculated for the open ODE system. 

Moreover, the endemic equilibrium is calculated at a dynamic balance condition of the epidemic. 

Finally, Bifurcation analysis of endemic equilibrium is carried out to study different kinds of 

equilibriums (Disease-free equilibrium and endemic equilibrium) at the various boundary 

conditions. 

Three commonly adopted Zika virus control strategies are incorporated into the given ODE 

model to explore the effectiveness of these disease control and mitigation strategies. Using the 

disease reproduction number 𝑅0 as the underlining metric, control efficacies are compared without 

considering corresponding costs. 

Moreover, an optimal control problem is built to determine the trade-off between the spread 

of Zika and corresponding costs for these control strategies. In this paper, both conventional 

Pontryagin’s maximum priniple and a new Memetic Algorithm are used to solve the given optimal 

control problem and their computational results are compared using relative merits. Pontryagin’s 

maximum priniple method can be used to obtain a theoretical optimal solution for the continuous 

control problems with convex objective functions. Conversely, the specialized MA is proven to be 
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well-suited for a wide range of optimal control applications. The MA can solve both continuous 

and discrete control problems with convex or non-convex objective functions plus additional 

implementation or operation constraints. 

In this paper, three popular disease control or intervention strategies for the Zika 

epidemics are explored, i.e., the control (in percentage) that can improve the death rate of the 

mosquito population (e.g., spraying and RIDL [226]) (control 𝑢1); the control (in percentage) 

that can reduce the infectious rate of a susceptible mosquito (e.g., Wolbachia [227]) (control 𝑢2); 

and the control (in percentage) that can reduce the infection rate among the human population 

via sexual contacts (control 𝑢3). Our simulated results based on the optimal control problem 

suggest that the timings and the intensities of implementing for these interventions are very 

different. 

First of all, the disease epidemic mitigation and many social policy intervention systems 

unlike many real-time control systems in the mechanical and electrical engineering domain, the 

real-time feedback-control protocol not only is impractical but also cost-prohibitive or 

impossible.  Instead, stage-wise step controls or impulsive control strategies are more practical 

and cost-effective for disease mitigation systems. Optimal control problems to determine how 

often and how long the interventions should be involved are the main goals. 

Secondly, from our simulated computational studies, the vector population control (u1) 

would be most effective when applied in the initial stages of the epidemic, and as intensive as the 

available resources allowed. The vector infection rate controls (u2) may not be effective until in 

the later stages of the Zika epidemic. The controls of human-to-human contacts (u3), via 

education or media coverages, are less effective overall and would make more sense to 

implement them after the epidemic reached its peak. 
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System parameters such as 𝜃, 𝛽, 𝜅, 𝜏, 𝑣ℎ, 𝛾ℎ1, and 𝛾ℎ2 are key parameters for the disease 

reproduction number 𝑅0 . Among which, 𝜃, 𝛽, 𝜅, and 𝜏  are positively correlated to 𝑅0 ; while 

𝑣ℎ, 𝛾ℎ1, and 𝛾ℎ2 are negatively correlated to 𝑅0. To mitigate the transmission of Zika virus, the 

system parameters 𝜃, 𝛽, 𝜅, and 𝜏 should be decreased and 𝑣ℎ , 𝛾ℎ1, and 𝛾ℎ2 should be increased as 

much as possible. 

Finally, as our computational experiments suggested, less than a handful of interventions 

for each control strategy are sufficient to mitigate the Zika epidemics, and the implementation 

periods for each intervention could be as short as one week or so.  
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Chapter 6 - A New Evidence Based Impulse Control with Event-

triggered Conditions for the Epidemic Dynamic System  

Chapter 6 is based on the manuscript “A New Evidence Based Impulse Control with 

Event-triggered Conditions for the Epidemic Dynamic System” Submitted to Journal of Franklin 

Institute.  

Abstract 

This paper is concerned with the epidemic control problem of the infectious disease 

epidemic system. By using the neural networks to analyze the historical epidemic data, evidence-

based impulse control (EBIC) and associated event-triggered controllers are designed to 

impulsively control the future epidemic. The event-triggered controller is designed to determine 

the best timing to implement the control. Then the EBIC mechanism can find the optimal level 

for the control. In the design of EBIC, different types of neural networks like CNN, RNN, and 

fully connected neural networks are trained. These neural networks are used to learn the relation 

between the prevalence data and the historical control strategies. This paper also shows the 

epidemic dynamic system is stable under event-triggered control with and without periodicity. 

Finally, simulation comparisons are presented to reflect the new method is more intelligent and 

effective than the existed impulse control methods. Other simulations prove the validity, 

optimality, and robustness of the EBIC method. 

Keywords: Epidemic system; Impulse control; Evidence data; Event-triggered 

 6.1 Introduction 

In the system theory, Impulse control is defined as the intervention by instantaneously 

moving the process to some new point in the state space at particular discrete time moments 

[239]. Since Simeonov and Bainov first introduced the system with impulsive inputs [240], the 
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concept of the impulse control system has been widely applied to study application areas like 

healthcare, communication, robot design and finance [241-244]. In the epidemic dynamic 

system, impulse control was used to simulate the disease intervention strategies like vaccination, 

hospitalization, and isolation. The impulse control epidemic systems were used to study many 

infectious diseases like HIV, tuberculosis and Ebola virus [245, 246].  

However, it is hard to decide the appropriate time to trigger impulse control for the 

epidemic system. Since the impulse control of infectious disease should be triggered based on 

the severity of the current epidemic. Therefore, the epidemic system requires a specific event-

trigger condition (ETC) to trigger impulse control. Several existed literature set the predefined 

period to trigger impulse control [247-249]. This literature set the phase-shifting period as the 

ETC. Other literature adopted the feedback control corresponded into a single variable as the 

ETC [245, 246, 250, 251]. The ETC will be satisfied when the value of the specific variable 

reaches the threshold.   

Although the previous literatures accomplished to trigger the impulse control by using 

ETC, these methods still existed obvious deficiencies. In the predefined period ETC, people have 

to estimate the intervention executed time before the epidemic outbreak. To ensure the 

effectiveness of the intervention, the estimated time has to reflect the severity of the epidemic. 

Meaning, the predefined period ETC required excessive precision on the prediction for the 

epidemic in the future. In the feedback control, the ETC has to judge the tendency of the 

epidemic only based on one variable. This method may be effective for the system with only a 

few variables. However, for the system with a large number of variables, this method cannot 

assess the epidemic severity from all angles. 
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To overcome the mentioned deficiencies of existed methods, in this paper, we introduce 

an innovative evidence-based impulse control (EBIC) method. This method is inspired by the 

recent work by Chen et.al [44]. The mentioned work proposed the concept of evidence-based 

control, which used the evidence database to generalize the relation between system variables 

and control outputs. The main features and contributions of this paper are summarized as 

follows:  

(1) Unlike the above-mentioned work [44], this paper not only focuses on the prediction 

of the magnitude of the control, but also determines the best timing to implement the control by 

designing two types of ETCs. These ETCs can automatically and intelligently trigger the impulse 

control based on the current epidemic data. 

(2) Compare to the previous impulse control methods [247-249, 251, 252], the EBIC 

method is less empirical and subjective. EBIC mechanism takes advantage of the historical data, 

but not directly applies these data and control into the future epidemic. The historical evidence 

data are used to train the neural networks. With future epidemic data, the trained neural network 

can predict the specific control strategy to prevent disease transmission.  

(3) This paper studied the characteristics of different types of neural networks for the 

EBIC method. Among which, the fully connected neural network has a fast running time, the 

convolutional neural network can better analyze the multi-dimension data, the recurrent neural 

network is more effective in data with time series.  

(4) The stability of the epidemic system is discussed under the impulse control triggered 

by ETCs. We prove the epidemic system is stable under the periodic impulse control. If the 

impulse control is not stable, the system is stable when the control is triggered by the given ETC.  
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Therefore, the rest of this paper is organized as follows: Section II defines the problem 

formulation and preliminaries; Section III details the designs and settings of the ETC and EBIC; 

Section IV demonstrates the stability and periodicity of the system controlled by EBIC; Section 

V illustrates the effectiveness of the EBIC method with simulations; Section VI concludes the 

paper and suggests future work.   

 6.2 Problem Formulation and Preliminaries 

Consider a class of nonlinear continuous-time epidemic system given by: 

�̇�𝑖 = 𝑓𝑖(𝑥) + 𝑔𝑖(𝑥)𝑢      (6.1) 

where 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛]𝑇 ∈ ℝ𝑛, 𝑖 = 1,2, … , 𝑛 denotes the system state vector, 𝑢 ∈

ℝ[0,𝑢] denotes the disease impulse control input, 𝑢 represents the adaptive upper bound of 𝑢. 

𝑓𝑖(𝑥) and 𝑔𝑖(𝑥) , 𝑖 = 1,2, … , 𝑛 represent the smooth nonlinear epidemic system functions. 

Ω = {𝑥 ∈ ℝ+
𝑛 |𝑥1, 𝑥2, … , 𝑥𝑛 ≥ 0}     (6.2) 

Consider 𝑢 as an impulsive control strategy to mitigate the spreading of disease. Suppose 

these impulses occur at time nodes 𝜏1, … , 𝜏𝑚 ∈ 𝛤, where 𝑚 is the number of impulse control 

activations, 𝛤 is the time nodes set of impulse controls. On the time interval (𝜏𝑗, 𝜏𝑗+1), system 

(6.1) with 𝑢 = 0 describes the process of the epidemic transmission, where 𝑗 = 1,2, … ,𝑚 − 1. 

At the sequences of a time node 𝜏𝑗, the states of the impulse control system are given by: 

�̇�𝑖(𝜏𝑗
−)= 𝑓𝑖(𝑥(𝜏𝑗))      (6.3) 

�̇�𝑖(𝜏𝑗
+)= 𝑓𝑖(𝑥(𝜏𝑗)) + 𝑔𝑖 (𝑥(𝜏𝑗)) 𝑢(𝜏𝑗)      

The objective function is required to design the optimal impulse control strategy. The 

objective function of the epidemic system (1) is combined with the aggregated costs due to the 

infectious with the costs due to impulse controls on the time interval [0, 𝑇]. Let  𝑥𝐼 represents the 
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infected population, where 𝑥𝐼 ∈ 𝑥. Specially, we have 𝑔𝐼 (𝑥(𝜏𝑗)) 𝑢(𝜏𝑗) ≤ 0 represents the 

reduction of the infected population due to the control. The aggregated costs due to the infectious 

is defined as: at any given time 𝑡 ∈ [0, 𝑇], the overall cost with the rate 𝐶1(𝑥𝐼(𝑡)). The disease 

control cost is defined as the cumulated cost of 𝐶2(𝑢(𝜏𝑗)), 𝑗 = 1,2, … ,𝑚, this cost represents the 

consumption of vaccination, antivirus applications, and human resources. 

𝐽 = ∫ 𝐶1(𝑥𝐼(𝑡))𝑑𝑡
𝑇

0
+ ∑ 𝐶2(𝑢(𝜏𝑗))

𝑚
𝑗=1    (6.4) 

To mitigate the spreading of the epidemic with a limited budget, the optimal impulse 

control strategy should be expected to minimize 𝐽 under the constraints defined by equations in 

the system (6.1) 

Minimize 𝐽(𝑢(𝜏𝑗)) , 𝑗 = 1,2, … ,𝑚     (6.5) 

Many literatures already designed the impulse control strategies for the epidemic system 

(1) [245, 246, 251-256]. However, there are two major weaknesses existed in these methods for 

solving the given optimal impulse control problem: 1) Some methods adopted the feedback 

control, which can only limit the disease transmission without considering the cost of control 

consumption [245, 246, 251, 252, 254]. Meaning, they only considered aggregated infected costs 

in the objective function. 2) The rest of the methods required pre-defined time 𝜏1, … , 𝜏𝑚 or 

period for implementing the control law [253, 255, 256]. Meaning, the accurate prejudgment for 

the control implement time is necessary to calculate the value of impulse control 𝑢. 

To improve the existed impulse control methods, our objective is to design an evidence-

based impulse control (EBIC) with two different event-triggered conditions (ETC) to activate the 

control. The ETC can determine the time epoch to trigger the impulse control. If the ETC 

triggers the control, the system will handover to EBIC. Then the EBIC mechanism determines 
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the optimal level of the control. To achieve the above-mentioned goal, we make the following 

assumptions for the given problem. 

Assumption 1: Impulses occur at the time 𝜏1, … , 𝜏𝑚 ∈ 𝛤, 𝛤 ≠ ∅. For this problem, the 

event-triggered condition only depends on the epidemic situation, which are the values of system 

state variables 𝑥𝑖. 

Assumption 2: ∃ 𝑥∗ ∈ Ω,  𝑥∗ = [𝑥1
∗, … , 𝑥𝐼

∗ …𝑥𝑛
∗]𝑇 , 𝑥𝐼

∗ ≠ 0. That point satisfies 𝑓𝑖( 𝑥
∗) =

0,  𝑖 = 1,2, … , 𝑛. Specifically, the real symmetric matrix �̂�( 𝑥∗) is strictly nonnegative defined, 

where �̂�(𝑥) = 𝐴(𝑥) + 𝐴𝑇(𝑥), 𝐴(𝑥) is the Jacobi matrix of the system (1) without control 

𝐴(𝑥) =

[
 
 
 
𝜕𝑓1

𝜕𝑥1
⋯

𝜕𝑓1

𝜕𝑥𝑛

⋮ ⋱ ⋮
𝜕𝑓𝑛

𝜕𝑥1
⋯

𝜕𝑓𝑛

𝜕𝑥𝑛]
 
 
 

     (6.6) 

 6.3 Event-triggered control condition and Evidence based impulse control 

In this chapter, an event-triggered control scheme using only the system state vector is 

provided for the nonlinear epidemic system (6.1). Considering the high cost of the control 

implementation, the ETC is expected to trigger the impulse control only at the necessary time 

epochs. Therefore, two system variable based ETCs are defined to reduce the negative influence 

due to the infections with limited control triggers. These ETCs are designed to trigger the EBIC 

by considering the automaticity, holistic and intellectuality. Meanwhile, this chapter discusses 

how to calculate the value of EBIC after the ETC is triggered. When calculating the control level 

of the EBIC, we don’t directly use the historical control data for the current epidemic. Because of 

the empirical control strategy may not be optimal, even it was optimal to control the historical 

prevalence. In this section, the EBIC calculation will utilize the neural networks to learn from the 

evidence prevalence and control data. The observed historical database is used to train neural 
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network, which is expected to determine the accurate value of EBIC based on the current 

epidemic information from state variables.  

 6.3.1 Event-triggered and Control Mechanism 

In this section, the event-triggered mechanism is described to trigger the EBIC, which is 

used as the disease control input to mitigate the epidemic described on the system (1). Since the 

control is triggered with limited times as we mentioned, the event-triggered condition is 

determined based on the epidemic severity. For the epidemic system, the epidemic severity is 

reflected by the values of system state variables. Therefore, the ETCs in this paper are defined by 

using the current system state variables. The details of two ETCs used in this paper are 

mentioned in section 6.3.2 and 6.3.3. 

 

Figure 6. 1 Flowchart of the Event-triggered and Control Mechanism  

From the previous literature for an epidemic impulse system, most of the existed 

feedback triggers ETCs were defined by the responses from one criterion variable [250, 253]. 

For example, considering the infected population 𝑥𝐼 as the criteria variable, the ETC can be 

defined as:  
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{
𝑇𝑟𝑖𝑔𝑔𝑒𝑟 (𝑢(𝑡)̅̅ ̅̅ ̅̅ = �̅�),             𝑖𝑓 𝑥𝐼(𝜏) − 𝑥𝐼(𝜏 − 𝜂) ≥ 𝜅 𝑎𝑛𝑑 𝑥𝐼(𝜏) ≥ 𝑥𝐼(𝜏 − 1)

𝑁𝑜𝑡 𝑇𝑟𝑖𝑔𝑔𝑒𝑟 (𝑢(𝑡)̅̅ ̅̅ ̅̅ = 0),    𝑒𝑙𝑠𝑒                                                                                  
 (6.7) 

where 𝜏 is current time node, 𝜂 is epidemic previewing time length and the potential 

starting point for ETC, 𝜅 is the adaptive threshold coefficient.  

If the ETC in Eq. (6.7) is satisfied, the EBIC will be triggered to control the epidemic 

system. Unlike most of the existed methods in event-triggered control [245, 246, 254], this 

section triggers the impulse control by adjusting the current upper bound of the control variable 

𝑢(𝑡)̅̅ ̅̅ ̅̅ . If the ETC is not satisfied, 𝑢(𝑡)̅̅ ̅̅ ̅̅  will be set as zero, meaning the control cannot be triggered 

at the current time. Otherwise, if the ETC is satisfied, the  𝑢(𝑡)̅̅ ̅̅ ̅̅  will be set as the predefined �̅�. 

The value of EBIC is received from the learning model, which is trained by the historical 

evidence database. The details of the model training process are mentioned in section 6.3.4. 

 6.3.2 Convolutional Time Series Event Trigger Condition (CTSETC)  

Although ETC mentioned in Eq. (6.7) is effective for some simple epidemic systems, the 

same ETC may not be able to determine the triggers for the system with multiple variables. To 

synthetically reflect the severity of the epidemic, the ETC should take advantage of the 

information from all variables instead of just a single variable. However, processing the data 

from multiple variables into a single 0-1 output trigger signal is challenging. In addition, to 

determine the trend of the epidemic, we should analyze the time series of the system variables. 

Therefore, in the following, the CTSETC is introduced in two steps. In the first step, the system 

variables matrix is transferred into a time series vector by using the convolutional kernel. In the 

second step, the received vector is processed by the time series analysis methods to evaluate the 

current epidemic severity and then determine if or not to trigger the control. 
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Figure 6. 2 Using Kernel matrix to obtain the time series 

At the time epoch 𝑡, the historical system variables received from the impulse control 

system can be compacted into a 𝑛 ∗ 𝑡 matrix, where 𝑛 is the number of the variables. To avoid 

the difficulty of comparing multiple time series, CTSETC simplifies the system variables matrix 

into one dimension time series by using a 𝑛 ∗ 𝑚 convolutional kernel matrix, where 𝑚 is the 

length of the kernel. In the kernel matrix, each parameter 𝜔𝑖,𝑘 represents the weight of the 

corresponding system variable, where 𝑖 = 1,2, … , 𝑛; 𝑘 = 1,2, … ,𝑚. 

𝜑(𝑡) = ∑ ∑ 𝜔 𝑖,𝑘
𝑚
𝑘=1

𝑛
𝑖=1 𝑥𝑖(𝑡 − 𝑚 + 𝑘)    (6.8) 

The time series 𝜑 is calculated by the Eq. (8). The higher value of 𝜑(𝑡) represents an 

epidemic with a severe outbreak. To determine the trend of the current epidemic, time series 

methods are used to analyze 𝜑. In statistics, moving average, control chart, and regression 

analysis are typical trend analysis methods [257]. In this section, we illustrate the weighted 

moving average (𝑊𝑀𝐴) as an example. 

𝑊𝑀𝐴𝑝 =
∑ 𝑗

𝑝
𝑗=1 𝜑(𝑡−𝑝+𝑗) 

𝑝∗(𝑝+1)/2
     (6.9) 
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Where 𝑊𝑀𝐴𝑝 represents the moving average for last 𝑝 nodes. For given 𝑠, 𝑙 ∈ ℤ+, where 

𝑙 > 𝑠. Set the specific threshold percentage 𝛿 ∈ ℝ[0,1]. If there exists: 

𝑊𝑀𝐴𝑠 − 𝑊𝑀𝐴𝑙 > 𝛿𝑊𝑀𝐴𝑙    (6.10) 

Then the short term 𝑊𝑀𝐴 is significant higher than the long term 𝑊𝑀𝐴, meaning the 

time series 𝜑 has the growth trend. Since 𝜑 can reflect the severity of the epidemic, the ETC has 

to trigger the control when Eq. (6.10) is satisfied.  

The CTSETC is able to automatically trigger the control without using predefined control 

to implement time. In addition, the CTSETC can take advantage of the information from all 

system variables not only in the current states but also in the past states. However, human 

intervention is still existed in defining the weights of the kernel matrix and the threshold 

parameter. Therefore, the CTSETC cannot be considered as intelligent ETC. 

 6.3.3 Convolutional Evidence-based Event Trigger Condition (CEBETC) 

In this section, another alternative ETC is presented by using the historical database to 

intelligently trigger the impulse control. In the CEBETC, the historical database is required to 

store the information for both system variables and the corresponding trigger condition. To avoid 

contingency, this information may be obtained from the historical epidemic in different years 

(scenarios). Since the peaks of epidemic outbreaks and the corresponding control triggers existed 

in different months, it is hard to only use the time characters to design the control trigger 

condition.   
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Figure 6. 3 Simulated historical infections and control triggers data example illustration 

In addition, the control trigger status may be different even within the same number of 

infected populations. In Table.6.1, we compared historical control trigger status in different 

years. Sometimes, the control is triggered by the lower infected population. However, for another 

moment, the control is not triggered even with the higher population. Therefore, the ETC cannot 

be designed only based on the value of a single system variable.  

Table 6. 1 The comparison of historical trigger situation illustration 

Year Data Infected Population Control Trigger Situation  

Last year March 21st  5998 Yes 

May 13th 6103 No 

2 years ago March 12th  3850 Yes 

April 9th  3990 No 

3 years ago February 8th   8017 Yes 

March 15th 8146 No 

 

To effectively trigger the control by properly using historical data, we design the 

CEBETC as a potential ETC in this section. The evidence database included historical system 

vectors as input data and historical control trigger records as output data, are utilized to train the 

convolutional neural network (CNN). We consider CNN since it performances well in the feature 

learning from multi-dimensions data. For the CEBETC, CNN can better learn the valid features 

in the data with different infection magnitudes and time epochs. Therefore, the trained CNN can 

be considered as the ETC to determine the control trigger.  
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Figure 6. 4 The training process of the Convolutional Evidence-based Event Trigger 

Condition (CEBETC) 

To illustrate the process of the CEBETC, we define the evidence database by  

𝑆𝐶𝐸𝐵𝐸𝑇𝐶 = {𝕩𝐶𝐸𝐵𝐸𝑇𝐶
(𝑖), 𝕪𝐶𝐸𝐵𝐸𝑇𝐶

(𝑖)}𝑖=1
𝑁    (6.11) 

where 𝕩𝐶𝐸𝐵𝐸𝑇𝐶 represents the convolutional features set, 𝕪𝐶𝐸𝐵𝐸𝑇𝐶 represents the historical 

control trigger records, 𝑁 is the size of the database. For each data, 𝕩𝐶𝐸𝐵𝐸𝑇𝐶
(𝑖) is a 𝑛 ∗ 𝑚 matrix, 

which includes the features of 𝑛 state variables in last 𝑚 time nodes.  𝕪𝐶𝐸𝐵𝐸𝑇𝐶
(𝑖) ∈ {0,1} , where 

𝕪𝐶𝐸𝐵𝐸𝑇𝐶
(𝑖) = 1 represents the control was triggered, 𝕪𝐶𝐸𝐵𝐸𝑇𝐶

(𝑖) = 0 represents the control was 

not triggered. 

𝑆𝐶𝐸𝐵𝐸𝑇𝐶 can be used to train CNN model 𝑤, which can predict the output �̂�(𝑡) based on 

the current system state vector 𝑥(𝑡), the prediction of the output can be described as: 

�̂�(𝑥(𝑡)) = 𝑤(𝑥(𝑡)) = 𝑤1(𝑤2(𝑤3(𝑥(𝑡)))), 𝑡 ∈ [0, 𝑇]  (6.12) 

where 𝑤1, 𝑤2, 𝑤3 denote the embedding, inference, and reconstruction subnet functions. 

These functions can be designed as convolutional, pooling and fully connected layers based on 

the different types of features in 𝑆𝐶𝐸𝐵𝐸𝑇𝐶 [258]. In this paper, we designed the CEBETC neural 

network by starting with one convolutional layer followed by one flatten layer and two dense 

layers. The first three layers used a rectified linear activation function, the last one layer 
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considered the ‘softmax’ activation function. We adopt ‘adam’ optimizer and ‘cross-entropy’ 

loss function when training the neural network. During the simulation, the default training 

process takes 50 epochs. 

 6.3.4. Evidence Based Impulse Control (EBIC) design 

Based on the ETCs from section 6.3.2 and 6.3.3, the system already determines the time 

epochs to trigger the EBIC. In this section, evidence learning models are designed to determine 

the optimal level of the EBIC value. By analyzing the historic evidence database, the evidence 

learning model can be used to learn the rules to optimize the EBIC control level. In the real 

world, epidemic control strategies are designed by studying the epidemic history. Meaning, the 

public health scientist will apply the historical validated control strategy into the current 

epidemic. This method is empirical since the current disease may be different from the historical 

disease in the transmission routes, transmission capacity, and the prevention method. Therefore, 

the historical control strategy may not work for the current epidemic.  

In this section, the evidence learning model will be expected to predict the stronger 

control level when the ETC is satisfied. To guarantee the prediction accuracy, the historical 

evidence database should include enough proven effective control data. The historical evidence 

database for EBIC prediction is defined by:  

𝑆𝐸𝐵𝐼𝐶 = {𝕩𝐸𝐵𝐼𝐶
(𝑖), 𝕪𝐸𝐵𝐼𝐶

(𝑖)}𝑖=1
𝑁     (6.13) 

where 𝕩𝐸𝐵𝐼𝐶 represents the system variables set, 𝕪𝐸𝐵𝐼𝐶 represents the set of EBIC control 

levels, 𝑁 is the size of the database. To analyze the database 𝑆𝐸𝐵𝐼𝐶, the CNN model mentioned in 

section III.B still can be used. The major difference is the output set. In the CEBETC model, 

𝕪𝐶𝐸𝐵𝐸𝑇𝐶 only has two possible output values, which represent trigger or not trigger. In the EBIC 
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prediction model, 𝕪𝐸𝐵𝐼𝐶 may have multiple sets for output values, which represent different 

EBIC control levels.  

Recurrent neural network (RNN) is another type of evidence learning model can be used 

to analyze the 𝑆𝐸𝐵𝐼𝐶. RNN is a class of neural networks that allow previous outputs to be used as 

inputs while having hidden states [259]. RNN can not only learn from the current input variables 

but also “remember” things during the training. We consider the RNN in this section since the 

RNN has been proved to effectively analysis the time series. Since the outputs of the database 

𝑆𝐸𝐵𝐼𝐶 represent the EBIC control level, which has continuity in the time series. Meaning, RNN 

may be able to fast and accurately classify the EBIC control levels by learning the continuity of 

predicted outputs. Similarly, modified RNNs like Echo State Networks (ESNs), Gated Recurrent 

Unit (GRU) and Long short-term memory (LSTM) can also be applied to analyze database 

𝑆𝐸𝐵𝐼𝐶. 

However, due to the more complex architecture and connections, RNN has a slower 

training process than the general artificial neural network, even with the same input dimension, 

output dimension, and batch size. In addition, because of the inherently sequential behavior of 

the long sequences, some problems like slow convergence, degradation, and memory leakage 

may exist in RNN training. To improve the training performance, we consider a revised 

bidirectional unrolled RNN (BURNN) below:  
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Figure 6. 5 Diagram of the bidirectional unrolled RNN 

To overcome the limitation of traditional RNN in the slow convergence, BURNN adopts 

the bidirectional method to design the RNN architecture. Bidirectional RNN is trained forward 

and backward by two separate recurrent nets, both are connected into the same output layer. 

Therefore, the bidirectional RNN takes advantage of all available input information in the past 

and future [260]. Because of the special architecture, bidirectional RNN is more effective in 

prediction accuracy with less training iterations than unidirectional RNN [261]. Moreover, 

training a bidirectional RNN required more parameters, layers, and connections, which typically 

takes longer training time than unidirectional RNN. Therefore, BURNN adopted the unrolling 

process, which computes the output using the current RNN cell by chaining with the last trained 

RNN cell. The unrolling design can process a large amount of data with only a few parameters. 

Meaning, the BURNN can be trained with a significantly shorter time than bidirectional RNN.  
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Same to the design of the CEBETC, the training process of the neural networks in EBIC 

considered the ‘adam’ optimizer and ‘cross-entropy’ loss function. During the simulation, the 

training process takes 50 epochs. 

 6.4 Stability and Periodic Analysis  

In this chapter, the stability of both non-control and impulse control epidemic systems are 

analyzed. Specifically, we analyzed the periodicity for the given system under the event-

triggered impulse control. By comparing the steady states of the non-control and impulse control 

systems, shows that impulse control is effective in reducing the number of infected populations 

when reaching the steady-state of the epidemic system.  

 6.4.1 Stability Analysis for non-control Epidemic System 

In this section, we consider 𝑢 = 0 for the system (1), represents the non-control epidemic 

system. And discuss the equilibrium and stability of non-control epidemic system given by 

�̇�𝑖 = 𝑓𝑖(𝑥)      (6.14) 

Definition 1 [262]: 𝑥𝑒 ∈ Ω,  𝑥∗ = [𝑥1
𝑒 , … , 𝑥𝐼

𝑒 …𝑥𝑛
𝑒]𝑇 is considered as an equilibrium of 

non-control system, if and only if 𝑓𝑖(𝑥
𝑒) = 0, for all 𝑖 = 1,2, … , 𝑛. In addition, if 𝑥𝐼

𝑒 = 0,  𝑥𝑒 is 

called disease free equilibrium; otherwise, 𝑥𝑒 is called endemic equilibrium. 

Theorem 1 (Krasovskii theorem) [263]: For any 𝑥′ ∈ Ω, suppose 𝑓𝑖( 𝑥
′) = 0, 𝑖 =

1,2, … , 𝑛. Let 𝐴(𝑥) be the Jacobi matrix. If �̂�(𝑥) = 𝐴(𝑥) + 𝐴𝑇(𝑥) is negative definite in a 

neighborhood of  𝑥′, then  𝑥′ is asymptotically stable and 𝑉(𝑥) = 𝑓𝑇(𝑥)𝑓(𝑥) is a Lyapunov 

function, where 𝑓(𝑥) = [𝑓1(𝑥), 𝑓2(𝑥)…𝑓𝑛(𝑥)]𝑇. 

Lemma 1: 𝑥∗ is an endemic equilibrium. There exists a closed set Ω∗ ⊆ Ω, the non-

control system is asymptotically stable in a neighborhood Ω∗.  
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Proof: Based on assumption 2, 𝑓𝑖( 𝑥
∗) = 0 and 𝑥𝐼

∗ ≠ 0.  𝑥∗ satisfies the definition of 

endemic equilibrium in Definition 1. 

In addition, 𝑓𝑖(𝑥), 𝑖 = 1,2, … , 𝑛 are smooth nonlinear functions. Therefore 
𝜕𝑓𝑖

𝜕𝑥𝑗
 are 

continuous, 𝑖, 𝑗 = 1,2, … , 𝑛.  

According to �̂�( 𝑥∗) is strictly nonnegative defined. There exists δ ∈ ℝ+
𝑛  that �̂�(𝑥) is 

strictly nonnegative defined,  for every 𝑥 ∈ [𝑥∗ − δ, 𝑥∗ + δ ]. Therefore, [𝑥∗ − δ, 𝑥∗ + δ ] can be 

defined as a neighborhood Ω∗. Use the Theorem 1, the non-control system is asymptotically 

stable in a neighborhood Ω∗. 

Based on the definition of Lyapunov stability [263]. For every 휀 > 0, there exists 𝑡∗ > 0, 

휀, 𝑡∗ ∈ ℝ. Satisfies that 

‖Ф(𝑡; 𝑥0, 𝑡0) − 𝑥∗‖ ≤ 휀, ∀𝑡 ≥ 𝑡0 + 𝑡∗    (6.15) 

where 𝑥0 ∈ Ω∗ represents any given initial state of non-control system in Eq. (6.14), 𝑡0 is 

the initial time, Ф(𝑡; 𝑥0, 𝑡0) ∈ Ω represents the system trajectory start from 𝑥0 at 𝑡0. 

 6.4.2 Stability Analysis for Event-triggered Impulse Control System with 

periodicity 

This section discusses the stability of the event triggered impulse control system, which 

has the periodicity. To illustrate the period phenomenon existed in the system, we consider the 

single feedback criteria mentioned in Eq. (6.7) as ETC to trigger the control system.  

Definition 2: Let Ω𝑀 = {𝑥(𝑡)|𝑡 ∈ 𝛤} represents the impulse set, Ω𝑁 = {𝑥(𝑡)|𝑡 ∈

[0, 𝑇]/𝛤 } represents the phase set. 𝜑1 is called impulse mapping, 𝜑1 ∈ Ω𝑀 → Ω𝑁;  𝜑2 is called 

system mapping, 𝜑2 ∈ Ω𝑁 → Ω𝑁 ∪ Ω𝑀. 𝜑2(𝑥, 𝑡) represents the terminal point of trajectory 

described by system in Eq. (1), starting from point 𝑥 running with time period 𝑡, 𝑥 ∈ Ω𝑁, 𝑡 ∈

[0, 𝑇]/𝛤 . 
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Definition 3 [264]: If there is a point 𝑥𝑎 in phase set Ω𝑁 and a time period 𝑡𝑝 such that 

𝜑2(𝑥
𝑎 , 𝑡𝑝) = 𝑥𝑏 ∈ Ω𝑀, it also has 𝜑1(𝑥

𝑏) = 𝑥𝑎 ∈ Ω𝑁, then 𝜑2(𝑥
𝑎, 𝑡𝑝) is said to be the order-1 

periodic solution with period 𝑡𝑝. 

Lemma 2: The event-triggered control system in Eq. (6.3) has the order-1 periodic 

solution, if there exists 𝑢(𝜏𝑗) ≥
𝑥𝐼(𝜏𝑗)−𝑥𝐼(𝜏𝑗−𝜂)

|𝑔𝐼(𝑥(𝜏𝑗))|
, ∀𝜏𝑗 ∈ 𝛤. 

Proof: Based on assumption 1, 𝛤 ≠ ∅. Therefore, at least exists one time 𝜏𝑗 ∈ 𝛤 can 

trigger the event-triggering condition. Using the single feedback ETC criteria such that:  

𝑥𝐼(𝜏𝑗) − 𝑥𝐼(𝜏𝑗 − 𝜂) ≥ 𝜅       (6.16) 

Since 𝑢(𝜏𝑗) ≥
𝑥𝐼(𝜏𝑗)−𝑥𝐼(𝜏𝑗−𝜂)

|𝑔𝐼(𝑥(𝜏𝑗))|
, based on Eq. (6.3) there exists  

𝑥𝐼(𝜏𝑗
+) ≤ 𝑥𝐼(𝜏𝑗 − 𝜂) ≤ 𝑥𝐼(𝜏𝑗) − 𝜅     (6.17) 

In addition,  𝑥𝐼(𝜏𝑗) ≥ 𝑥𝐼(𝜏𝑗 − 𝜂) meaning the trajectory 𝑥𝐼 has the tendency to increase 

at time range [𝜏𝑗 − 𝜂, 𝜏𝑗), therefore 𝑥𝐼(𝜏𝑗) did not reach the equilibrium under the non-control 

condition, which means  

𝑥𝐼(𝜏𝑗
+) ≤ 𝑥𝐼(𝜏𝑗 − 𝜂) < 𝑥𝐼(𝜏𝑗) ≤ 𝑥𝐼

∗    (6.18) 

Since 𝑥𝐼
∗ is asymptotically stable, 𝑥𝐼(𝜏𝑗

+) also has the tendency to increase. Accord 

to 𝑥𝐼(𝜏𝑗
+) ≤ 𝑥𝐼(𝜏𝑗 − 𝜂), there exist a time 𝑡𝑝 ≥ 𝜏𝑗

+ that trajectory 𝜑2(𝑥𝐼(𝜏𝑗
+), 𝑡𝑝) will reach 

𝑥𝐼(𝜏𝑗 − 𝜂) again. Meaning, there must exist another time 𝜏𝑗+1 ≥ 𝜏𝑗
+ + 𝜂 can trigger the event-

triggering condition. At 𝜏𝑗+1, it satisfies 

𝑥𝐼(𝜏𝑗+1) ≤ 𝑥𝐼(𝜏𝑗)     (6.19) 
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If 𝑥𝐼(𝜏𝑗+1) = 𝑥𝐼(𝜏𝑗), then it is obvious that the event-triggered control system (6.1) has 

the order-1 periodic solution. Otherwise, 𝑥𝐼(𝜏𝑗+1) < 𝑥𝐼(𝜏𝑗) exists, we can define a non-

increasing sequence  𝑆 = {𝑥𝐼(𝜏𝑗), 𝑥𝐼(𝜏𝑗+1)… }. 

Based feasible region of system variables defined in Eq. (6.2), we have that 

𝑥𝐼(𝑡) ≥ 0, ∀𝑡 ∈ [0, 𝑇]       (6.20) 

Therefore, the sequence 𝑆 has a lower bound 𝑐, where 𝑐 ≥ 0. 

lim
n→∞

𝑥𝐼(𝜏𝑗+𝑛) = 𝑐       (6.21) 

For every 휀 > 0, there exists a positive integer 𝐾 . For all  𝑛 > 𝐾, it satisfies 

‖𝑥𝐼(𝜏𝑗+𝑛) − 𝑐‖ ≤ 휀      (6.22) 

When we consider a greater enough 𝐾 with a small enough 휀, it satisfies 

𝑥𝐼(𝜏𝑗+𝑛) = 𝑐 = 𝑥𝐼(𝜏𝑗+𝑛+1)     (6.23) 

Meaning, event-triggered control system in Eq.(6.3) has the order-1 periodic solution. 

Lemma 3: If the event-triggered control system in Eq.(6.3) has the order-1 periodic 

solution, the period starts from 𝜏𝑗
∗ ∈ 𝛤. Then sequence 𝑥𝐼(𝑡) is bounded by a positive number 𝐵, 

when 𝑡 ∈ [𝜏𝑗
∗, 𝑇]. Specifically, it satisfies  𝐵 ≤ 𝑥𝐼

∗. 

Proof: When the periodic exists in the system (6.3), if satisfies 

𝑥𝐼(𝜏𝑗
−) = 𝑥𝐼(𝜏𝑗+1

− ), ∀𝜏𝑗 > 𝜏𝑗
∗     (6.24) 

During the impulse control time interval, it satisfies  

𝑥𝐼(𝑡) ≤ 𝑥𝐼(𝜏𝑗
−), ∀𝑡 ∈ [𝜏𝑗 , 𝜏𝑗+1]      (6.25) 

Consider 𝐵 equal to the value of 𝑥𝐼(𝜏𝑗
∗), then sequence 𝑥𝐼(𝑡) is bounded 

𝑥𝐼(𝑡) ≤ 𝐵, ∀𝑡 ∈ [𝜏𝑗
∗, 𝑇]       (6.26) 

According to Eq (6.29),  
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𝐵 = 𝑥𝐼(𝜏𝑗
∗) ≤ 𝑥𝐼

∗       (6.27) 

Therefore, when system trajectory reach the order-1 periodic, the infected population of 

event-triggered system is always less than or equal to the value of endemic equilibrium. 

Meaning, event-triggered system can be effective than non-control system in limiting the spread 

of disease when the system reach the stability or periodic.    

 6.4.3 Stability Analysis for Event-triggered Impulse Control System without 

periodicity 

Lemma 4: If the event-triggered control system in Eq.(6.3) doesn’t have the order-1 

periodic solution, the system will converge into  𝑥∗. 

Proof: Since the control system doesn’t have the order-1 periodic solution, meaning that: 

∀𝑥𝑎 ∈ Ω𝑁 , 𝑡𝑝 > 0, such that 𝜑2(𝑥
𝑎, 𝑡𝑝) = 𝑥𝑏 ∈ Ω𝑀. It always has that 𝜑1(𝑥

𝑏) = 𝑥𝑐 ∈ Ω𝑁, 

where 𝑥𝑎 ≠ 𝑥𝑐. 

Therefore, in any two contiguous impulse control trigger phases [𝜏𝑗−1, 𝜏𝑗) and [𝜏𝑗 , 𝜏𝑗+1), 

it satisfies that: 

Ω𝑁(𝜏𝑗−1,𝜏𝑗)
∩ Ω𝑁(𝜏𝑗,𝜏𝑗+1) = ∅, ∀𝜏𝑗 ∈ 𝛤    (6.28) 

In addition, based on the characteristic of the epidemic system in Eq. (1), there exists a 

𝜏𝑗′ ∈ 𝛤. ∀𝜏𝑗 > 𝜏𝑗′ , 𝜏𝑗 ∈ 𝛤, satisfies that 𝑥(𝑡) is monotonous at Ω𝑁(𝜏𝑗,𝜏𝑗+1).  

Let  𝑥′(𝜏𝑗) to be any random selected point from  Ω𝑁(𝜏𝑗,𝜏𝑗+1), define the sequence 𝑆′ =

{ 𝑥′(𝜏𝑗′),  𝑥′(𝜏𝑗′+1)… }, where 𝑆′ is monotonous at Ω𝑁. 

Based on the Lemma 1, 𝑥∗ is an endemic equilibrium for the non-control system. 

Meaning, sequence 𝑆′ has a limitation at Ω𝑁:  

lim
n→∞

 𝑥′(𝜏𝑗′+𝑛) = 𝑥∗      (6.29) 
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In conclusion, the given impulse control system can at least reach the same equilibrium 

of the non-control system. In particular, if the impulse control system has the periodic with 

suitable control value, this system can reach a better steady state which has the lower infected 

population. Therefore, no matter the periodicity exists or not, the impulse control system in Eq. 

(6.3) is stable in Ω.  

 6.5 Simulation Studies 

In this chapter, we illustrate the proposed EBIC method using numerical simulation. The 

simulation results prove that the EBIC method has the ability to predict the control levels based 

on the evidence database. By comparing with existed methods, the ETC-triggered EBIC method 

has better performance in both reducing the infected population and saving the total cost during 

the epidemic. In addition, we set up another numerical simulation using a multi-dimension 

system for Zika Virus epidemic, to test the best ETC setting and neural network design for EBIC. 

Finally, the robustness simulation is used to prove the EBIC can obtain valid information from 

the epidemic data with shifts. 

 6.5.1 Simulations for the effectiveness analysis 

In this section, we compare the proposed EBIC control method with the other existed 

event-trigger control methods. The goal of this comparison is to verify the effectiveness of the 

EBIC method. This comparison is set up by a second-order standard SIS compartmental model, 

including a single vaccination control variable: 

𝑑𝑆

𝑑𝑡
= −0.01𝑆𝐼 + 0.008𝐼 − 𝑢𝐼    (6.30) 

𝑑𝐼

𝑑𝑡
= 0.01𝑆𝐼 − 0.008𝐼 + 𝑢𝐼      

Where 𝑆 represents the susceptive population, 𝐼 represents the infected population, 𝑢 

represents the percentage of vaccination control usage. The initial values of the susceptive 
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population and infected population are 0.93 and 0.07, meaning there are 7% of the total 

population are infected at the initial stage. The objective function is defined by the overall cost 

due to the infectious with the cost spent on the vaccination control. For this simulation, we set 

the total population size as 100,000. 

Minimize 𝐽(𝑢) = (∫ 10 ∗ 𝐼(𝑡)
𝑇

0
𝑑𝑡 + ∑ 200 ∗ 𝐼(𝜏𝑗) ∗ 𝑢(𝜏𝑗)

2𝑚
𝑗=1 ) ∗ 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 (6.31) 

Since the EBIC method required the pre-training process using historical data, we 

considered the simulation data with different initial values in 5 scenarios as the evidence 

database. Among which, 70% of the evidence database was used as training data; 30% of the 

evidence database was used as testing data. The simulation was set up by using the system in Eq. 

(6.30) with exactly the same objective function in Eq. (6.31). During the data collection, the 

control values are calculated by using the Pontryagin’s Maximum Principe (PMP) based optimal 

control algorithm, which is introduced by our previous publication[41, 50]. As we mentioned in 

section 6.3.4, the evidence database consists of both evidence input and output data. Where the 

input data is collected from observing the system variables, the output data is collected from the 

records of the optimal control values obtained via the PMP method.  

From the previous literature, other methods were introduced by using the impulse 

controls to limit the spread of the epidemic. Some of them considered the pre-defined value for 

the vaccination control variables [245, 251, 254, 255]. Meaning, they defined the values of 

vaccination usage percentages before the epidemic. When the impulse control is triggered by 

ETC, the system will use the predefined value as the control level. Other existed literature 

considered the feedback control, meaning the control level is depends on the value of the system 

variables [246, 252]. Typically, in the epidemic system, the more infected population will cause 

a higher value of the control variable.  
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In the following, we compare the EBIC with the existed impulse control methods, to 

verify the effectiveness of the EBIC method. The simulation comparisons adopt the unanimous 

trigger condition, which is the feedback trigger ETC mentioned in Eq. (6.7). The phase portrait 

comparisons are shown in Figure 6.6, and the simulations results are summarized in Table 6.2. 

 

Figure 6. 6 Phase portrait comparisons for different impulse control methods in time series 

Through the comparisons in Table 6.2, the EBIC method shows the effectiveness in 

reducing objective function value during the entire simulation period. In the meanwhile, EBIC 

spent less in the control cost than predefined control and feedback control as well. In particular, 

the predefined control method has a similar average value of control than the EBIC method, 

however, EBIC uses less control trigger times. In the meantime, the feedback control method has 

a similar control trigger times than the EBIC method, however, EBIC spends less on the value of 

each impulse control.  
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Table 6. 2 Efficiencies and steady states comparisons for different impulse control methods 

 Objective 

Function 

Cost due to 

Control 

Number 

of 

Controls 

Average 

Value 

of 

Control 

Stable 

Status 

Equilibrium 

Point 

(S,I) 

Periodic 

Lower 

Bound 

(S,I) 

Periodic 

Upper 

Bound 

(S,I) 

Without 

Control 

$5.95*108 0 0 0 Endemic 

Equilibrium 

0.8, 0.2 None None 

Predefined 

Control 

$3.62*108 $2.99*106 116 0.5 Periodic None 0.8794, 

0.1206 

0.8832, 

0.1168 

Feedback 

Control(delay) 

$3.16*108 $5.02*10 6 100 0.754 Periodic None 0.9268, 

0.0732 

0.9241, 

0.0759 

EBIC $1.52*10 8 $1.21*10 6 94 0.502 Periodic None 0.9587, 

0.0413 

0.9568, 

0.0432 

 

Through the simulation comparison in Figure 6.6, all of the predefined control, feedback 

control and EBIC methods can reach the periodic steady-state, which has a lower infected 

population percentage than the equilibrium point of the non-control system. Among these three 

control methods, EBIC receives better values in both lower bound and upper bound when the 

system reaches the periodic.  

 6.5.2. Simulations of ETC comparisons 

In this and the following simulations, we considered a multi-dimensional dynamic system 

for the Zika Virus epidemic, including a single control variable [35]. In this section, we compare 

the EBIC control method with the well-known PMP optimal control method in controlling the 

dynamic system of Zika Virus. Since the evidence database of the EBIC control is simulated by 

the PMP optimal control method, the EBIC control is expected to obtain the features of the PMP 

optimal control. Therefore, the object of this section is to verify the similarity in the trajectories 

of two types of control methods. To ensure the comparison equity, this simulation doesn’t 

consider the event-trigger conditions. 

𝑑𝑆ℎ

𝑑𝑡
= −𝑎𝑏

𝐼𝑣

𝑁ℎ
𝑆ℎ − 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
𝑆ℎ     (6.32) 
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𝑑𝐸ℎ

𝑑𝑡
= 𝜃 (𝑎𝑏

𝐼𝑣

𝑁ℎ
𝑆ℎ + 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
𝑆ℎ) − 𝑣ℎ𝐸ℎ   (6.33) 

𝑑𝐼ℎ1

𝑑𝑡
= 𝑣ℎ𝐸ℎ − 𝛾ℎ1𝐼ℎ1       (6.34) 

𝑑𝐼ℎ2

𝑑𝑡
= 𝛾ℎ1𝐼ℎ1 − 𝛾ℎ2𝐼ℎ2      (6.35) 

𝑑𝐴ℎ

𝑑𝑡
= (1 − 𝜃) (𝑎𝑏

𝐼𝑣

𝑁ℎ
𝑆ℎ + 𝛽

𝜅𝐸ℎ+𝐼ℎ1+𝜏𝐼ℎ2

𝑁ℎ
𝑆ℎ) − 𝛾ℎ𝐴ℎ  (6.36) 

𝑑𝑅ℎ

𝑑𝑡
= 𝛾ℎ2𝐼ℎ2 + 𝛾ℎ𝐴ℎ       (6.37) 

𝑑𝑆𝑣

𝑑𝑡
= 𝜇𝑣𝑁𝑣 − 𝑎𝑐

𝜂𝐸ℎ+𝐼ℎ1

𝑁ℎ
𝑆𝑣 − 𝜇𝑣(1 + 𝑢)𝑆𝑣    (6.38) 

𝑑𝐸𝑣

𝑑𝑡
= 𝑎𝑐

𝜂𝐸ℎ+𝐼ℎ1

𝑁ℎ
𝑆𝑣 − (𝑣𝑣 + 𝜇𝑣(1 + 𝑢))𝐸𝑣    (6.39) 

𝑑𝐼𝑣

𝑑𝑡
= 𝑣𝑣𝐸𝑣 − 𝜇𝑣(1 + 𝑢)𝐼𝑣      (6.40) 

Where 𝑆ℎ(𝑡), 𝐸ℎ(𝑡), 𝐼ℎ1(𝑡), 𝐼ℎ2(𝑡), 𝐴ℎ(𝑡), 𝑅ℎ(𝑡) respectively represent the population of 

susceptible, exposed, symptomatically infected, convalescent, asymptomatically infected, 

recovered human, 𝑆𝑣(𝑡), 𝐸𝑣(𝑡), 𝐼𝑣(𝑡) respectively represent the population of susceptible, 

exposed, infectious vectors. 𝑢 is the control (in percentage) that can improve the death rate of the 

mosquito population (e.g., spraying the insecticide). The parameter descriptions and the initial 

values of the variables are summarized in the appendix.   

Minimize 𝐽(𝑢) = ∫ 8000 ∗ 𝐼ℎ1(𝑡)
𝑇

0
+ 1000 ∗ 𝐼ℎ2(𝑡)𝑑𝑡 + ∑ 5 ∗ 106 ∗ 𝑢(𝜏𝑗)

2𝑚
𝑗=1  (6.41) 

The objective function is defined by the combining the overall costs due to infectious 

treatment and spreading the insecticide. Since this problem will be solved by using EBIC 

framework, evidence database is necessary for the pre-training process. To simplify the data 

collection process, we will use the PMP-based optimal control algorithm mentioned in section 
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6.3.1 to simulate the evidence database. Same like the section 6.5.1, the 70% of the evidence 

database is used as training set, the rest 30% is used as testing set. 

In the Figure 6.7, the EBIC control is compared with the PMP optimal control. These 

system variables are calculated by using the PMP optimal control method. Under the assumption 

of the EBIC control is always triggered, the EBIC is calculated based on the same system 

variable values. This comparison assumed that 250% of the normal death rate of mosquito is the 

maximum value by spraying insecticide.    

 

Figure 6. 7 EBIC and PMP optimal control values comparison  

The comparison proves that EBIC control is feasible since it has a similar trajectory in 

time series than PMP optimal control. However, in the entire time series, the values of EBIC 

control are significantly higher than PMP optimal control. Meaning, if we assumed the EBIC 

control is always triggered, the value gaps between EBIC control and PMP optimal control will 

be wasteful. Therefore, we will compare different trigger methods with EBIC control in the 

following section, the goal is using the limited trigger times to minimize the total cost and the 

number of infections. 
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 6.5.3 Trigger methods comparison for EBIC  

In this section, the feedback trigger, CTSETC, and CEBETC methods are compared by 

using the given Zika Virus epidemic system. As we mentioned in section 6.3.2 and 6.3.3, 

CTSETC can synthetically evaluate the current epidemic; CEBETC can intelligently trigger the 

impulse control. The object of this comparison is to verify the effectiveness of the proposed 

ETCs in limiting the transmission of Zika Virus.  

Table 6. 3 Efficiencies comparisons for different ETCs 

METHOD  TRIGGER 

METHOD  

TOTAL 

INFECTIONS  

NUMBER 

OF 

TRIGGERS  

COST OF 

INFECTIONS  

COST OF 

CONTROL 

OBJECTIVE 

FUNCTION  

IMPROVE 

% 

Without control N/A 22944 0 4.13*10^9 0 4.13*10^9 0 

PMP-based Optimal 

control 

Continuous  6141 Continuous 1.10*10^9 5.16*10^8 1.62*10^9 60.78% 

EBIC (Single variable)  Feedback Trigger 10930 192 1.58*10^9 4.26*10^8 2.01*10^9 51.33% 

CEBT 12401 106 1.78*10^9 3.31*10^8 2.11*10^9 48.91% 

EBIC (Kernel system 

variable) 

CTST 9561 412 1.42*10^9 5.05*10^8 1.93*10^9 53.27% 

CEBT 7013 875 1.29*10^9 7.95*10^8 2.09*10^9 49.39% 

EBIC (Single variable 

with moving average)  

Feedback Trigger 11458 157 1.73*10^9 4.15*10^8 2.15*10^9 47.94% 

CEBT 14940 91 2.69*10^9 2.84*10^8 2.98*10^9 27.85% 

EBIC (Kernel system 

variable with moving 

average) 

CTST 10511 337 1.59*10^9 5.13*10^8 2.12*10^9 48.67% 

CEBT 10803 693 1.65*10^9 7.08*10^8 2.35*10^9 43.10% 

 

In Table 6.3, we compare the feedback trigger, CTSETC, and CEBETC trigger methods 

by using the EBIC control methods with different variable types. The comparison results are 

synthetically reflected by the infection numbers, control trigger numbers, and the total cost 

during the epidemics. It is apparent that PMP-based optimal control is the best to minimize the 

value of the total cost during the epidemic (objective function). However, the PMP method can 

only provide continuous control, which is hard to be executed in the real world. For the EBIC 

method with single variable criteria, the feedback trigger method is compared with the CEBETC 
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method; for the kernel processed system variable, the CTSETC method is compared with the 

CEBETC method. From the comparison, CEBETC is less effective than feedback triggers and 

CTSETC methods in both the infected population and cost function.  

    

  (a)     (c)     (e)     (g) 

    

(b)     (d)     (f)     (h) 

Figure 6. 8 Control levels comparisons for: (a),(b) EBIC (single variable) with Feedback 

trigger/CEBT; (c),(d) EBIC (kernel system variable) with CTST/CEBT; (e),(f) EBIC (single 

variable with moving average) with Feedback trigger/CEBT; (g),(h) EBIC (kernel system 

variable with moving average) with CTST/CEBT 

Even though CEBETC method receives a higher value in the cost and infected 

population, it can intelligently trigger the impulse control without using human intervention at 

ETC criteria. In Figure 6.8, we compared the EBIC control triggered by feedback 

trigger/CTSETC with the EBIC control triggered by CEBETC. From the comparison, the 

CEBETC can trigger the control at almost same time period than the feedback trigger/CTSETC 

method. Therefore, the CEBETC method has the potential to be improved through the training 

by the dataset with more relevant system information.  

 6.5.4 Simulations of neural network architecture design for EBIC  

In this section, we still utilize the dynamic system for Zika Virus to research the neural 

network architecture of EBIC method. As we mentioned in the section 6.3.4, many types of 

neural networks can be used as classification models to classify the EBIC control level. In the 
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following, we use the same training set in section 6.5.3 to compare the classification accuracies 

and speeds of different neural networks like fully connected network (FCN), CNN, RNN, GRU 

and LSTM.   

The historical evidence dataset 𝑆𝐸𝐵𝐼𝐶 is generated by the 5 years simulation of dynamic 

model for Zika Virus. The evidence control set is calculated by using PMP based optimal control 

method. In addition, we classified the control variables at each time epoch into 100 control level 

sets based on the value. In the validation process, we randomly selected 70% data from the 𝑆𝐸𝐵𝐼𝐶 

as the training set, 30% data as the validation set. To test the potential overfitting, we also 

compare the accuracy rates by using the cross validation. 

Table 6. 4 EBIC architecture comparisons for different neural networks 
 

50 iterations 

running  time 

Accuracy in 

training 

Accuracy in 

cross 

validation 

200 iterations 

running  time 

Accuracy in 

training 

Accuracy in 

cross 

validation 

FCN  19.92s 68.71% 67.37% 77.48s 75.98% 75.31% 

FCN(dropout) 24.48s 71.64% 70.01% 93.89s 77.40% 75.71% 

CNN 706.70s 77.54% 76.70% 3032.89s 77.88% 76.63% 

CNN(dropout) 740.79s 77.29% 75.55% 3225.02s 77.18% 75.89% 

RNN 75.14s 77.08% 74.26% 331.72s 78.24% 76.31% 

RNN(dropout) 85.65s 77.30% 77.21% 339.03s 77.74% 77.10% 

GRU 163.84s 77.41% 74.50% 595.51S 78.14% 77.86% 

GRU(dropout) 173.82s 76.58% 76.04% 717.20s 78.80% 76.58% 

LSTM 177.89s 77.03% 73.88% 779.24s 78.55% 77.58% 

LSTM(dropout) 180.91s 76.01% 75.13% 791.45s 78.20% 77.49% 

In the Table 6.4, we compared the running times and classification accuracy rates in both 

50 iterations and 200 iterations for different neural networks. The running time is defined as the 

time to train and validate the neural network. The classification accuracy rate is defined as how 

many percentages of the control variables are exactly on the same level as the PMP optimal 

control algorithm. 
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Through the comparison, FCN has the fastest training speed, in the meantime, it also 

requires more iterations to convergence than other neural networks. Most of the other neural 

networks can convergence into around 77% accuracy rate in 50 iterations; around 78% accuracy 

rate in 200 iterations. However, the training speeds are significantly different. Standard RNN 

takes around 80 seconds to convergence into a 77% accuracy rate, the rest of them require 160 

seconds or higher to convergence into a similar rate. Meaning, RNN is the most efficient neural 

network by taking both training speed and accuracy rate into account.  

In addition, researchers already reached a consensus in using cross-validation to test the 

potential overfitting existed in the classification model [243, 265]. Typically, if there is a 

significant difference between the predicted accuracies with and without cross-validation, 

meaning the trained model may exist overfitting. From Table 6.4, although there is a slight 

difference between the accuracy rates with and without cross-validation, most of the gaps are 

less than 2 percentages. Meaning, this model doesn’t include obvious overfitting through the 

training process. 

Table 6. 5 RNN architecture improvement comparisons with 50 iterations 

Experiment  Unroll Bias vector Return last 

output 

One direction 

running time  

Accuracy with 

one direction  

Bidirection 

running time 

Accuracy with 

bidirection  

#1 N N N 75.14s 77.08% 63.24s 76.06% 

#2 N N Y 50.64s 77.73% 47.54s 76.36% 

#3 N Y N 64.69s 76.47% 64.20s 75.57% 

#4 N Y Y 58.21s 77.09% 52.83s 76.53% 

#5 Y N N 56.02s 76.28% 50.68s 76.70% 

#6 Y Y N 63.45s 75.55% 51.91s 76.34% 

#7 Y N Y 48.21s 77.78% 39.85s 77.32% 

#8 Y Y Y 48.73s 76.40% 39.42s 76.53% 

 

As we mentioned in the section 6.3.4, standard RNN can be further improved by adding 

components in architecture design. From Table 6.4, we already knew the best-predicted accuracy 
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rate is around 77%-78% using the given database. To further improve the efficiency of the RNN 

architecture, we design the experiments to speed up convergence. Methods like unrolling, adding 

bias vector, returning last output of the sequence and bidirectional training are tested. Through 

the experiments, the best performance was received by BURNN, which includes the unrolling, 

only returning last output of the sequence and bidirectional training. BURNN can finish the 50 

iterations of training in 39.85s, which is significantly faster than standard RNN. 

  

Figure 6. 9 Convergence plots comparison for standard RNN and BURNN 

In addition, since bidirectional training can fully take advantage of all available input 

information in the past and future, BURNN can train the neural network with fewer iterations. 

From Figure 6.9, we know that BURNN can convergence into a 77% accuracy rate using less 

than 10 iterations. However, the standard RNN requires round 40 iterations to reach the same 

value of accuracy. 

 6.5.5 Simulations of Robustness and Validity Analysis 

In this section, we simulate the real-world evidence data with the time shifts and 

magnitude differences. These data are used to train the neural networks for calculating the 

control variables. The goal of this simulation is to verify the robustness of the EBIC method 

under the unperfect data. In addition, the final simulation compares the validities of historical 
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controls and EBIC control. The goal of this comparison is to verify that EBIC control has a better 

performance than the empirical control strategy for the future epidemic.  

Similar to the data collection for Section 6.5.4, the historical evidence dataset 𝑆𝐸𝐵𝐼𝐶 is 

generated by the 5 years simulation of a dynamic model for the Zika Virus. However, in this 

section, the historical data are simulated with time shifts and magnitude differences in the 

epidemic. The infections related variables and control strategies from the historical simulations 

are shown in Figure 6.10. 

 

  

Figure 6. 10 Illustration of the evidence data with time shifts and magnitude differences 

Randomly selected 70% of the total evidence data as the training set; 30% of the total 

evidence data as the validation set. Then, we train the BURNN by the training set and compare 

the accuracy and loss function for both the training set and validation set. The comparison is 

trained with 200 iterations, and the details are shown in Figure 6.11. 
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Figure 6. 11 Accuracy and loss comparisons for the BURNN training with time shifts and 

magnitude differences data 

Through the comparison, the difference of accuracy and loss between the training set and 

the validation set are tiny. Meaning, even though the overfitting may exist in the training process, 

the influence still can be negligible. That comparison verifies that the EBIC method is robust if 

the training and validation sets are randomly selected from the same resource. 

However, in the real world, the training and validation sets typically come from different 

resources. Therefore, in the following comparison, we consider the Zika Virus data from 5 years 

of simulation as the training set. Then, we consider another 1-year Zika Virus data with different 

time shifts and magnitude differences as the validation data. The comparison results are shown in 

Figure 6.12. 
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Figure 6. 12 Accuracy and loss comparisons for the BURNN training validated by the 

different resource 

When the validation set comes from a different resource as the training set, there exists a 

significant difference between the accuracies from two sets. The validation accuracy is obviously 

lower than the accuracy of the training set. Moreover, the loss value and the variation level of the 

validation set increases with more training iterations. Meaning, the overfitting exists when the 

training process takes more than 50 iterations. For the training process after the 50th iteration, 

even though the accuracy of the training set is still increasing, the performance of the neural 

network becomes worse. Therefore, to ensure the robustness, we shouldn’t consider too many 

iterations of the training process. 

The final simulation is to compare the efficiencies of EBIC control with 5 historical 

control strategies for the upcoming epidemic. The 5 historical control strategies are generated 
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from the above evidence data in 5 historical years. The EBIC control is set up by the BURNN, 

which is trained by using the above evidence data in 5 historical years. The upcoming epidemic 

is simulated by using the different disease system parameters and initials for the variables. The 

comparison results are shown in Figure 6.13. 

  

Figure 6.13. Total cost and infections number comparisons 

Figure 6.13 shows that the EBIC has a lower total cost with the lower total numbers of 

the infections. Meaning, the EBIC has been proved to learn the control strategies from the 

historical evidence, then utilizes the learned rules to limit the transmission of the future 

epidemic. This comparison also proves that EBIC is obviously better than empirical strategies in 

controlling the upcoming epidemics.  

 6.5 Conclusion 

Aiming to reduce the cost of unnecessary epidemic controls, the new disease control 

method has been proposed with the EBIC and ETCs for the epidemic dynamic systems. By 

taking advantage of the historical epidemic and control data, EBIC trains several neural networks 

to control the spreading of infectious diseases. Therefore, EBIC can intelligently analyze the 

future epidemic status and provide the appropriate control strategies. In addition, ETCs have 

been designed to avoid executing unnecessary control strategies. These ETCs have been 

triggered only if the current prevalence has the potential to deteriorate. The stability of the 

epidemic system under the event triggered conditions that have been proved by this paper, no 
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matter the system has the periodicity or not. Five groups of simulation comparisons have been 

given to prove the validity, accuracy, optimality, and robustness of the proposed method.     

Designing two types of ETC is one major contribution of this work. Both CTSETC and 

CEBETC are able to determine the best time epoch of impulse control. CTSETC utilizes the 

kernel matrix method to synthetically integrate information from multi-variables. The integrated 

epidemic information will be analyzed by the time series method to automatically trigger the 

disease control. Moreover, CEBETC achieves one more step than CTSETC. CEBETC trains the 

convolutional neural networks to obtain the relation between historical epidemic data with the 

control trigger data. Then, the trained neural networks are used to intelligently trigger the 

epidemic impulse control.     

Another major contribution of this work is the design of the EBIC mechanism. The EBIC 

method proposes a new method to determine the optimal level of impulse control after the ETC 

is triggered. The EBIC method takes advantage of the evidence epidemic data and control 

strategies. Similar to the CEBETC method, the EBIC method trains the neural networks to learn 

the relation between evidence epidemic data and control strategies. Many neural networks like 

fully-connected networks, CNN, RNN, LSTM, and GRU are tested for the EBIC method. 

Through the simulation comparisons, the revised BURNN receives good performance in both 

predicted accuracy and running time. 

This paper also proves the epidemic system with impulse control is stable under the 

ETCs. The simulation part of this paper verifies that the EBIC predicted control has a similar 

trajectory with theoretical optimal control. In addition, the simulation reflects the robustness of 

the EBIC method, and provides the suggestions to avoid the overfitting during the training 

process. 
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This paper only provides the theoretical methods in the design of the EBIC and ETCs. To 

make this contribution valuable in real-world epidemic control, the future work of this paper will 

focus on real-world data collection and implementation. Instead of using simulation data, future 

work will collect the historical epidemic data from health organizations to train the neural 

networks. The expected result is to predict on-time disease control strategies for the 

policymakers.  
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Chapter 7 - Modeling Learning and Forgetting Processes  

with the corresponding impacts on Human Behaviors  

in Infectious Disease Epidemics 

Chapter 7 is based on the manuscript “Modeling learning and forgetting process with the 

corresponding impacts on human behaviors in infectious disease epidemic” Published in 

Computers & Industrial Engineering [36].  

Abstract 

This chapter presents two new mathematical models, an information forgetting curve 

(IFC) model and a memory reception fading and cumulating (MRFC) model, to examine 

forgetting and learning behaviors of individuals during an infectious disease epidemic. Both 

models consider how epidemic prevalence and community behavior-change information may 

affect agent emotions and subsequently influence an individual's behavior changes during an 

epidemic. The IFC model utilizes a forgetting curve to process epidemic information, and the 

MRFC model formulates disease information variations using the Itô diffusion process. 

Sensitivity analysis and simulation comparisons showed that the MRFC model more accurately 

describes the epidemic with high lethal rate gets high attention. The author also demonstrated 

that MRFC model has higher sensitivity parameters and is more flexible on wide ranges of 

infection rates than the IFC model. However, the IFC model is a better suited for widespread, 

low-risk mortality epidemics, such as seasonal influenza, the infection information and 

protective behavior have close relationships among the susceptible population. An agent-based 

simulation model also developed to mimic the epidemic prevalence of the 2009 Chicago H1N1 

using public available historical data sets by IFC model.  

Keywords: Forgetting and learning, epidemics, behavior changes, agent-based simulation. 
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 7.1 Introduction 

Human disease awareness and related behavior changes during disease epidemics have 

recently attracted considerable research attention [266]. In order to be more accurately predict a 

disease epidemic and estimate its potential impacts, however, a comprehensive understanding of 

information dissemination within human contact networks and the effects of this information on 

human emotions, awareness, and behavior must increase. Extensive literature and studies have 

investigated how information affects human behaviors, but minimal research has focused on 

human memory and forgetting/learning processes related to disease information, or the process in 

which information may be forgotten and relearned during an epidemic episode. This paper 

proposes two new mathematical models to investigate the effects of information in disease 

transmission, including the forgetting and learning phenomenon.  

The human brain cannot store an infinite amount of retrieved information. In 1968, 

Atkinson and Shiffrin first classified memory as long term and short term [267]. Engle et.al defined 

short-term memory as retainable for a short period of time (usually from 6 to 600 seconds) but 

unable to be manipulated; however, they did not detail how long-term or short-term memory 

relates to people forgetting information [268]. Ebbinghaus et.al experimentally investigated how 

the process of forgetting proceeds with influences of time or daily events, hypothesizing that, 

although a memory series is gradually forgotten, memories that have been learned twice fade more 

slowly compared to memories that have been learned once [269]. Wingfield et.al proposed a 

“forgetting curve” to show the process of memory loss over a period from 20 minutes to 31 days 

[270]. A recent paper has indicated that the people learn language also following the forgetting 

curve [271], and experiments have been conducted to increase understanding of the learning and 
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forgetting phenomenon [272, 273]. In 1985, Brainerd et. al concluded that forgetting is governed 

by various laws and therefore requires unique theoretical assumptions [274]. 

Notable learning and forgetting mathematical models have been proposed. In 1976, 

Carlson et. al introduced the variable regression variable forgetting (VRVF) model [275], and, in 

1990, Elmaghraby proposed the variable regression invariant forgetting (VRIF) model, which 

corrected errors in previous forgetting models and accommodated a finite horizon [276]. In 1996, 

Jaber et. al proposed the learn-forget curve model (LFCM), which showed that forgetting is 

dependent on some factors such as the learning slope, the quantity produced and the minimum 

production breaks [277]. In 1997, Jaber et. al compared these three models, and in recent years, 

Jaber et. al reviewed factors that influence forgetting and incorporated the job similarity factor into 

the  LFCM [278]. In 2002, Sikström & Jaber provided an elaborate review of forgetting curves in 

psychology and industrial engineering literature [279]. Because the previous papers did not 

consider the forgetting phenomenon in disease, however, this paper proposes an information 

forgetting curve model (IFC) to describe how disease information fades over time during an 

epidemic, following a forgetting curve through time and thereby influencing final disease memory. 

In 2012, Sikström & Jaber updated their research in the modeling of learning and forgetting area 

[280]. They proposed a Depletion-Power-Integration-Latency (DPIL) Model. This model 

considered the depletion of the encoding resource as forgetting and learning behavior when the 

system repetitively performs a task. More than fitting the historical dataset and calculate the 

settings of optimal performance, this model discussed how learning can interact with the forgetting 

by modeling the repetitively encoding can increase the memory strength.  

Stochastic factors can influence the information perception process and new information 

can diversely affect human memory when agents receive new information and forget previous 
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information. Researchers have shown that biased media coverage, misleading personal 

experiences, and anxieties can cause people to process information with unwarranted confidence 

or uncertain judgment [281]. Zhao et.al also discussed the stochastic change rate of perception to 

infectious disease risk [282]. This paper proposes a memory reception fading and cumulating 

(MRFC) model to describe the stochastic phenomenon of human memory as it pertains to disease 

information based on learning and forgetting. 

Agents have unique understandings based on identical information, and they react with 

distinct switch behaviors. In 2009, Chen concluded that agents learn prevalence through the spread 

of information and can adjust human behavior during a disease epidemic [283]. Funk et al. found 

that the spread of disease awareness significantly decreases the infection rate [284], and Kiss et al. 

proved that the diffusion of disease information increases risk awareness and causes the host 

population to take infection prevention measures [285]. In 2015, Zhao et al. proposed a disease 

model using a spatial evolutionary game to illustrate the impact of information dissemination on 

human behavior in an epidemic, proving that how an agent feels depends on information content 

and context [286]. In other words, agents demonstrate unique perspectives for the same disease 

information, resulting in diverse emotional responses. When disease information is positive, agents 

may have minimal concerns about the disease; negative information, however, may increase 

agent's awareness. Hence, certain types of information could alter agents’ moods or emotions 

[287]. Chen et al. also modeled how disease information, such as the number of infected 

individuals and the number of susceptible individuals who choose the switching behaviors, impact 

agents' fears about the epidemic [41]. This paper applies an agent-based model to determine how 

disease information can cause diverse human behaviors, as well as use of the one-factor-at-a-time 

method (OFAT) to conduct sensitivity analysis for various parameter settings in the IFC and 
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MRFC models, highlighting the influence of parameter settings for the model and comparing 

agents’ epidemic behaviors using the IFC, MRFC, and no-memory models.  

This paper also discusses the 2009 H1N1 influenza epidemic. By combining historical 

infection data in affected cities with corresponding population characteristics, the authors restored 

the 2009 H1N1 prevalence in Chicago, a typical H1N1-affected city. This paper also investigates 

how the phenomenon of memory fading and behavior-switched protection influence epidemic 

spreading.  

 7.2 Information Forgetting Curve Model 

 7.2.1 Contact Network and Disease Information 

Contact networks have been widely applied to many implementations of disease 

transmission [288-290]. Zhao et al. introduced the concept of disease information dissemination 

and its effect on epidemic disease transmission by proposing that agents gain disease information 

from two layers: local and global contact networks [40]. Local information is gained from 

neighboring agents, while global information is acquired from all locations. The researchers used 

a spatial evolutionary game to figure out if agents switch behavior based on payoff [282]. In 

general, local contact networks contain many social cliques and more readily transmit pathogens, 

while global contact networks are usually dominated by non-face-to-face contacts and random 

long-distance connections [291]. 

Rapidly increasing advanced technology and popularity of the internet, social media, and 

new-media broadcasting channels have revolutionized the ways about information transmission 

and human communication. Sahneh et al. changed traditional global and local contact network 

divisions to disease transmission and information transmission divisions [292]. A disease 

transmission contact network (DTCN) is comprised of daily face-to-face contacts, such as family 
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members, neighbors, and colleagues, while an information transmission contact network (ITCN) 

includes all contacts in an agent’s social media. In general, contacts in a DTCN are a subset of 

contacts in an ITCN (Figure 7.1). 

 

Figure 7. 1 Schematics of a two contact networks: ITCN and DTCN 

Recent advancements in the information technology industry and the Internet of Things are 

spurring a rapid transition into an information era. Subsequently, disease information and its 

dissemination via modern information systems, such as social media, virtual communities, 

alternative media, and traditional media broadcasting, have begun to significantly influence 

disease transmission [293]. However, current research on the effects of disease information are 

primarily limited to the infected information (i.e., disease prevalence) [54, 294, 295]. In 2009, 

Chen found that self-protection qualities in a disease can positively influence disease transmission 

[283]. Agents frequently choose to use protective measures in an epidemic to reduce infection 

risks; these behaviors are known as switching behaviors. When agents choose not to take any 

protective measures in an epidemic, their behavior is referred to as normal behavior. In order to 

most accurately describe an individual's perception of information related to an ongoing epidemic, 

this research refers to a measure as perceived disease information (PDI), as defined in equation 
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(7.1), which can be divided into infected information (denoted as Ii(t)) and switch behavior 

information (denoted as swi(t)): 

𝑃𝐷𝐼𝑖(𝑡) = 𝛼𝐼𝑖(𝑡) + (1 − 𝛼)𝑠𝑤𝑖(𝑡), where 0 ≤  ≤ 1   (7.1) 

In equation (7.1), 𝑃𝐷𝐼𝑖(𝑡) represents new disease information of agent 𝑖 at time 𝑡; 𝐼𝑖(𝑡) 

denotes the estimation of infected population percentages of agent 𝑖′s contact network at time 𝑡, 

which represents the infected information; 𝑠𝑤𝑖(𝑡) is the estimation of switch behavior population 

percentages of agent 𝑖′s  contact network at time  𝑡 , which represents behavior-switched 

information; weighted parameter 𝛼 denotes how an individual agent weights the proportion of 

infected information. 

Since ITCN and DTCN can be utilized to collect information, 𝐼𝑖(𝑡) and 𝑠𝑤𝑖(𝑡) can be 

divided based on the information source. 𝐼𝑖
𝐼𝑇𝐶𝑁(𝑡) and 𝐼𝑖

𝐷𝑇𝐶𝑁(𝑡) represent infected information 

collected by ITCN and DTCN, 𝑠𝑤𝑖
𝐼𝑇𝐶𝑁(𝑡) and 𝑠𝑤𝑖

𝐷𝑇𝐶𝑁(𝑡) represent behavior-switch information 

collected by ITCN and DTCN, and 𝛽  is the weight parameter to determine the proportion of 

information sources. Thus, 𝐼𝑖(𝑡) and 𝑠𝑤𝑖(𝑡) can be described as  

𝐼𝑖(𝑡) = 𝛽𝐼𝑖
𝐼𝑇𝐶𝑁(𝑡) + (1 − 𝛽)𝐼𝑖

𝐷𝑇𝐶𝑁(𝑡)    (7.2) 

𝑠𝑤𝑖(𝑡) = 𝛽𝑠𝑤𝑖
𝐼𝑇𝐶𝑁(𝑡) + (1 − 𝛽)𝑠𝑤𝑖

𝐷𝑇𝐶𝑁(𝑡)     (7.3) 

Then, 

𝑃𝐷𝐼𝑖(𝑡) = 𝛼𝛽𝐼𝑖
𝐼𝑇𝐶𝑁(𝑡) + 𝛼(1 − 𝛽)𝐼𝑖

𝐷𝑇𝐶𝑁(𝑡) + (1 − 𝛼)𝛽𝑠𝑤𝑖
𝐼𝑇𝐶𝑁(𝑡) + (1 − 𝛼)(1 −

𝛽)𝑠𝑤𝑖
𝐷𝑇𝐶𝑁(𝑡) (2.4) 

Since 𝐼𝑖
𝐼𝑇𝐶𝑁 , 𝐼𝑖

𝐷𝑇𝐶𝑁(𝑡), 𝑠𝑤𝑖
𝐼𝑇𝐶𝑁(𝑡), and 𝑠𝑤𝑖

𝐷𝑇𝐶𝑁(𝑡) are four percentages; also we have 

𝛼𝛽 +  𝛼(1 − 𝛽) + (1 − 𝛼)𝛽 +(1 − 𝛼)(1 − 𝛽) = 1, the range of perceived disease information 

𝑃𝐷𝐼𝑖(𝑡) is [0,1]. The high 𝑃𝐷𝐼𝑖(𝑡) indicates increased seriousness of the disease. 
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 7.2.2 Information Forgetting in a Disease Epidemic 

Human memory is a system that can store and retrieve information [296]. In 1913, 

Ebbinghaus introduced the forgetting curve to describe the information process of forgetting over 

time [269]. In 1991, Wixted et. al presented mathematical functions to represent the process of 

forgetting, including experiments to demonstrate and analyze the forgetting curve based on those 

forgetting functions [297]. The authors considered recall, recognition, and saving as measures of 

memory. The article also studied several materials to be remembered, including present words, 

faces, nonsense syllables, and graphic images. In addition, serval different subjects were used in 

the experiments, and the experiments were carried out at various time intervals. The study found 

that the process of forgetting can be represented mathematically using the following simple power 

function of time: 

𝑦 = 𝑎𝑡−𝑏     (7.5) 

In equation (7.5), 𝑦 is a memory performance measure for the strength of the memory trace, 

or the proportion recalled by memory, and 𝑡 represents time (one day as a unit period) [37]. 

Parameter 𝑎 is the degree of learning, which represents the estimated level of performance after 

one unit of time, and parameter 𝑏 is the rate of forgetting, where 𝑎 and 𝑏 range from 0 to 1 [38]. 

Therefore, this power function, y, ranges from 0 to infinity; that is, as 𝑡 tends to zero, 𝑦 tends to 

infinity, and as 𝑡 tends to infinity, 𝑦 tends to zero. Figure 7.2 (a) and (b) show the trend of function 

y when the degree of learning (0≤ a ≤ 1) and rate of forgetting (0 ≤ b ≤ 1) differ. 
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Figure 7. 2 Forgetting curves 

Disease parameters such as infectious periods, numbers of infections, and disease 

susceptibility are considered disease knowledge or information and can be remembered or recalled 

by an individual agent [298]. This paper assumes that, similar to normal daily information, disease 

information acquired via disease parameters incorporates the learning and forgetting phenomenon. 

When agents receive similar information that they received before, corresponding memory is 

reinforced, causing slow memory fading. However, when signal of prevalence aggravation has not 

stimulated human memory, memory about the information follows the forgetting curve. 

𝑤𝑡 =
∫ 𝑎𝑡−𝑏𝑡+1
𝑡 𝑑𝑡

∫ 𝑎𝑡−𝑏
𝑡𝑓
0

𝑑𝑡
      (7.6) 

𝑤0 =
∫ 𝑎𝑡−𝑏1
0 𝑑𝑡

∫ 𝑎𝑡−𝑏
𝑡𝑓
0

𝑑𝑡
=

1

𝑡𝑓
𝑏+1−1

     (7.7) 

Equation (7.6) defines memory residual weight of disease information. In the equation, 𝑤𝑡 

represents the memory performance proportion for integration of 𝑦𝑡 in one day at total memory 

performance on 𝑡 days before current day, where the integration of 𝑎𝑡−𝑏 from 0 to 𝑡𝑓 represents 
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the sum of memory portions; integration of 𝑎𝑡−𝑏  from 𝑡  to 𝑡 + 1  represents the memory 

performance proportion in the 𝑡 − th day. Equation (7.7) shows formulation of the special case 

(performance proportion of memory in the day before current day) 𝑤0, meaning feasible longest 

memory epoch 𝑡𝑓  and forgetting rate 𝑏. Therefore, the mathematical equation of final disease 

information (FDI) in the IFC model can be described as  

𝐹𝐷𝐼𝑖(𝑡) = 𝑤0𝑃𝐷𝐼𝑖(𝑡) + 𝑤1𝑃𝐷𝐼𝑖(𝑡 − 1) + ⋯+ 𝑤𝑡𝑃𝐷𝐼𝑖(0)   (7.8) 

where 𝐹𝐷𝐼𝑖(𝑡) represents FDI of agent 𝑖 at time 𝑡. Since I(t) and sw(t) are percentages from 

0 to 1, 𝑃𝐷𝐼𝑖(𝑡) has the range [0,1]. In addition, ∑ 𝑤𝑗
𝑡
𝑗=0 = 1, meaning the range of 𝐹𝐷𝐼𝑖(𝑡) is also 

[0,1]. For agent 𝑖, 𝐹𝐷𝐼𝑖(𝑡) reflects disease severity cognition at time 𝑡: 

𝐹𝐷𝐼𝑖(𝑡) = 𝑤0𝑃𝐷𝐼𝑖(𝑡) + (1 − 𝑤0)𝐹𝐷𝐼𝑖(𝑡 − 1)   (7.9) 

FDI also could be exponential smoothing, as shown in equation (7.9). Specifically, 

𝑤0𝑃𝐷𝐼𝑖(𝑡)  could be new information learning, and (1 − 𝑤0)𝐹𝐷𝐼𝑖(𝑡 − 1)  could be past 

information forgetting. 𝑤0 is a crucial adjective parameter in the IFC model. In the case of w0 = 1, 

the agent is assumed to be memoryless, so FDI is equal to PDI and the agent chooses behavior 

based only on current information. 

 7.2.3 Fear Factor and Human Behavior in Disease 

Epidemic information is often disseminated in correlation with the spread of disease. In 

addition to acquiring disease information through social networks, newspaper, or TV news, agents 

also gain disease information via communication with colleagues and families in their contact 

networks. This method of attaining disease-related information often includes an emotional 

response that influences agents’ immediate behavior changes. For example, if agents know many 

individuals have become infected or expired at the outbreak of an infectious disease, they may fear 

the disease and take protective measures, such as decreasing travel, wearing masks, or becoming 
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vaccinated, to prevent infection. The process of transforming information to emotion and then to 

action is illustrated in Figure 7.3.  

Disease 
Information Affect Emotion Human BehaviorAffect

 

Figure 7. 3 Process of disease information affects human behavior 

Chen et al. proposed a model to describe how disease information can affect individuals’ 

emotions by introducing an individual fear factor (𝐼𝐹𝐹𝑖(𝑡)) [41]. Where 𝑡 represents the current 

time, 𝑖  represents the sequence number of the agent. Their model showed that individuals 

demonstrate diverse disease perceptions when they know infected individuals or switch 

individuals, thereby altering their emotions. For example, an increasing number of infected 

individuals in a neighborhood and increasingly negative media about the disease enhance, an 

individual’s concern about the disease, consequently increasing the individual’s fear factor. If 

fewer individuals become infected in neighboring areas, an individual tends to feel safer rather 

than fearful, resulting in a minimal individual fear factor. This paper assumes that disease 

information and an individual's emotions have significant correlation, as shown in equation (7.10). 

When the number of final disease information 𝐹𝐷𝐼𝑖(𝑡) is large (more close to 1), an agent has 

strong fear emotion about the disease; when the number of 𝐹𝐷𝐼𝑖(𝑡) is small (more close to 0), an 

agent has weak fear emotion about the disease.  

𝐹𝐷𝐼𝑖(𝑡) ∝ 𝐼𝐹𝐹𝑖(𝑡)     (7.10) 

Steimer stated that emotions such as fear can result in defensive behaviors [299]. That is, 

when agents feel fear, they tend to demonstrate self-protective behavior. Chen et al. described the 

relationship between emotion and human behavior using a logistic function [41]. An individual 

with a large  fear factor tends to choose switch behavior with large probability, and an individual 

with a small  fear factor tends to choose switch behavior with a small probability. Because emotion 
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and switch behavior have a positive correlation, this paper assumes that when 𝐹𝐷𝐼𝑖(𝑡) of agent i 

at time t is large (closer to 1 than 0), agent i possesses a strong fear emotion and he/she will likely 

choose switch behavior. However, when 𝐹𝐷𝐼𝑖(𝑡) of agent i at time t is low (closer to 0 than 1), 

agent i has a weak fear emotion, so agent i will likely choose to do nothing (i.e., normal behavior). 

 7.3 Memory Reception, Fading, and Cumulating Model 

 7.3.1 Memory Reception and Fading 

Based on the study by Atkinson and Shiffrin, the memory fading process occurs at the same 

time as the information reception process [267]. The main objective of this section is to establish 

the memory fading model for received disease information. Similar to equation (7.4), gained 

information 𝛾𝑖(𝑡)  of agent 𝑖  over time period t can be divided into infected information and 

surrounding switching behavior information collected on the ITCN and DTCN, 𝛾𝑖(𝑡) represents 

all information transmitted from the information sources to an agent. However, the collected 

information varies with time, so 𝛾𝑖(𝑡) is defined as changes in disease information of agent 𝑖 from 

time 𝑡 − 1 to 𝑡. For example, ∆𝐼𝑖
𝐼𝑇𝐶𝑁(𝑡) is equal to 𝐼𝑖

𝐼𝑇𝐶𝑁(𝑡) − 𝐼𝑖
𝐼𝑇𝐶𝑁(𝑡 − 1), which represents the 

change of infected information in ITCN from time t-1 to time t. 

𝛾𝑖(𝑡)  = 𝛼𝛽∆𝐼𝑖
𝐼𝑇𝐶𝑁(𝑡) + 𝛼(1 − 𝛽)∆𝐼𝑖

𝐷𝑇𝐶𝑁(𝑡) + (1 − 𝛼)𝛽∆𝑠𝑤𝑖
𝐼𝑇𝐶𝑁(𝑡) + (1 − 𝛼)(1 −

𝛽)∆𝑠𝑤𝑖
𝐷𝑇𝐶𝑁(𝑡) (7.11) 

𝛾𝑖
′(𝑡) = (𝛾𝑖(𝑡) + 1)/2    (7.12) 

In real-world scenarios, individuals constantly perceive new information, and they tend to 

respond to and receive new cognition that occur infrequently [300]. During a disease epidemic, 

agents tend to receive strong stimulations of fresh information about the disease, thereby creating 

distinct contrasts in their memories. For example, when an agent receives new that breast cancer 

can be contagious (even it is not true), the perception regarding this new information is strong, so 
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the agent will diligently consider and remember this information. In addition, models presented in 

this paper incorporate a discount factor between received disease information 𝛾𝑖(𝑡)  and an 

individual’s perception of disease information, defined as 𝑃𝐷𝐼𝑖(𝑡), since people typically overlook 

minor trifles and overemphasize crucial issues in their minds. Therefore, this research used the 

Hill equation as the discount between 𝛾𝑖(𝑡) and 𝑃𝐷𝐼𝑖(𝑡). Since free ligand concentration must be 

positive, a transformation was applied in equation (7.12) to maintain positive received disease 

information 𝛾𝑖(𝑡). 

 

Figure 7. 4 Hill equation  

The Hill equation (as shown in Figure 7.4), widely used in biochemistry and pharmacology, 

describes the fraction variation of a macromolecule in the molecular binding process [301]. Zhao 

et.al first introduced the Hill equation to describe memory perception rate in the disease 

transmission process [40]. In their assumption, the combination of new disease information and 

memory of past information is similar to the macromolecule binding process. The reasonable 

boundary of the Hill equation is between 0 and 1, this number from the hill equation represents the 

rate of information learning. The memory fading process is shown in equation (7.14), where 휀 is 

the forgetting rate, meaning that an individual could lose his/her memory of the disease over time. 

Disease information processing of agent 𝑖  𝜇𝑖(𝑡)  represents adjusted disease information after 
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memory fading. 𝑐 is an adjustive constant (𝑐 = 0.5) with a range of − 0.5 ≤ 𝐻(𝛾𝑖(𝑡), 𝑛) ≤ 0.5 

since 𝜇𝑖(𝑡) is the parameter to represent new information about an epidemic and can be positive 

or negative, indicating whether the disease prevalence could be aggravated or mitigated, 

respectively.  

𝐻(𝛾𝑖(𝑡), 𝑛) =
(𝛾𝑖(𝑡))

𝑛

(𝐾)𝑛+(𝛾𝑖(𝑡))
𝑛
− 𝑐    (7.13) 

𝜇𝑖(𝑡) = 𝐻(𝛾𝑖(𝑡), 𝑛) − 휀     (7.14) 

𝐻(𝛾𝑖(𝑡), 𝑛) in equation (7.13) and (7.14) represents newly gained disease information via 

a revised Hill equation; 𝜇𝑖(𝑡) is the disease information processing of agent 𝑖, which is a process 

variable between newly gained information 𝛾𝑖(𝑡) and perceived disease information 𝑃𝐷𝐼𝑖(𝑡). 𝐾 

is the equilibrium constant and 𝑛 > 1 is the Hill coefficient assumed to have a positive cooperative 

influence (binding) property in this application. 

 7.3.2 Information Cumulation 

Because disease-related information may vary throughout an epidemic, an individual’s 

perceived disease information, 𝑃𝐷𝐼𝑖(𝑡)  also changes during the epidemic. As mentioned, an 

individual's perception of disease information contains both learning and forgetting processes; that 

is, the perception process is affected by an agent’s previous memory and newly acquired disease 

information. Melanie et.al found that information reporting by mass media leads to the behavior 

change because media can disseminate information to many agents, subsequently influencing 

social networks and agents’ decisions [302]. In addition, agents typically pay minimal attention to 

switch-protective behaviors in an epidemic when people have access to media coverage of the 

disease [47]. Zhao et.al proposed that memory accumulation and fading for disease information 

can be found using a stochastic differential equation of Itô drift-diffusion process, including a 
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drifting factor and random walk, to predict when an individual switches to a protective behavior 

[40]. This research identifies perceived disease information 𝑃𝐷𝐼𝑖(𝑡)  as disease prevalence 

information remembered by agent i at time 𝑡. As described in Section 3.1, the processing disease 

information 𝜇𝑖(𝑡) represents the difference between gained information and perceived disease 

information. The larger the difference of the current disease information, the larger the value of 

the processing disease information 𝜇𝑖(𝑡), meaning that 𝜇𝑖(𝑡) is the change magnitude of disease 

information used to represent a drifting factor in the Itô drift-diffusion process. An uncertain factor, 

also present during an epidemic due to population diversity and uncertainties, can be modeled as 

a random walk in the Itô drift-diffusion process. Similarly, in this paper, we assumed that the 

stochastic process of perceived disease information 𝑃𝐷𝐼𝑖(𝑡) in the MRFC model is an Itô drift-

diffusion process as  

𝑑𝑃𝐷𝐼𝑖(𝑡) = 𝜇𝑖(𝑡)𝑑𝑡 +  𝜎𝑑𝑍𝑡    (7.15) 

where 𝑍 = {𝑍𝑡: 𝑡 ∈ [0,∞)} is standard Brownian motion with a mean of 0 and standard 

deviation of 1. 𝜇𝑖(𝑡) is a drafting factor that represents the processing disease information, and 

𝜎(𝑡)  represents the variance of randomness in the population. The initial value 𝑃𝐷𝐼𝑖(0)  is 

calculated based on the definition in equation (7.4); the definition of 𝑃𝐷𝐼𝑖(𝑡) is shown in equation 

(7.16). 

𝑃𝐷𝐼𝑖(𝑡) = 𝑃𝐷𝐼𝑖(𝑡 − 1) + ∫ (𝜇𝑖(𝑡)𝑑𝑡 +  𝜎𝑑𝑍𝑡)
𝑡

𝑡−1
    (7.16) 

Because an individual’s memory and disease information vary over time, PDI can change 

due to memory fading of prior information and continuous new information updates. Therefore, 

final disease information 𝐹𝐷𝐼𝑖(𝑡) is not only the sum of all new information acquired by an 

individual i at time t, but it is also affected by faded memory of prior information. Considering the 
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exponential smoothing memory fading method in equation (7.9), final disease information 𝐹𝐷𝐼𝑖(𝑡) 

in the MRFC model can be defined as 

𝐹𝐷𝐼𝑖(𝑡) = 𝑤0𝑃𝐷𝐼𝑖(𝑡) + (1 − 𝑤0)𝐹𝐷𝐼𝑖(𝑡 − 1)   (7.17) 

The entire process of disease information is shown in Figure 7.5. 
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Processing Disease 

Information µi(t) 
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Percept Disease 

Information PDIi(t)

 

Figure 7. 5 Flowchart of disease information in the MRFC model 

 7.4 Agent-Based Modeling 

 7.4.1 Agent-Based Modeling 

This section discusses agent-based modeling simulation of epidemic transmission to 

determine if IFC and MRFC models are effective in the real world. Because individuals have 

unique memories, moods, and behaviors, the unit of simulation must be individual, hence the use 

of the agent-based model. Agents are typically categorized into four types: switch susceptible, 

normal susceptible, infected, and recovery. An infected agent can contaminate a nearby 

switch/normal susceptible agent with a varying infection rate based on the switching behavior of 

susceptible agents. Switch susceptible agents have lower infection rates than normal susceptible 

agents because they choose behaviors to protect themselves from disease. An infected agent has a 

probability of recovering after reaching the recovery period, and an infected agent becomes a 

recovery agent after completing the recovery process (as shown in Figure 7.6). 
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Figure 7. 6Flowchart of disease transmission 

The agent-based epidemic model in this research references the basic susceptible, 

Infectious and Recovered (SIR) model framework built by Kermack-McKendrick [47]. Kermack-

McKendrick theory assumes no births, deaths, or travel into or out of the population and that every 

agent has an equal chance of contacting with any other agent. In terms of an epidemic virus, the 

model assumes no dormant and latent periods in the disease. Viral mutation is not considered. 

The agent-based simulation model primarily defines information reception, memory 

fading, and behavior switching through the IFC and MRFC models. Upon model initialization all 

agents are randomly arranged spatially in two dimensional (2-D) simulation space. When the 

simulation begins agents randomly move to nearby areas or remain at their current location. 

Disease information is calculated based on the prevalence and switch-behavior information at each 

time epoch following agent movement, and then susceptible agents reconsider whether or not to 

choose switching behavior based on the updated PDI(t) calculated by the IFC or MRFC models. 

Infected agents can infect nearby susceptible individuals at a certain infection rate. The simulation 

terminates when all infected agents reach recovery, signaling the end of the epidemic. Otherwise 

simulation continues until the given maximum simulation time. 

Agent-based models have gradually become mainstream due to rapid advancements in 

hardware and software computing power. Several agent-based simulation and modeling 

environments, such as Swarm, Mason, and NetLogo, were developed to help researchers study 

detail behaviors of their models. Netlogo is the most researcher-recommended software because 
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of the friendly programming interface and ease to code [67]. Netlogo software also includes a 

library with a large amount of example models. Based on these advantages, this research utilized 

Netlogo as the simulation platform.  

The simulation framework in this paper is based on the epiDEM framework, an existing 

example model in the Netlogo library [303]. The simulation is innovative because it defines 

switch-susceptible agents, which were not considered in the original Netlogo library Moreover, 

the IFC and MRFC models are embedded into the model to determine if susceptible agents will 

switch to a protective behavior. This model also highlights  susceptible population average fear 

factors that can be used to describe psychological emotion variations during epidemics. 

Simulation results reported total switch populations and accumulated infections results. 

The initial testing simulation model was set in a 51×51 2-D grid. Each agent could randomly move 

to the grid nearby or stay at the current position, and each susceptible agent could be infected if 

and only if exist infections existed in his/her surrounding grids, referred to as the DTCN. In 

addition, the agents were assumed to receive disease information (infection rate and switch rate) 

from the entire simulation map, referred to as the ITCN. The recovery time for each agent followed 

a normal distribution (assume 𝜇 = 30, 𝜎 = 7.5), and following the recovery time, each infected 

individual became a recovered individual and was not infected nor reinfected [304]. This 

simulation also assumed that the infected rates for normal and switched-susceptible agents are 

15% and 5% to clearly embody effects of the protective measures. 

The simulation contained an initial population of 1000 agents randomly placed on the 

simulation map. Among those agents, 5% was randomly selected to be infected individuals based 

on the binomial distribution and 10% was randomly selected to be the switched population based 

on binomial distribution. No overlapping occurred between switched and infected agents. The 
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white agent in the graphical user interface (GUI) represented non-switched susceptible agents, 

purple agents represented switched susceptible agents, red agents (also orange and pink agents in 

simulation of Section 7.5) represented infections, and green agents represented recovered agents. 

Simulations were run on a workstation equipped with an Intel-based central processing unit 

i7-6700K and 32GB memory (RAM). System parameters such as infection rates or specific model 

parameters could be set manually prior to the simulation runs. The primary objective of the 

simulation was to monitor the trends or changes of crucial system variables (e.g., switched 

population, infected population, average fear factor). 

 

Figure 7. 7Netlogo model and simulation GUI 

 7.4.2 Sensitivity Analysis 

Although Sections 7.2 and 7.3 of this paper detail IFC and MRFC models and Section 4 

presents Netlogo models and simulation setups to study model behaviors, the significant influences 

of parameters such as infected information weight 𝛼, were not yet discussed. This section utilizes 

the OFAT method to analyze the sensitivity by changing the setting of each parameter in the IFC 

and MRFC models. The main goal is to analysis model behaviors caused by altered parameter 

settings. In addition, parameter ranges also reflect the limit application range of crucial variables. 

The application range can be used to determine model flexibility. 
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Three fixed random seed values were used in each simulation to eliminate effects from the 

random process and ensure the  presence of only one variable in each sensitive analysis simulation. 

Figures 7.8 and 7.9 show the average number of three example simulation results (with common 

random seeds). The common random seeds setting ensures the analyzed parameter is the only 

variable. 

The IFC model contains three crucial parameters: infected information weight 𝛼, behavior 

switch information weight 𝛽 (equation (7.4)), and memory performance proportion 𝑤𝑡 (equation 

(7.5)), which is determined by the rate of forgetting 𝑏 and longest memory epoch 𝑡𝑓 (equation 

(7.10)). Therefore, this section considers parameters 𝛼 , 𝛽 , 𝑏 , and 𝑡𝑓  (set as variables of 

information reception and forgetting process in the Netlogo simulation environment) by changing 

the value of parameters in their corresponding reasonable range and then analyzing the varying 

tendencies of infected rate and a total population of switch. 

Sensitivity analysis results of the IFC model are shown in Figure 7.8. The red and blue 

lines illustrate variations of cumulated infections and total switch population, respectively, 

corresponding to parameter setting variations. As shown, cumulated infections decreased and 

switch population increased with the growth of 𝛼, 𝛽 , and  𝑏 . In addition, the variation range 

resulting from changing 𝛽 was more pronounced than the variation ranged when 𝛼 was changed, 

proving that 𝛽 is more sensitive to total switch population than 𝛼. For the longest memory epoch 

𝑡𝑓, however, the 𝑡𝑓 cause the lower total switched population and higher infections. In general, 

𝛼, 𝛽, and 𝑡𝑓 are sensitive, but 𝑏 is not sensitive. 

The MRFC model contains six parameters: infected information weight 𝛼, behavior switch 

information weight 𝛽  (equation (7.4)), the power of Hill equation 𝑛 , equilibrium constant 𝐾 

(equation (7.12)), forgetting process constant 휀, and maximum random range σ (equation (7.14)). 
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In addition to 𝛼  and 𝛽 , 𝑛  and σ  are also advantageous for sensitivity analysis because 𝑛 

determines the information reception level and σ determines the randomness level. However, 𝐾 

and 휀 identify the learning and forgetting process, which means 𝐾 and 휀 should be fixed at the 

simulation initiation.  

 

Figure 7. 8 IFC model sensitivity analysis 
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Figure 7. 9 MRFC model sensitivity analysis 

MRFC model sensitivity analysis results for the total infected population and the total 

switched population are shown in Figure 7.9. Similar to the IFC model, cumulated infections 

tended to decrease and switch population increased with the growth of 𝛼 and 𝛽. However, the 

MRFC model was more sensitive to 𝛼 than 𝛽, contrary to results from the IFC model. For the 

parameter 𝑛, cumulated infections and switch population were very sensitive when 𝑛 ∊[3, 7]. For 

the variation parameter (), the cumulated infections and switch populations became more random 

as  increased, resulting in a population diversity parameter  below 0.6, which was not a 

significant parameter for system sensitivity. 

In order to determine whether the IFC or MRFC model is more sensitive to parameter 

changes, this study compared sensitivity analysis results of the models shown in Figure 7.8 and 

7.9. Comparison showed that increasing  and  resulted in a decrease of total infections and total 

switching populations in both models. In addition, parameter α demonstrated greater sensitivity 

than β in the models. Table 4.1 presents the covering range of total infected and total switched 

populations when common parameters α and β were changed in both models. Sensitivity levels of 

the MRFC model were generally higher than the IFC model, the only exception is the total switch 

population changing by . The infected population in the MRFC model varied from 11.3% to 

90.6% (95% confidence interval [6.5%, 93.9%]), and the switched population ranged from 2.4 to 

60.3 thousands (95% confidence interval [1.2, 79.7] thousands). Infected population variation was 

much smaller for the IFC model, ranging between 11.1% and 52.2% (95% confidence interval 

[8.2%, 67.7%]). Similarly, the switched population varied only between 26.9 and 56.8 thousands 

(95% confidence interval [16.2, 68.3] thousands). The MRFC model demonstrated less robust to 

the parameter changes than the IFC model when modeling general epidemics because the model 
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is more sensitive to parameter settings. Therefore, the MRFC model could be used to model 

epidemics with high variations of infected and switched population ranges. 

Table 7. 1 Comparison of model flexibilities based on sensitivity analysis data  

 Range of infections by 

changing α 

Range of infections by 

changing β 

Total switch population 

range by changing α 

Total switch population 

range by changing β 

IFC model 11.1%-52.2% 21.8%-41.4% 26.9-56.8 thousands 31.9-44.2 thousands 

95% confidence interval 8.2%-67.7% 4.2%-63.4% 16.2-68.3 thousands 20.2-53.4 thousands 

MRFC model 11.3%-90.6% 12.2%-16.8% 2.4-60.3 thousands 29.9-50.5 thousands 

95% confidence interval 6.5%-93.9% 9.4%-20.8% 1.2-79.7 thousands 17.1-61.6 thousands 

 

The second part of sensitivity analysis focuses on infection track variations when crucial 

parameters are changed. Using OFAT sensitivity analysis, the number of infections was 

inversely correlated to the number of switch populations, eliminating the need to track 

percentages of both the infected population and the switched population. Therefore, this portion 

of analysis focused on the percentage of infection population, which more accurately reflects the 

severity level of epidemics. Simulation comparison is shown in Figure 7.10. For the IFC model, 

all shapes of tracks with different parameter settings were similar. The total infected population 

throughout the epidemic decreased when α and β increased, thereby corresponding to OFAT 

sensitivity analysis results. In comparison, the tracks of infection population percentage with 

various parameter settings demonstrated multiple shapes in the MRFC model. Parameter α was 

the key to controlling the midterm (approximately Day 25) epidemic performance of the model. 

Therefore, if agents focus more on infection information rather than switch behavior information 

(with higher α), total infections will decrease. However, parameter β significantly determines 

epidemic performance of late periods (approximately Days 25–50)., meaning that increased 

attention to local disease information rather than global information will decrease total infections 

in the second half of the simulation. The second part of the sensitivity analysis proved that the 
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MRFC model has greater flexibility than the IFC model in the range of infections and switched 

populations and in the shape variations in infection population percentage tracks. 

 

Figure 7. 10 Sensitivity analysis of infection population percentage tracks for IFC and 

MRFC models 

 7.4.3 Simulation Comparisons 

This section describes simulation runs to compare IFC and MRFC model performances, 

including use of a no memory model as the baseline in each comparison. Populations of each type 

of agent and percentages of switched population were considered for each simulation run. 

Common random seed and other parameters (𝛼=𝛽=0.5) were used to ensure that variations 
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occurred due to different modeling methods only. Simulation run times were set to 70 days, 

although in most cases in our simulations, the epidemic ended prior to that limit. All populations, 

percentages of infected/switched populations, and average fear factors were compared, as 

illustrated in Figure 7.11. Populations contain the number of infected, susceptible, switched, and 

recovery agents, and infected/switched rates are defined as the infections/switch-susceptible 

populations divided by the total non-cured population. The average fear factor represents the 

average number of fear factors for the entire susceptible population. 

 

Figure 7. 11 Comparison of IFC, MRFC, and no-memory models 

As shown in Figure 7.11, infected individuals in the IFC model totaled 914, 847 in the 

MRFC model, and 902 in the no-memory model. The total switched population in the IFC model 

was 3299, 3978 for the MRFC model, and 4642 for the no-memory model. In general, the IFC 

and MRFC models demonstrated similar performances, although the MRFC model showed 

relatively more switched-susceptible agents in the mid stage of the epidemic (10–20 days). 

IFC Model  MRFC Model  No Memory Model 
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Because in the MRFC model, the process to gain information can immediately detect epidemic 

variation information. Therefore, the MRFC model can be applied to highly lethal or infectious 

epidemics, such as the SARS epidemic in 2003. Agents typically pay close attention to new 

epidemic developments, thereby causing rapid, elevated fear emotions in the population and 

motivating a majority of individuals to take protective measures even if only a minimal number 

of infections has been reported.  

Both the IFC model and the no-memory model showed relatively lower switched behavior 

than the MRFC model, making them better-suited to model epidemics with higher numbers of 

infectious and minimal lethal situations, such as an influenza epidemic, in which people frequently 

pay less attention to new disease developments because the risk of death or other adverse 

consequences are relatively low. Although overall performances of the IFC model and no-memory 

model were similar, the tendencies of infected population percentages differed significantly. The 

switched population in the IFC model followed the decline of the infected population 

approximately 30 days after the onset of the epidemic. However, in the no-memory model, the 

infected population demonstrated a second peak around 40 days due to the quick decline of the 

switched population. Because agents in the IFC model retain memory of past epidemic 

information, they maintained their switching behavior for an extended period even as the epidemic 

neared completion. Nevertheless, the susceptible population in the no-memory model does not 

retain past disease information, so a majority of individuals switched behavior back to normal 

immediately, allowing the epidemic to spread.  
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 7.5.1 H1N1 Case Study 

 7.5.1 H1N1 Pandemic in 2009 

H1N1, also known as swine flu, is a form of influenza in pigs that can be transmitted to 

people by exposure to infected droplets [305]. H1N1 is an orthomyxovirus, a subtype of influenza 

A that is the most common cause of seasonal human flu. H1N1 viruses attack the human immune 

system, attaching and replicating within infected cells. A person infected by the H1N1 virus will 

develop a progressive lower respiratory tract disease that could result in respiratory failure [306]. 

The first human case of H1N1 virus was reported in Mexico in 2009, quickly spreading to the 

United States and the world and resulting in a pandemic outbreak [307]. Determination of H1N1 

infection is difficult based on symptoms because influenza symptoms are nonspecific, typically 

lasting four to six days with an effective infection period continuing for approximately seven days. 

Prior to the outbreak of the H1N1 virus pandemic in 2009, minimal information was 

available about the disease and people had limited or no disease awareness or past memory. 

Immediately following the initial disease outbreak, people began to understand and focus on the 

new strain of influenza A. Therefore, in order to more accurately describe how people learned 

about and forgot H1N1 virus pandemic information, this research utilized data from the pandemic 

from several days (5 days) after the outbreak since people began to have memories about the 

disease after that time. 

Many reports documented the H1N1 virus pandemic in 2009 [308]. The first graph in 

Figure 7.12 illustrates pandemic H1N1 virus infection among New York City residents 

hospitalized from May 29 to July 1, 2009. At the preliminary stage of the pandemic, people had 

minimal memories of the disease and paid limited attention to it, resulting in an increase in 

infection cases. After several days of infection, people developed increased awareness and 
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memory about the disease and began to take preventive measures; at the end of June 2009 the 

number of infected cases gradually declined. Pandemic prevalence showed a similar trend in 

Chicago from June 7 to July 10, 2009, and in Shanghai, China, from June 29 to July 29, 2009, the 

number of infection cases initially increased and then decreased during July. Mexico City showed 

a similar trend from April 17 to May 17, 2009. This research used the graphs in Figure 7.12 to 

determine whether the learning and forgetting phenomenon affected the pandemic trend in the four 

cities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1 H1N1 infection data in 2009  

 

Figure 7. 12 H1N1 infection data in 2009  

Table 7. 2 Infection characteristic percentages by cities 
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Regions 

Age Group of Infection Percentage 

   Infant aged            Student aged           Adult aged         Elder aged   

          0-4                           5-19                     20-64                    >64 

Urban/Non-Urban 

Percentage 

  Urban              Rural 

New York          6.7%[54]                    20%[54]                 58.8%[54]             14.5%[54]    87.9[55]           12.1[55] 

Shanghai           16%[56]                    51%[56]                 30%[56]                  3%[56]     59[57]               41[57] 

Chicago          3.8%[58]                   34.2%[58]               60%[58]                  2%[58]    89.3[59]           10.7[59] 

Mexico 

City 
          16%[60]                    20%[60]                 56%[60]                  8%[60]    78.8[61]                 21.2[61] 

 

Table 7.2 shows the proportional distribution of infection cases based on age group and 

total population in four cities. From May 1 to June 30, 2009, the highest infection rate occurred 

in students 5–19 years old and adults 20–64 years old. The infection rate for students was 

approximately three times higher than the infection rate for infants under 4 years old, with the 

exception of Mexico City. The numbers of infected cases in urban areas were significantly 

higher than non-urban areas. 

In order to determine if receiving and forgetting information during an epidemic can 

influence the spread of disease, this paper assumes that people can both learn new information and 

forget prior information over time. The IFC and MRFC models were applied to simulate an 

outbreak of the H1N1 virus pandemic in 2009 for the Chicago using report data to determine if the 

IFC model or MRFC model can better reproduce infection population trends throughout the 

pandemic. 

 7.5.2 Infection Rate Calculation with Historical Epidemic Data 

Infection rate is the probability of a susceptible agent to be infected at time t. It can be 

defined mathematically as the new infected population divided by the susceptible population [36]: 

Infection rate =
𝑛𝑒𝑤 𝑖𝑛𝑓𝑒𝑐𝑡𝑖𝑜𝑛𝑠 (𝑡)

𝑠𝑢𝑠𝑐𝑒𝑝𝑡𝑖𝑏𝑙𝑒 𝑎𝑔𝑒𝑛𝑡𝑠 𝑖𝑛 𝑟𝑖𝑠𝑘𝑦 (𝑡)
∗ 𝐾   (7.18) 
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In equation (7.18), new infections(t) represents infections caused by the original infection 

after last time epoch, and 𝐾 is a constant used to adjust the infection rate within different time 

periods. For example, if the infection rate is calculated based on a one-day period, the infection 

rate in 10 days can be determined by assigning a value of 10 to 𝐾. Susceptible agents in risky(t) 

have face-to-face contact with the infected population in their DTCN. Even if the data of the 

original infected population are known, however, accurate recording of the number of potential 

contacts for each infected agent is nearly impossible.  

This section uses three methods to estimate the average number of contacts for an infected 

individual. The first method, the average-contact-based method, utilizes the estimated average 

number of contacts from the report. Mossong et.al recorded physical contact behavior for 7290 

participants from eight countries with various age ranges [309]. The average number of contacts 

for these participants was 13.4 per day (standard deviation was 10.6).  

The second method, the age-ranges-based method, is based on the average number of 

contacts from various age ranges. Valle et.al utilized U.S. Census Bureau data from 2000 to 

analyze contacts per person [310]. They found that the adult group (between 20 and 60 years old) 

had the highest number of contacts (approximately 20) per day. Children and elderly groups had 

the lowest number of contacts (approximately 10). Therefore, the susceptible population was 

defined as ∑ 𝐼𝑖(𝑡)𝑐𝑖𝑖 , where 𝑖 is the corresponding age group I, 𝐼𝑖(𝑡) represents how many infected 

individuals are present in age group i in time t, and 𝑐𝑖 represents the average number of contacts 

in age group i. 

The third method, the urban-population-percentage-based method, considers the average 

number of contacts in areas with various population densities. Read et.al researched the 

relationship between daily contacts and population densities [311]. They found that urban citizens 
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have a higher number of contacts than rural citizens. This method most accurately reflects the 

epidemic performance difference between rural and urban populations.  

Infection rates were calculated at each time epoch in each city using these three methods. 

Table 7.3 presents the average numbers with 95% confidence intervals of the infection rates. 

Among the four cities, Shanghai had the highest infection rate and Chicago had the lowest infection 

rate, a difference that could be attributed to the areas’ different population densities and epidemic 

outbreak locations. However, the infection rate of H1N1 in 2009 remained approximately 1%-2%. 

This study used the average-contact-based method to calculate the infection rate in the case 

simulation. 

Table 7. 3 Calculated infected rates using three methods in four cities 

Regions Average-contact-based 

method 

Age-ranges-based method Urban-population 

percentage-based method 

New York 1.30%  [1.05%-1.54%] 1.08%  [0.87%-1.28%] 1.22%  [0.99%-1.45%] 

Shanghai 2.39%  [1.71%-3.05%] 1.88%  [1.36%-2.41%] 2.22%  [1.60%-2.85%] 

Chicago 1.08%  [0.91%-1.25%] 1.01%  [0.85%-1.16%] 1.16%  [0.98%-1.34%] 

Mexico City 1.90%  [1.12%-2.69%] 1.59%  [0.93%-2.24%] 1.86%  [1.09%-2.62%] 

 

This research also investigated whether behavior switching reduces the chances for infection. 

Unfortunately, no data reported how many agents protected themselves from H1N1 infection 

using switch behavior such as protective masks, vaccinations, or staying at home. To most 

accurately determine the H1N1 infection rate for behavior switched population, therefore, this 

research used existing reference data showing switch behavior effectiveness to be 50%–86% 

[312-314]. This case study used the median of the range as the effectiveness of the switched 

behavior, meaning the infection rate of behavior-switched agents was approximately 33% of the 

normal infection rate. 
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 7.5.3 Simulation of 2009 Chicago H1N1 Case 

As mentioned, Chicago was one of the cities which severely afflicted by H1N1 in the 2009 

virus pandemic. This mega city has an approximate population of 2.705 million people (third 

largest in the United States) and a population density of 4582.3 people per km2 (fourth larges in 

the United States) [315]. Chicago has 588.26 km2 of the land area, which has a strip-shaped, but 

the northeast portion of Chicago has the highest population density. The fast-paced urban lifestyle 

and highly concentrated population in this area contributed to the extensive H1N1 outbreak. This 

section uses Chicago as a special H1N1 case to conduct epidemic simulation using historical data 

and analyzing the fear emotion with learning/forgetting behavior. 

 

Figure 7. 13 Comparison of population density map with simulation initial setting in 

Chicago  

The Chicago H1N1 virus epidemic simulation was set in a 60 * 120 grid 2-D space with 

each grid representing 0.2858 * 0.2858 = 0.0817km2. A total of 2,705 agents were located in the 

simulation space, and each agent represented a group of 1000 individuals. Since June 7, 2009, 

there were 25 H1N1 reported infections, or the initial infected agents (red) were 1% of the total 
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agent groups; each infected group had one infected person. Initial switched-behavior agents were 

assumed to comprise approximately 3% of the total population. All infected, switched, and 

susceptible agents were randomly placed according to population densities in Chicago, as shown 

in Figure 7.13. 

 

Figure 7. 14 Simulation results comparison of the IFC and MRFC models 

Simulations runs were set up with identical initial settings and random seeds, but with 

two models (the IFC and MRFC models). Simulation results related to infection source, average 

fear factor, and switch groups in the two models are shown in Figure 7.14. The simulated time 

period was June 7–10, 2009 (33 days). In the IFC model simulation, although the total number of 

infections (492) was slightly higher than the real situation (410), the tendency of the epidemic 

was very similar to the historical data. In addition, the average fear factor (not shown in Figure 

7.14 due to space limitations) in the susceptible population and the number of individuals in the 

switched-behavior group (Figure 7.15) were similar to the prevalence data reported in 2009. 

However, simulation results of the MRFC model did not correlate well with the historical data. 
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The peak of the H1N1 outbreak occurred around June 25 in the MRFC simulation, when the 

real-world epidemic was nearly finished, and the switched-group number was nearly half of the 

total groups (Figure 7.15) at the beginning of the prevalence, which is not realistic. In 

conclusion, results of the IFC model simulation runs fits better to the 2009 Chicago H1N1 

historical data. 

Figure 7.15 uses GUI to show epidemic tendency in the IFC and MRFC models. In the 

interface, red, orange, and pink agents represent the infected group with 1, 2, and 3 infected people, 

respectively, white agents represent normal-behavior susceptible agents, violet agents are switch-

behavior susceptible agents, and green agent groups contain recovered people.  
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Figure 7. 15 IFC and MRFC model topographic chart for 2009 H1N1 in Chicago 

On Day 6 of IFC model simulation runs only a few agent groups in the north part of the 

city were infected, and almost no agents switched their behavior to prevent infection. On Day 14 

the epidemic area expanded into the entire downtown and northern areas of the city. With the 

increasing number of newly infected individuals, more and more agents gained awareness of the 

H1N1 virus epidemic from the information learning process. The number of switched-agent groups 

also grew significantly due to increasing fear of the H1N1 virus. On Day 22 the infected population 

was primarily located at the edge of highly populated areas, and the number of infected individuals 

began to decrease from the overall peak. Since memory fading requires several days (usually 

around 5 days in our simulation), the number of switched groups did not show significant decline. 

The prevalence nearly ended on Day 30 when the number of infected agents approached zero. 

Very few agent groups (around 10 percent) decided to switch their behavior, meaning that most 

agents had already forgotten that the H1N1 virus is a highly pathogenic influenza.  

Results from the MRFC model simulation showed that most of the susceptible population 

decided to switch their behavior at the beginning of the epidemic (around Day 6) due to fears 

caused by sudden disease prevalence, thereby preventing the early epidemic diffusion. In the 

metaphase of the epidemic fewer people protected themselves by switching their behavior even 

though there was no strong signal of prevalence deterioration. The result of returning to normal 

behavior caused the epidemic outbreak to become more serious near the end of the simulation. 

However, simulation results from the MRFC model may not actually reflect characteristics of 

2009's H1N1 virus scenario in Chicago in regards to epidemic infection tracks and behavior 

patterns of susceptible agents. 
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In general, the IFC model accurately recreated the complete process of Chicago's H1N1 

epidemic in 2009. The time zone and infection tendency from this simulation resembled real 

historical data. Prevalence began in the northeast portion of the city and spread through 

downtown. Suburb areas were not influenced significantly from the H1N1 virus. The average 

fear factor and number of switched agents also followed the tendency of epidemics with a short 

delay (2–3 days), potentially indicating the time needed to process new disease information and 

allow for memory fading. 

 7.6 Summary 

This paper investigated the assumption that disease information can influence an 

individual's fear emotion and that agents’ emotions potentially affect behavior during an epidemic. 

This study used two mathematical models (IFC and MRFC models) to discuss disease information 

fading and learning processes. Both models synthesized disease information on local and global 

levels with infection information and switched-behavior information, thereby providing 

comprehensive disease information to agents. However, the performances of the two models are 

different in modeling techniques, sensitivity levels and simulation performances (show in Table 

7.4).  

Table 7. 4 Comparison of model characteristics 

 IFC Model MRFC Model 

Information source ITCN (local) and DTCN (global) ITCN (local) and DTCN (global) 

Information types Infection and behavior Infection and behavior 

Information cumulative process Learning and forgetting Learning and forgetting 

Randomness process No randomness Randomness in Itô stochastic process 

Information completeness Based on complete disease 

information for each agent 

Only based on ∆information at each 

time epoch 

Information transformation No information transformation Information transformation by hill 

equation 
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Sensitivity and model flexibility Relative normal sensitivity and 

flexibility 

Relative higher sensitivity and 

flexibility 

Relationship between infections 

and switched behavior 

Relative higher relationship Relative normal relationship 

Real data simulation 

performance 

Fit the tracks of epidemics  Obviously different from historical 

data 

Potential scope of application Highly infectious and low lethal 

epidemics 

Highly lethal epidemics 

 

Modeling technique is the primary difference between the IFC and MRFC models. The 

IFC model assumes agents can obtain a complete picture of the epidemic via information from 

local daily contacts or global news coverage. This prevalence information affects the protective 

behavior of agents by changing their fear emotion level. However, the MRFC model assumes 

agents can detect discrepancies in disease information. The Hill equation transformation showed 

that agents usually ignore minor discrepancies and pay attention to major inconsistencies. 

Cumulative information transformation to knowledge was modeled mathematically by an Itô 

stochastic diffusion process. 

The differences of modeling methods reduced the significant imparity in simulation 

results. The IFC model more accurately describes epidemics with high infectious ability and low 

lethality. Although the IFC model has less sensitivity and flexibility than the MRFC model, it 

more precisely restored the tracks of 2009's H1N1 virus epidemic in Chicago. Therefore, the 

MRFC model should be applied for highly lethal epidemics. Moreover, the simulation results 

show a weak relationship between infections and switched behavior in the MRFC model, which 

results that did not correlate to current data sets. 

In conclusion, a dynamic agent-based model can be used to mimic real-world epidemic 

situations and explain disease transmission, behavior changes, and distribution of prevalence 

panic. Moreover, agent-based simulation with real data restored the historical H1N1 virus 
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influenza data from Chicago in 2009. Therefore, the future work of this research should explore 

more in the areas of the potential applications of both agent-based epidemic model and forgetting 

and learning model in following areas: (1) Health Organizations and Disease Control Centers can 

utilize the model presented in this research to evaluate and experiment the possible impacts and 

influences using various control strategies. For example, the agent-based epidemic model can be 

used to forecast the effects of information dissemination through media and broadcast. The 

model presented in this research can also reflect the effectiveness of public health education 

regarding the underlining disease in the researched area. (2) Our model can also be applied to 

examine the self-protection ability of the general public during a spontaneous or unannounced 

epidemic. By simulation experiments aimed to the specific area, the disease outbreaks in a 

localized area can be detected and subsequently mitigated by the public health agencies. (3) The 

forgetting and learning model presented in this research can be applied to other areas of 

application to reflect the diversified opinions or spontaneous behaviors within a heterogeneous 

population. For example, the investor's diversified perspectives and investing patterns on the 

stock market or the popularity or the electability of a public figure in the commercial or political 

campaigns can be modeled using the forgetting and learning curve presented in this research.” 
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Chapter 8 - Conclusion, Contribution and Future Research 

 8.1 Conclusions 

This dissertation introduces a new mathematical modeling based epidemic control 

method. This method starts from the mathematical modeling for different types of diseases, 

which have different transmission routes and characters. The system and parameter analyses 

provide the potential control variables for the epidemic model. Several numerical control 

methods are proposed by using nonlinear programming, heuristic algorithms, and machine 

learning. The resulting analytical and numerical simulations help us to validate the effectiveness 

of the control strategies and provide the information to the policymakers.  

Main conclusions drawn from this dissertation are: 

1, From the historically reported data, the ZVL has shown a significate difference in the 

distribution of human infections for each age group. The children and teenagers have more 

possibilities to be infected by ZVL. This dissertation summarizes the six historical ZVL 

outbreaks from different countries. By using kernel density estimation to process the data, we 

find that the children have 5 times higher possibility to be infected than others. This finding is 

also modeled by a differential equation and simulated. 

2, The future ZVL epidemic of eight most severely affected countries are predicted by the 

model with the real-world data. The prediction result shows that the prevalence will relieve in 

Asian countries like India, Bangladesh, and Iraq; the prevalence in Brazil will maintain at the 

current level in the next couple years; and the prevalence in the East Africa countries like Sudan, 

South Sudan and Ethiopia are expected to deteriorate. 

3, By comparing the changes in 𝑅0 for ZVL, this dissertation finds that average biting 

rate to dogs (𝑏𝑓𝑑), the death rate of dogs (𝜇𝑑), the death rate of sand flies (𝜇𝑓) are more sensitive 
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than other parameters. Meaning, changing the values of these three parameters is the most 

efficient way to limit the ZVL transmission. Therefore, protecting the dogs by insecticide collars, 

dog treatments and spraying the insecticide to sand flies are suggested. Culling the dogs may 

have side effects to control the ZVL transmission. 

4, Considering the Zika Virus epidemic when we ignore the cost of the control strategies. 

Using the Wolbachia to infect the susceptible mosquitoes is the best control method to cut down 

the transmission route between mosquitos to human. Spraying the insecticide can only reduce 

about 45% of human infections than Wolbachia. The influence of controlling human sexual 

transmission is negligible. 

5, When considering the cost of the control strategies for Zika Virus, this dissertation 

suggests to spray the insecticide to minimize the mosquito population at the early stage of the 

epidemic. During the middle stage, Wolbachia should be used to lower down the infected rate of 

susceptible mosquitoes. Human sexual transmission control should be considered around the 

peak of human infections. 

6, Disease epidemic mitigation and many social policy intervention systems unlike many 

real-time control systems in the mechanical and electrical engineering domain, the real-time 

feedback-control protocol is not only impractical but also cost-prohibitive or impossible. Instead, 

stage-wise step controls or impulsive control strategies are more practical and cost-effective for 

disease mitigation systems. Optimal control problems to determine the frequency and action time 

of the interventions are involved as the main goals. 

 8.2 Contributions 

Major contributions of this dissertation to the area of epidemic system modeling, 

infectious disease optimal control and evidence epidemic data analysis are listed as follows: 
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1. This dissertation validates that dynamic systems combined with differential equation 

modeling can be used to model the transmission of different vector-borne diseases. These models 

can also be used to explain the underlying infections for other epidemics by changing the 

parameters and variables.  

2. This dissertation designs control variables in time series. These control strategies act 

on the established epidemic models to limit the negative influence of the transmission of vector-

borne diseases. Through the numerical simulation, the control strategies can be validated at a 

lower cost than the real-world experiments. In addition, the numerical simulations are duplicable 

by adjusting the control variables with different values.  

3. For the first time, this dissertation introduces a partial differential equation model for 

vector-borne disease to model the age structure for human infections. This model has been used 

to explain the high proportion of ZVL infections in children and the teenage group. 

4. This dissertation first introduces a heuristic-based optimal control method, which can 

solve the epidemic optimal control problem with the highly nonlinear objective function. 

Moreover, this method can revise the time length of the control steps. Therefore, the 

implementation costs of changing the control level can be minimized by this method. 

5. This dissertation innovatively proposes an evidence-based control method. This 

method can take advantage of historical epidemic data. With the help of the analysis results of 

the evidence data, the new method will be able to design a suitable control strategy based on the 

current prevalence information.   

6. This dissertation also presents several event-triggered methods to automatically and 

intelligently trigger epidemic control. The event-triggered methods are designed to 
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comprehensively analyze the current prevalence based on the collected information. This method 

is able to save the unnecessary waste of control at an inopportune time. 

7, This dissertation introduces an agent-based model to describe all of the epidemic, 

emotion and disease information transmission. This model illustrates the disease information can 

affect human emotion; the emotion changes will response to the human behavior changes for 

each individual. This model also discusses the human forgetting and learning process during the 

epidemic information transmission. 

8, This dissertation proposes a method to systematically analyze the 𝑅0, equilibrium and 

bifurcation of the epidemic dynamic system. This method can be used to study the static state, 

stability and control efficiency for the given system. The analysis results will be benefited to 

design the appropriate strategies to control the vector-borne disease.  

 8.3 Future work 

Major future works to the area of epidemic system modeling, infectious disease optimal 

control and evidence epidemic data analysis are listed as follows: 

1. Currently, the most epidemic model utilizes the collected data as initials. The future 

work should develop data-corrected models, which can take advantage of real-time epidemic 

data to correct the model during the simulation. 

2. In this dissertation, most of the control strategies are theoretical. The future work will 

fully study the epidemic control methods in the real world, to make controlling model to better 

reflect the reality.  

3. Currently, the nonlinear optimization-based algorithm can only solve the optimal 

control problem with the convex objective function. The newly proposed heuristic and evidence-
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based algorithms have a long-running time. Therefore, a faster and more comprehensive optimal 

control algorithm is expected in future work. 

4, This dissertation only mentions the optimal control for the dynamic disease model. 

Future work should include agent-based optimization, which can develop optimal control 

strategies at the individual level. 

5, This dissertation mentions how to use simulated data to train the neural networks, 

which can be used to predict the future epidemic strategy. However, that is not enough. Future 

work should more focus on the self-supervision and uncertainty quantification for evidence-

based epidemic control. 
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