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Abstract 

Computer simulations have been widely used in studying macromolecular systems due to 

a rapid increase in computer power. These simulations allow one to explore the structure, function 

and dynamics of biomolecules at atomistic level details and to predict unknown molecular 

properties. The accuracy of a computer simulation is mainly determined by the quality of the force 

field and the degree of sampling achieved during a simulation. Furthermore, the accuracy of 

calculated properties or results will depend on the methodology used to calculate these properties.  

Most force fields are developed by fitting the bonded and non-bonded interaction 

parameters to the quantum mechanically or experimentally obtained data. In contrast, our effort to 

develop a simple, classical, non-polarizable, force field is based on fitting parameters, especially 

the partial atomic charges, to reproduce Kirkwood-Buff integrals (KBIs) for solution mixtures. 

Kirkwood-Buff (KB) theory is a theory of solution mixtures that can be applied to solutions with 

any number of molecules, regardless of their size and complexity. This theory allows us to obtain 

the correct balance between the solute-solute and solute-solvent interactions. A Kirkwood-Buff 

derived force field for polyols in solution will be discussed. 

Fluctuation solution theory (FST) is an extension of KB theory which provides information 

regarding the local composition of solutions, or the deviation of local composition from bulk 

solution. The KBIs can be expressed in terms of particle number fluctuations and this allows us to 

calculate the KBIs without integrating the pair correlation function. A FST approach is used to 

calculate the partial molar volume and compressibility of proteins at infinite dilution without any 

subjective definitions of the protein volume and compressibility. These properties are solely 

determined using the solvent/water fluctuations in the presence and absence of the protein. 



  

Furthermore, residue-based contributions to these properties are also available and are calculated. 

The results are compared among different proteins and force fields to establish trends. 

Pressure perturbation is a powerful technique to study the hydration of macromolecules. 

Molecular dynamics techniques are used to identify the effect of pressure on the conformations of 

LacI and some variants of LacI. The lac repressor protein (LacI) is the regulatory unit of lac operon 

and it binds to the target site of the operon to repress the transition of the genes. The mutations 

studied here correspond to an experimentally known rheostat position, and we attempt to correlate 

the changes in activity for different mutants with the corresponding hydration changes.  
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Abstract 

Computer simulations have been widely used in studying macromolecular systems due to 

a rapid increase in computer power. These simulations allow one to explore the structure, function 

and dynamics of biomolecules at atomistic level details and to predict unknown molecular 

properties. The accuracy of a computer simulation is mainly determined by the quality of the force 

field and the degree of sampling achieved during a simulation. Furthermore, the accuracy of 

calculated properties or results will depend on the methodology used to calculate these properties.  

Most force fields are developed by fitting the bonded and non-bonded interaction 

parameters to the quantum mechanically or experimentally obtained data. In contrast, our effort to 

develop a simple, classical, non-polarizable, force field is based on fitting parameters, especially 

the partial atomic charges, to reproduce Kirkwood-Buff integrals (KBIs) for solution mixtures. 

Kirkwood-Buff (KB) theory is a theory of solution mixtures that can be applied to solutions with 

any number of molecules, regardless of their size and complexity. This theory allows us to obtain 

the correct balance between the solute-solute and solute-solvent interactions. A Kirkwood-Buff 

derived force field for polyols in solution will be discussed. 

Fluctuation solution theory (FST) is an extension of KB theory which provides information 

regarding the local composition of solutions, or the deviation of local composition from bulk 

solution. The KBIs can be expressed in terms of particle number fluctuations and this allows us to 

calculate the KBIs without integrating the pair correlation function. A FST approach is used to 

calculate the partial molar volume and compressibility of proteins at infinite dilution without any 

subjective definitions of the protein volume and compressibility. These properties are solely 

determined using the solvent/water fluctuations in the presence and absence of the protein. 



  

Furthermore, residue-based contributions to these properties are also available and are calculated. 

The results are compared among different proteins and force fields to establish trends. 

Pressure perturbation is a powerful technique to study the hydration of macromolecules. 

Molecular dynamics techniques are used to identify the effect of pressure on the conformations of 

LacI and some variants of LacI. The lac repressor protein (LacI) is the regulatory unit of lac operon 

and it binds to the target site of the operon to repress the transition of the genes. The mutations 

studied here correspond to an experimentally known rheostat position, and we attempt to correlate 

the changes in activity for different mutants with the corresponding hydration changes.  
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1 

Chapter 1 - Introduction 

1.1 Molecular Dynamics Simulations 

 

Computer simulation studies can be used as an alternative method to performing 

experiments and has become a major area of research in Chemistry. It is difficult, risky and often 

expensive to perform experiments under extremes of temperature and pressure.1-2 For example, to 

study the dangerous processes involved with nuclear reactors one can easily use computer 

simulations under the necessary conditions. Computer simulations can be performed at high or low 

temperature/pressure conditions as necessary. Furthermore, with the aid of computer simulations 

we can model and study the structures and the properties of systems that are yet to be realized.3 

This allows for the saving time and costs in chemical laboratories. 

Computational approaches are widely used to study biomolecules as they allow us to 

discover many atomistic level details that are essential to revealing the activity and function of 

these macromolecules. The design and development of novel drugs is another major field in 

computational chemistry that has a huge impact on the pharmaceutical industry.4 Furthermore, 

computer simulations allow us to study cause-effect relationships where one can change one 

parameter at a time in a model system, without affecting other parameters, to investigate the 

relationships between different properties.5 In experiments, it is generally not possible to change 

individual parameters without disturbing the others.5 

Molecular dynamics (MD) is one of the main simulation methods and this method has been 

used to study the behavior of a variety of different molecular systems such as liquids, solution 

mixtures, and proteins.  Biomolecules are dynamical in nature and their dynamics range from the 

picosecond to second time scale.6 MD simulations can provide the motion of atoms as a function 
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of time which is not possible with most experimental techniques.5 This can then be used to 

calculate the structural and dynamical properties of these molecules. The major constraint of 

computer simulations is that it is generally approximate (see below).7 Therefore, experimental data 

are still required to validate the results obtained from simulations, and to improve the simulation 

techniques.  

Classical MD simulation provides the ability to model a system at the atomistic level. Here, 

the atoms are generally treated as the smallest unit of a molecule and electrons are not treated 

explicitly. Ignoring the electrons allows us to simulate larger biomolecular systems over longer 

time scales. MD uses Newton’s equations of motion to calculate the forces acting on the atoms of 

the system and therefore their corresponding motion.8 

According to Newton’s second law, the forces and accelerations for a system consisting of 

N particles interacting with a potential energy U(𝑟𝑖⃗⃗ ), where i =1, 2… N, is given by, 

 
i i iF m r=

 
(1.1) 

where forces are, 

 ( )i
i

i

U r
F

r


= −


 

       (1.2) 

Here, mi, 𝑟𝑖 ⃗⃗  ⃗, 𝑟𝑖⃗⃗ ̈ are the mass, position and second derivative of position with respect to time, 

respectively, for each particle. 

The Verlet algorithm is widely used to calculate the atom position 𝑟𝑖 ⃗⃗  ⃗ at time (t+∆t) when 

the position and acceleration at time t and position at time (t-∆t) are known.9  

 2( ) 2 ( ) ( ) ( )i i i tr t t r t r t t r t+ = − − + 
 

(1.3) 

The velocity can then be calculated using the following formula. 
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(1.4) 

 

Choosing an appropriate integration time step (∆t) is important as a too large a time step 

will lead to unstable system behavior due to large fluctuations and drifts in energy. Small time 

steps will increase the accuracy of the solution for the equations of motion, however one may need 

a large number of steps to achieve similar length simulations. This means that every simulation 

involves a trade-off between computational cost and integration accuracy. The main factor 

determines the size of the time step is the highest frequency motion associated with the system of 

interest. For most systems the highest frequencies arise from the stretching of bonds connecting 

hydrogen to heavy atoms (H-X stretching) and time step of ≈ 0.5 fs is required for these types of 

systems.10 It is possible to remove motion associated with bond vibrations. The SHAKE algorithm 

is one of the most common constraint techniques used in biomolecular simulations to fix the H-X 

bond length, allowing for a time step of 2 fs to integrate the equations of motion.10-11 

 To perform a MD simulation an initial set of atomic coordinates for the system of interest 

are required. These can be obtained by x-ray crystallography, NMR experiments, or by model 

building.6 Once the initial coordinates are available, the system is usually refined using energy 

minimization to remove any bad contacts. Then velocities are assigned to the atoms and the 

dynamics simulated for about 100 ps to equilibrate the system. Equilibration is performed in order 

to make sure that the system is stable and there are no irregular fluctuations.10 Once the system is 

equilibrated, at the desired temperature and pressure, a production run is then performed. The 

length of the production run depends on the size of the system and the properties we are interested 

in studying. For biomolecules, long simulation times are usually required as they can adopt many 

different conformations and display slow dynamics. Lengthy simulations will allow 
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macromolecules to explore more of the possible configurations. Finally, the simulated trajectories 

corresponding to the production run are used to analyze the system. The simulated trajectory 

contains all the information – such as atomic positions, velocities and forces as a function of time 

–  which are needed to calculate thermodynamic (heat capacity, enthalpy, density, compressibility 

etc), dynamical (self-diffusion coefficient) or structural properties (radial distribution function) of 

the system.12 

The success of a computer simulation of a chemical system depends mainly on the accuracy 

of the force field and the degree of sampling achieved.1 Whether we have achieved sufficient 

sampling is determined by how much of the important parts of configuration space have been 

sampled.13 However, sampling all the possible configurations of a protein is impractical due to 

their size and complexity. To overcome this problem sampling techniques are often used. High 

temperature MD simulations are the most common way of overcoming limited sampling. Replica 

Exchange Molecular Dynamics (REMD) is widely used to enhance the sampling of biomolecule 

states.14-16 In this method, replicas of the system are simulated independently and simultaneously 

at different temperatures.11 This method allows non interacting replica pairs to exchange at 

different temperatures every few thousand steps, and this allows the system to relax faster than a 

single constant temperature MD simulation.14, 16 Even though REMD simulations enhance the 

relaxation in biomolecules, it becomes computationally very expensive when the number of 

replicas and the size of the system increases.  

 

1.1.1 Force Fields 

The force field (FF) is the major aspect of a MD simulation. A FF can be defined as a set 

of equations and parameters used to determine the potential energy of a system of interest. These 
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mathematical functions consider atoms are the smallest unit in a molecule rather than the electrons 

and nuclei used in quantum mechanics.10 Moreover, these mathematical functions include the 

terms that describe the structure and dynamic properties of biological molecules.10 The quality of 

the FF is considered extremely important as it determines the accuracy of a computer simulation 

given sufficient sampling. 

The total potential energy of a system can be written as a series of intramolecular terms, 

representing the covalently bonded atoms, and a series of intermolecular terms representing the 

nonbonded interactions between atoms.4 The intramolecular interactions include bond stretching, 

bond rotation and angle bending terms while the nonbonded intermolecular interactions contain 

the van der Waals and electrostatic interactions. A typical FF contains the following terms, 
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Equations (1.5-1.8) include parameters, b0, θ0, and φ0, corresponding to the equilibrium 

bond length, equilibrium angle and equilibrium improper dihedral angle, respectively. 
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Furthermore, Kb, Kθ, Kϕ, and Kφ are the force constants associated with bond, angle, proper 

dihedral, and improper dihedral terms, respectively. The proper dihedral term includes the 

additional parameters n and δ, which are the multiplicity and the phase shift, respectively.  

The nonbonded interactions are very important in the simulation of biological molecules 

as they include the environmental effects on the properties of a molecule. The nonbonded 

interactions are typically modeled by a Lennard Jones potential and Coulombic term. The Lennard 

Jones term, which represents the van der Waals interactions (equation 1.9), includes parameters 

for the magnitude of the favorable (dispersion) interaction between atoms i and j, ɛij, given the 

distance between atom i and j, rij; and the distance at which the interatomic interaction energy is 

zero, σij. The 1/r12 term, the repulsive term represents the electron cloud repulsion due to the close 

overlap of atoms as explained by the Pauli exclusion principle.  The power of 12th indicates the 

strong distance dependence of the repulsion. The attractive 1/r6 term describes the long-range 

London’s dispersion interactions, or instantaneous induced dipole-dipole interactions. In general, 

the ɛij and σij are not determined for every possible atom pair. These parameters are determined for 

the individual atom types (ɛii and σii) and then combination rules are used to calculate ɛij and σij 

between atom pairs. Typically, Lorentz–Berthelodt rules are used to calculate these parameters 

where the ɛij is calculated via the geometric mean and the σij is calculated via arithmetic mean as 

follows.17 

 
ij ii jj  =  (1.11) 
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=  
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If someone wishes to transfer parameters between two different FFs, it is necessary to check 

whether both FFs use the same combination rules, as some FFs use the geometric mean for both 



7 

parameters.17 It is not recommended to transfer parameters between FFs which use different 

combination rules. 

The Coulombic term, which represents the electrostatic interaction (equation 1.10), 

depends on the partial atomic charges qi, qj, and the distance between atom pair, rij. In general, 

partial atomic charges are obtained from QM calculations in gas phase. However, these gas phase 

charges do not include any polarization effects in the condensed phase. Polarization effects are the 

changes in the electron density of molecules in the condensed phase due to the presence of 

intermolecular interactions. To account for this effect in biomolecular systems, optimized partial 

atomic charges specifically aimed to overestimate the dipole moments of small molecules are often 

used.17-18 As an improvement, the explicit treatment of polarization has been included using 

induced dipole models or fluctuation charge models as most common approaches.17 As an 

alternative to the explicit treatment of polarization effect, empirically optimized partial atomic 

charges to reproduce Kirkwood-Buff (KB) integrals have also been used.19-28 This simple approach 

implicitly include the polarization effect, as the parameterization is performed to reproduce liquid 

mixture properties.18 

The ability of the parameters to reproduce the experimental or quantum mechanically 

obtained target data determine the accuracy of the results of computational studies of biological 

systems.3 The FFs available for biomolecular simulations can be all atom (AA), united atom (UA) 

or coarse grained (CG). In AA FFs all the atoms are treated explicitly, while in UA only the heavy 

atoms and the polar hydrogen atoms are represented explicitly. The remaining hydrogens are 

attached to carbon atoms in UA FF approach. One can sometimes choose the UA over the AA 

approach if one needs to have a large sampling of conformational space more efficiently. In the 

CG FF approach a few atoms are treated as a single particle and this model further enhances the 
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efficiency of simulations of macromolecules, thereby extending the time scales possible. Some of 

the most popular examples for AA FFs are AMBER29, CHARMM30, and OPLS31 while 

GROMOS32 and KBFF21 are classic UA FFs. Martini33 is a popular CG FF, where in this model 

four heavy atoms of a molecule or four water molecules are treated as a single bead which greatly 

reduces the number of degrees of freedom in the system. Most of these FFs are evolving with time 

as the developers optimize the parameters for particular systems and there are many versions of 

each FF are available. CHARMM2234-35, CHARMM3636-37; AMBER9438, AMBER9639, 

AMBER9940; GROMOS9641, GROMOS45A342, GROMOS53A532, GROMOS53A632 are some 

examples for different versions of common FFs.  

Furthermore, FFs can be divided into two groups as polarizable and non-polarizable FFs, 

also known as additive and non-additive FFs. In non-polarizable FFs, polarization effects are 

included implicitly by using effective partial atomic charges, whereby in polarizable FFs the 

polarizability is explicitly treated by adding an extra term to the potential energy function that 

represents the energy associated with polarization of the charge distribution.17 The major 

advantage reported for polarizable FFs is the improved accuracy achieved by the redistribution of 

the  charges in response to variations in the local environment.43 A major disadvantage of the 

polarizable FFs is the computational cost due to the use of a complex potential energy function. 

Therefore, nonpolarizable FFs are much popular for simulations of macromolecular systems. 

However, progress has been made for the application of fully polarizable parameters for 

biomolecular systems.43-44 Some examples of polarizable FFs include the AMOEBA FF45-46 

including multipole electrostatics, the Drude FF47-49 using point charges and the CHeq FF50-51 

based on the use of a fluctuating charge model. 
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The choice of a FF should depend on the systems that they have been parameterized for.2 

Different FFs and their versions are parameterized for different systems such as proteins, nucleic 

acids, and small organic molecules. Furthermore, these FFs can be parameterized in the presence 

or absence of the solvent. In the absence of a solvent (implicit solvent) the aqueous medium is 

often compensated for by the use of a distance dependent dielectric constant, while in the presence 

of an aqueous medium (explicit solvent) a dielectric constant of 1 is used.2 Explicit solvent water 

models used in biomolecular simulations involve SPC52, SPC/E53, TIP3P,54 and TIP4P54 models. 

AMBER, CHARMM, OPLS FFs are developed for the TIP3P water model, while OPLS has also 

been tested with TIP4P. GROMOS has been developed for the SPC model, while the KBFF 

approach uses the SPC/E water model.17 Therefore, it is important to use a FF with its specified 

water model unless special solvent requirements are needed.17 Furthermore, when selecting a FF 

the properties of interest also matter, as different FFs are optimized to reproduce different 

experimental properties. 

 

1.2 Protein Denaturation 

Proteins are large biomolecules composed of combinations of 20 different amino acid 

residues bonded together via peptide bonds. The sequence of the amino acids is known as the 

primary structure of the protein, while the function and activity of a protein is determined by the 

way the protein is folded into a three-dimensional structure. This folded three-dimensional 

structure, which performs the biological function and activity, corresponds to the native state of 

the protein.55 Hydrogen bonding and the hydrophobic interactions are known to be the major 

factors that contribute to the stability of the native structure of a protein.56 
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A protein in a solution is generally in an equilibrium between a folded and an unfolded 

state, with the folded state usually being more favorable under ambient conditions. One can perturb 

the equilibrium between folded and unfolded states by altering the thermodynamic state of the 

system by changing the temperature, pressure, and pH.57 In addition, the equilibrium can be shifted 

by changing the composition of solution, i.e. by adding a cosolvent to the solution. Changing the 

above factors in a way that the equilibrium shifts towards the unfolded state is known as protein 

denaturation. Protein denaturation is an important process used to study the stability of a protein.  

Exploring the thermodynamic properties related to denaturation process, and the forces that govern 

the folding to unfolding transition is necessary to understand the folding behavior.58-59 By 

perturbing a system from equilibrium to populate the unfolded state, we can study the 

thermodynamic properties, such as, enthalpy, entropy and free energy, to determine the stability 

of the folded state of protein. In general, the equilibrium between the native (N) and the denatured 

(D) state is quantified by an equilibrium constant,  

  
 

D
K

N
=

 

(1.13) 

and the standard free energy of the unfolded state (∆GU) is related to K as, 

 lnUG RT K = −
 

(1.14) 

where K is the equilibrium constant, R is the gas constant and T is the absolute temperature.  

Temperature has been widely used to perturb the equilibrium in an effort to study the 

thermodynamics properties. However, to gain a complete understanding of the thermodynamics 

of a system, we also need to study the response of a system to pressure perturbations.60-61 One 

advantage of pressure perturbation studies are that one can perturb the system without adding heat 
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or changing chemical activity. Changing temperature can affect both the volume and thermal 

activity of a system, while pressure only changes the volume of the system.60  

 

1.2.1 Pressure denaturation 

More than half of the volume of the total biosphere is covered by the ocean where the 

pressure increases by ~1 MPa per 100 m up to ~100 MPa in the deepest oceans.62-63 Therefore, it 

is important to study the structure-function relationship of biomolecules under pressure. 

Furthermore, the effect of pressure on proteins is different than temperature or cosolvent effects 

on proteins.64 Upon applying pressure, water exchanges between the bulk and the surface of native 

proteins due to increased conformational fluctuations.65-66 In response to the water penetration into 

the native protein, pressure can induce protein denaturation.65 In general, proteins undergo pressure 

denaturation above 4 kbar pressure.60 However, the pressure range over which proteins denature 

depend on the conformational properties of the protein. For some proteins, the primary and 

secondary structures are not affected even at 10 kbar pressure.65  

Pressure denaturation is directly related to the volume and compressibility differences 

between the folded and the unfolded state of a protein.67-68 Therefore, these properties provide a 

useful tool to characterize the conformational transitions of proteins. The volumetric properties 

provide information concerning the intra and intermolecular interactions of proteins, which is 

complementary to the data provided by the temperature related properties, namely heat capacity 

and enthalpy.67 
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1.2.1.1 Volume of a protein 

The effect of pressure on chemical equilibrium is given by the following thermodynamic 

relation, 

 ln

T

K V

P RT

  
= 

   

(1.15) 

where ∆𝑉̅ is the partial molar volume difference between the folded and the unfolded states.69  

 The water surrounding a protein (hydration water) plays an important role in determining 

the structure, function, and dynamics of a protein.70 The volume of a protein provides insight into 

solute-solvent interactions and is therefore directly related to protein hydration.71  According to 

the Le Chatelier principle, upon applying pressure the equilibrium should favor the state with a 

lower volume. Experimentally, it has observed that the pressure induced volume change for native 

to unfolded protein is very small and negative.72 Measured values for the volume change are 

around 50-100 ml/mol, and this amount is generally about 0.5% to 2% of the protein’s molar 

volume.73 The major factors affecting the volume change upon pressure denaturation are the 

elimination of  packing defects/voids and the exposure of buried groups upon unfolding65, 72. In 

general, the partial molar volume of a solute can be split into two main groups, namely the intrinsic 

volume and the changes in hydration volume.74 The intrinsic volume represents the geometric 

volume of the protein, and surrounding water cannot penetrate into this volume.  For a globular 

protein, the intrinsic volume is typically given by the sum of van der Waals volume and the void 

volume.67 Changes in the hydration volume occurs due to the solute-solvent interactions and 

depend on the solvent accessible surface area of polar, nonpolar, and charged groups.75 The 

hydration of charged and polar groups leads to a decrease in the volume due to electrostriction or 

hydrogen bonding.70, 76 Upon unfolding, the hydrophobic residues buried inside the protein 
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become exposed to the aqueous environment and this leads to a positive or negative volume change 

depend on the model compound selected.70 

The volume of a protein is experimentally measured using an apparent molar volume 

approach, where the volume is calculated by following the change in system volume upon 

solvating the solute in the solvent.77 In this approach, the apparent molar volume is calculated by 

measuring the density of solution.77-78 Furthermore, to help understand the volume changes upon 

protein denaturation, the properties of small molecule models are often used. In this approach, the 

volume of a protein is decomposed in to several groups according to their contributions. Chalikian 

and Breslauer74 have decomposed the partial molar volume (𝑉̅) of a globular protein into five 

groups.69 

 
id W V T IV V V V V V= + + + +

 
(1.16) 

Here, Vid is the volume related to the kinetic contribution to the pressure of a solute molecule due 

to the translational degrees of freedom. This term is given by 𝜅𝑇RT where, 𝜅𝑇 is the isothermal 

compressibility of the solvent. This term can be ignored for large proteins as the ideal value of 

𝜅𝑇RT is about 1 cm3mol-1.74 VW and VV are the van der Waals volume and void volume of the 

protein, respectively. The thermal volume VT is due to the thermally induced molecular vibrations 

of solute and solvent. The interaction volume, VI denotes the decrease in the solvent volume due 

to interactions of water molecules with charged (electrostriction) and polar groups (hydrogen 

bonding) of solute. However, these terms contain many unknown parameters and they are not 

strictly obtained from experimental measurements, especially VT and VI.  

In computer simulation studies many subjective definitions of protein volume are used to 

calculate the volume of a protein. Post and coworkers have introduced a method which calculates 

the volume of a protein based on a grid point analysis.79 In their approach, the total protein volume 
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is divided in to a van der Waals volume and an unoccupied interstitial volume, where the interstitial 

volume contains internal cavities and packing defects. The interstitial volume is calculated by 

extending the atomic van der Waals radii by a constant value. This approach is only valid for 

approximately spherical proteins. Hence this volume definition is only valid for native globular 

proteins and not accurate for denatured proteins. Alternatively, Levy and coworkers have studied 

the volume of a protein using three different definitions namely the van der Waals volume, the 

molecular volume and the excluded volume.71 The van der Waals volume is the volume occupied 

by the atoms of the molecule and measured with radii assigned to each atom.71 The molecular 

volume is the volume enclosed by the molecular surface, and the excluded volume is the volume 

enclosed by solvent accessible surface area.71 The last two quantities were measured using a probe 

sphere, and these volumes are therefore dependent on the size of the probe. According to the results 

that they have observed, the volume is dependent on the definition as there are significant 

differences between three different measures. 

Another way of calculating the volume of a protein is the use of Kirkwood-Buff (KB) 

theory explained in section 1.3. Using computer simulations, KB integrals (Gij) can be calculated 

and then related to volume through 𝑅𝑇𝜅𝑇 − 𝐺21, where 𝐺21  is the solute-solvent KB integral.80-86 

This is more rigorous way of calculating the volume as this definition is not subjective.85 

 

1.2.1.2 Compressibility of a protein 

Compressibility is the other volumetric property that can be used to characterize pressure 

denaturation.  The isothermal compressibility (𝜅𝑇) of a protein is given by the negative pressure 

derivative of the protein volume (V) at constant temperature (T). 
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Researchers have shown that there are two opposite contributions to the compressibility of 

a protein, and these two terms can be summed up to obtain the total compressibility.67, 87-89 The 

positive contribution comes from the imperfect packing of the amino acid residues that display no 

accessible surface area, and is known as the ‘intrinsic compressibility’. A negative contribution 

arises due to the interaction of water molecules with the amino acid residues on the surface of the 

protein, and this is known as the ‘hydration compressibility’.87 Upon applying pressure, proteins 

tend to favor smaller volumes compared to the native state.90 Therefore, the volume change upon 

denaturation is negative. Furthermore, the compressibility of a protein is usually very small, and 

the pressure denatured state has a higher compressibility compared to the native state.67 According 

to the experimental data, the isothermal compressibility of a globular protein ranges from 5x10-6 -

15x10-6 bar-1, while the intrinsic compressibility of a protein is 25x10-6 bar-1.91-93 For, the 

comparison compressibility of pure water is 45x10-6, while benzene and hexane have 

compressibilities of 96x10-6, 165x10-6, respectively.67 This suggests that the protein has a well 

packed, solid like, rigid interior compared to pure liquids.88, 93-94 Rashin and coworkers has shown 

that the empty space within a protein is only about 25% of the total volume of a protein.95 

Moreover, the density of most protein are around 0.75 g/cm3, and this value is close to the density 

of closely packed spheres (0.74 g/cm3).67 

Experimentally, the compressibility of a protein can be determined using crystallography, 

fluorescence spectroscopy, nuclear magnetic resonance spectroscopy (NMR), ultrasound and hole 

burning techniques.79   

The compressibility of proteins has also been calculated using computer simulations. 

Again, Post and co-workers have calculated the compressibility of a protein using protein 
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molecular volume averages and fluctuations as 1 𝑘𝐵𝑇(< ∆𝑉2 >𝑁𝑃𝑇/< 𝑉 >𝑁𝑃𝑇)⁄  where V is the 

protein molecular volume.79, 96 Here the protein volume is calculated based on subjective 

definitions, as described in previous paragraph, and assuming that the system fluctuations (implied 

by the above formula) can be simply replaced by the protein volume fluctuations. Even though 

they have observed high correlation between experimental and calculated compressibilities,  the 

definition is somewhat different than thermodynamically defined infinitely dilute partial molar 

compressibility.85  

 

1.3  The Kirkwood-Buff Theory of Solutions 

Kirkwood-Buff (KB) theory is one of the most important and powerful theories of liquid 

mixtures and was published in 1951.83 The theory relates the molecular distribution of species of 

a multicomponent system in the μVT ensemble to the thermodynamic properties of the mixture 

such as partial molar volumes, derivatives of the chemical potentials, and the compressibility. The 

relationship between the thermodynamic properties and the molecular distribution is given by KB 

integrals (KBI) as follows, 
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(1.18) 

where gij(r) is the corresponding pair correlation function, or the radial distribution function (RDF), 

between species i and j, and R is the distance between the corresponding center of masses. The 

KB integral (Gij) quantifies the deviation in the distribution of j molecules around a central i 

molecule when compared to that expected for a random distribution of j molecules. If the KB 

integral between species i and j is greater than zero, then there are favorable net interactions or an 
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affinity between those species. Alternatively, a negative KB integral indicates that there are net 

unfavorable interactions between the corresponding species. 

Even though KB theory represents a powerful tool for the analysis of solution mixtures, 

when it was first published it was practically impossible to calculate the required pair correlation 

functions for mixtures. Therefore, there were very few publications citing KB theory in the first 

20 years after its introduction. In 1977, Ben-Naim introduced the inversion procedure of KB theory 

which can compute the affinity (KBIs) between two species using the observed experimental 

thermodynamic quantities of the mixtures such as partial molar volumes, isothermal 

compressibilities and partial vapor pressures.97 This is known as the inversion of KB theory and, 

ever since, the use of KB theory has rapidly increased. Since then, KB theory has been used in a 

variety of fields to investigate the molecular distributions and preferential solvation in solutions 

for many solution mixtures.98 The main advantages of KB theory are that it is an exact theory 

without any approximations, and the fact it can used to analyze any stable solution mixture with 

any number of components. Furthermore, this theory can be applied to any solution regardless of 

size and complexity of molecules, and is ideally suitable for the analysis of computer simulations 

of solution mixtures.99     

KB theory and the inversion of KB theory has been mainly applied to two component 

systems. For a binary mixture containing a cosolvent (c) and a solvent (s) we can obtain the 

thermodynamic quantities – partial molar volumes of each component (𝑉𝑐̅ , 𝑉𝑠̅),  isothermal 

compressibility of solution mixture (κT), and chemical potential derivatives (μcc, μss, μcs)  using the 

KB integrals (Gcc, Gss and Gcs) as follows,100  
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In above equations, the ρc, ρs are average number densities, k is the Boltzmann constant, and T is 

the temperature. Two auxiliary quantities, η and ζ are defined as the following expressions, 

 ( 2 )c s c s cc ss csG G G    = + + + −
 

(1.22) 
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(1.23) 

   

For an ideal solution where activity coefficients of all species are equal to unity for all 

compositions (Symmetric ideal solutions), the KB integrals are neither zero nor independent of 

composition.101 The excess volumes and enthalpies for zero for this type of solutions for the whole 

composition range.  Ben-Naim has shown that for a symmetric ideal (SI) solution in a binary 

system, 

 2 0ij ii jj ijG G G G = + − =
 

(1.24) 

at constant temperature and pressure for any composition.100 Smith has proposed a general 

expression for KB integrals of SI solutions as,102 
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(1.25) 

where κT is the isothermal compressibility, and Vi, Vj are the molar volumes of the pure 

components. This expression is valid for any i and j combination in SI solutions with n 

components.  
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1.4 Inversion of the Kirkwood-Buff theory 

KB theory was initially derived to obtain the thermodynamic properties of solution 

mixtures using molecular distributions, where the distributions functions were obtain using 

computer simulations or analytical calculations.100 This can be symbolically written as follows, 

    , ,ij i T i jG V   →  
 

(1.26) 

Upon introducing the inversion of KB theory, the thermodynamic quantities are used to calculate 

the KB integrals. As it is easy to measure the thermodynamic properties experimentally, rather 

than computing the pair correlation function (gij (R)), this approach provides a powerful tool to 

study the local distribution of molecules in a solution mixture. The inversion of KB theory can be 

symbolically written as follows, 

    , ,i T i j ijV G    →
 

(1.27) 

Hence, the KB integrals can be expressed in terms of experimental thermodynamic quantities. For 

a binary mixture we have,100 

 /cs T c sG kT V V D = −
 

(1.28) 
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where ρ = ρc+ ρs and, 
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(1.31) 

where xc is the mole fraction of the cosolvent. 
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1.4.1 Fluctuation solution theory 

Fluctuation solution theory (FST) is an extension of KB theory that also provides 

information regarding the local composition of solutions, or the deviation of local composition 

from bulk solution. Here, KB integrals are given by the particle-particle fluctuations corresponding 

to a local system, instead of integrating the radial distribution function between species, as shown 

below,1 

 
i j

ij

ii j

N N ij
G V

NN N

  
= −

 

(1.32) 

 
i i iN N N = −

 
 

where the δNi is the deviation of number of i particles from the average number of i particles in a 

fixed volume (V) of a grand canonical ensemble (μVT), and δij is the Kronecker delta function. 

Here, the angular brackets represent ensemble averages in the grand canonical ensemble.  

 

1.5 Application of KB/FST to protein denaturation 

Proteins undergo denaturation under the influence of temperature, pressure or cosolvents, 

and the denaturation process has been widely studied using experiments. However, using 

experimental studies it is not easy to assign thermodynamic properties to specific protein 

conformations, either the native or denatured form.80, 103 Computer simulation studies provide 

atomic level details of interactions and structural changes of molecules. Nevertheless, using 

computer simulations it is not easy to follow the denaturation process due to the high 

computational cost. For instance, it is impossible to simulate the equilibrium constant for 

denaturation for all but a few small (20-30 residue) systems.  Furthermore, it is not clear how to 

extract from simulation the properties of proteins that are related to thermal or pressure 
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denaturation.80, 103 In the literature, properties related to protein denaturation have been studied 

using replica exchange molecular dynamics (REMD) simulations.104 This enhanced sampling 

technique explores new conformational spaces at different temperatures and allows one to 

determine the equilibrium constant by calculating the fraction of folded and unfolded protein 

molecules.16, 85 However, this provides relative thermodynamic properties and cannot assign these 

properties to specific individual conformations. 

The KB and FST theories provide the most promise to be able to extract the relevant, 

conformation specific, thermodynamic properties such as partial molar volumes and 

compressibilities. As mentioned above, in KB theory the thermodynamic properties are related to 

an integral over the RDFs. In the FST approach the properties are related to particle number 

fluctuations in a local region of solution, and the integration of the distribution functions is 

unnecessary. More importantly, this latter method allows for a surface-based analysis of proteins. 

Therefore, this type of approach is more convenient than the integration of the KB equation (1.17) 

for nonspherical, or irregular shaped, proteins.103, 105 Furthermore, even though the KB approach 

provides identical results to FST, the analysis over the surface of the protein, rather than for the 

centers of mass, provides more insight by enabling one to decompose the thermodynamic 

properties based on both distance and proximity to different residues.103, 105 

  

1.5.1 Protein denaturation thermodynamics 

  FST theory can be used to study the thermodynamics of the chemical equilibrium 

corresponding to protein denaturation. From the pressure denaturation point of view, the volume 

and compressibility of a protein can be obtained using this theory. For a protein in an infinitely 

dilute solution, the equilibrium constant can be written as follows, 
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 *, *,ln ( )D NK    = − −
 

(1.33) 

where β is 1/RT, and 𝜇𝐷
∗,∞ and 𝜇𝑁

∗,∞
 correspond to the pseudo chemical potential of denatured and 

the native states. The pseudo chemical potential represents a statistical mechanical expression for 

the chemical potential that allows one to calculate the chemical potential without reference to 

standard states.80, 100   The pseudo chemical potential is defined as the change in Gibbs free energy 

for adding a single particle to a fixed position in space within the system.100 Therefore, the added 

particle is free from translational degrees of freedom. The chemical potential of a protein solute 

(2) in a solvent (1) can be written as,  
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(1.34) 

where the first two expressions relate the solute chemical potential to the usual experimental 

measures, using the standard chemical potentials (𝜇2,𝑚
0 , 𝜇2,𝑐

0 ) and activity coefficients (𝛾2,𝑚, 𝛾2,𝑐) 

in terms of the solute molal (m2) or molar (c2) concentration, respectively.  The third expression in 

equation (1.34) provides the Ben Naim’s statistical mechanical relationship for the pseudo 

chemical potential. Here, the pseudo chemical potential is related to the total chemical potential 

using the thermal de Broglie wavelength (Ʌ2) and the number density of the solute (ρ2). This 

approach allows to one to split the chemical potential into two parts; a contributions from the 

translational degrees of freedom (second term on the right hand side ), and a contribution from the 

intermolecular interactions of the system (first term on the right hand side).100, 106 The pseudo 

chemical potential is similar to the excess chemical potential when the internal partition function 
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is neglected.107 The pressure derivatives of above equation (1.34) for biomolecular solute (2) at 

constant temperature are given by, 
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(1.35) 

where m2 is the solute molality, and 𝜅𝑇 is the isothermal compressibility of the solution. The effect 

of pressure on the chemical equilibrium is usually given by a Taylor expansion around a reference 

pressure p0, 
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(1.36) 

where K0 is the equilibrium constant, and ∆p = (p-p0) where p0 is usually 1 bar.  Consequently, the 

derivatives of the above expression can be written using equation (1.33) as follows, 
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(1.37) 

Here, ∆𝑉2
∗,∞

 is the volume difference (𝑉𝐷
∗,∞ − 𝑉𝑁

∗,∞), and ∆𝐾2
∗,∞

 is the difference in compressibility 

factors. The effect of pressure on the equilibrium therefore given by the volume difference between 

folded and unfolded state, and this is modulated by the protein compressibilities. 
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In terms of the particle number fluctuations, the pseudo molar volume of a solute of any 

size in an infinitely dilute solution is given by the following expression,80, 103, 105-106 

 *, 0

2 1 1 12 0
[ ]V N N V = − −

 
(1.38) 

where, <N1>2 is the average number of water molecules within a fixed local volume centered on 

the protein, and <N1>0 is the average number of water molecules within the same volume in pure 

water. Here, N1 denotes the number of water molecules, while the subscript 2 and 0 represents the 

solution and the pure solvent, respectively. The pseudo molar volume is then given by the 

difference in number of water molecules, multiplied by the volume of pure water (V1
0) at the 

corresponding temperature and pressure. This simple expression for volume is not subjective, as 

it uses only the average number of water molecules and the volume of pure water. Using this type 

of approach, the volume of a residue in a protein can be calculated by assigning each water 

molecule to a heavy atom of the protein based on their proximity.103, 105 

The expression for the pressure derivative of the pseudo volume using the particle number 

fluctuations is,80, 103, 105-106  

 *, 0 *, 0 2

2 ,1 2 1 1 1 2 1 1 0( ) [ ]TK V V N N N N      = +   −  
 

(1.39) 

where, < 𝛿𝑁1𝛿𝑁1 >𝑥=< 𝑁1
2 >𝑥 −< 𝑁1 >𝑥

2 , and 𝜅𝑇,1
0  is the partial molar compressibility of pure 

water. The compressibility is related to the solvent fluctuations in the presence of the protein, 

compared to the solvent fluctuations in the absence of the protein or in pure water. The 

compressibility of a protein calculated using this expression can be either positive or negative, 

depending on the solvent fluctuations in the protein solution and bulk water. If the average 

fluctuations in the presence of protein (< 𝛿𝑁1𝛿𝑁1 >2) are smaller than in pure water (<

𝛿𝑁1𝛿𝑁1 >0) , then the compressibility of the protein will be negative, and vice versa. 
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In addition to the above FST expression, the compressibility can be also calculated using 

the expression, 

 

2

* *

,2 2 ,*
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1
( / )T T mV p

V
 = −    

(1.40) 

This method is computationally more expensive as it requires the volume of a protein as a function 

of pressure. Therefore, simulations need to be performed at several pressures. However, this 

approach is statistically more favorable since the compressibility is calculated from a set of 

simulations at different pressure, rather than using a single simulation at one pressure. 

 

1.6 Organization of dissertation 

Molecular dynamics simulations were performed to explore the structure, dynamics and 

functions of a series of biomolecular related systems. In this thesis we will discuss the development 

of new FF parameters, the use of FST theory to study pressure denaturation thermodynamics of 

proteins, and the application of MD simulations to better explain experimental data concerning 

biomolecules. 

In Chapter 2 we discuss the development of force field parameters for models of glycerol, 

ethylene glycol, 1,2- propanediol, and 1,3-propanediol in water, methanol and ethanol solvents 

based on Kirkwood-Buff theory. Here, the parameters are optimized to reproduce the experimental 

Kirkwood-Buff integrals calculated from the thermodynamic properties of solution mixtures. 

Furthermore, the enthalpy of mixing, the volume of mixing, the density, the diffusion coefficients, 

the dielectric constants, the viscosity and the torsion angle populations are then used to validate 

the FF parameters. 

In Chapter 3 we investigate the thermodynamic properties that characterize the pressure 

denaturation of proteins. Infinitely dilute partial molar volumes and compressibilities of native hen 



26 

egg white Lysozyme, Ribonuclease A, and Ubiquitin are studied using the FST approach. This 

approach depends solely on the solvent distribution in the presence and absence of the protein, and 

also allows us to calculate the residue-based contributions to the volume of the proteins. This 

provides great detail concerning the role of specific residues to the overall protein volume. 

Subsequently, the volume is followed as a function of pressure to calculate the residue based 

compressibilities. Finally, we discuss about the factors that may contribute to the overall very low 

compressibility of proteins. 

In Chapter 4 the partial molar volumes and compressibilities at infinite dilute solution are 

studied and the results are compared among four different FFs, CHARMM22*, AMBER 99SB-

ILDN, OPLS-AA and GROMOS53a6. The properties of each FF are compared and contrasted in 

an effort to establish consistent trends for these properties from simulation. 

In Chapter 5 we use MD simulations to help understand the motions of wild type lac 

repressor. The lac repressor is a DNA-binding protein which regulates the function of lac operon. 

The effect of pressure on the structure and dynamics of LacI is then investigated. 

In Chapter 6 our focus is to examine some properties that allow one to identify rheostat 

positions in proteins. MD simulations are performed to identify the changes in behavior of the LacI 

protein upon mutating the V52 position of LacI with different amino acids, and how these mutants 

respond to increases in pressure. The differences are then related to changes in protein hydration. 

Chapter 7 provides a summary of this dissertation and our future work. 
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Chapter 2 - A Kirkwood-Buff Force Field for Simulations of Polyols 

2.1 Introduction 

Studying the structure and thermodynamic properties of lipid bilayers is very important 

due to their vital role in biological systems. Computer simulation can be employed to study these 

properties as it provides the atomistic level details of the system of interest. However, an accurate 

force field (FF), and proper sampling, are needed to investigate the above-mentioned properties of 

a system using molecular dynamics (MD) simulations.  

Polyols are an important class of molecules which contain more than one hydroxyl group. 

These molecules have plenty of applications in different fields such as foods, polymers, and 

pharmaceuticals.1-2 Their special ability to form hydrogen bonds with water makes them useful as 

antifreezing agents.3 However, in contrast to aliphatic alkanes, the ability of polyols to form strong 

inter and intramolecular hydrogen bonds make it challenging to obtain reasonable FF parameters 

for these models.4 

Numerous MD studies have been performed to model polyols in the liquid phase. 

Computer simulation studies using two different glycerol models,5-6 based on CHARMM22 and 

AMBER FFs, and three other glycerol models, based on OPLS FF, have been performed at a wide 

range of temperatures (300-460 K) and 0.1 MPa pressure.7 They have studied properties such as 

the density, the thermal expansion coefficient, the isobaric specific heat, the compressibility, and 

the diffusion coefficients. The AMBER and OPLS based models closely replicated experimental 

densities while the CHARMM based model underestimated this property. The CHARMM based 

model displays larger deviations for the thermal expansion coefficient compared to other models. 

All models overestimate the experimental specific heat while CHARMM, AMBER and one of 

three OPLS models well reproduce the experimental diffusion coefficients. Furthermore, the 
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populations of structural conformers have also been studied, using the Bastiansen nomenclature,8 

and the FFs have been shown to generate very different conformer populations. A study of glycerol 

(CHARMM22 and AMBER based models) and water (TIP3P and TIP4P models) mixtures have 

shown that all the mixtures overestimate the experimental density at low temperature while 

underestimating at high temperature.9 They have summarized that the mixtures with TIP4P water 

model better reproduce the experimental thermodynamic and dynamic properties.9  

Xibing and coworkers have studied pure glycerol and 1, 2-ethanediol liquids using the 

CHARMM polarizable FF.10 Here, electronic polarizability is explicitly treated via a classical 

Drude oscillator. They have shown that, with the better treatment of electrostatic interactions in 

polarizable FF, the models provide good agreement with quantum mechanically obtained 

conformational energies, compared to the CHARMM additive FF for 1,2-ethanediol11 and 

glycerol,12 where the gas phase dipole moments are overestimated to mimic condensed phase 

properties. They have also observed improved agreement with experimental condensed phase 

properties, such as the density and enthalpy of vaporization, over the additive models. Correct 

conformational energies and enthalpy of vaporization indicate the correct balance between intra 

and intermolecular hydrogen bonding in the condensed phase. 

Ferrando and coworkers have developed a new FF for polyalcohols based on an extension 

of the anisotropic united atom FF AUA4 developed for hydrocarbons.13 In this FF they have 

introduced an anisotropic united atom corresponding to the hydroxyl of alcohols. The 1, 2-

ethanediol and 1, 3-propanediol models have been developed using this approach.  Both models 

underestimate the experimental density values while they provide reasonable agreement with 

experimental vapor pressures and vaporization enthalpies. 
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Another study by Kulschewski was performed to model the properties of liquid propanol, 

1,2-ethanediol, glycerol, and some other aliphatic alcohols using OPLS all-atom (AA) FF.14 With 

the modified charges in AAFF, they have obtained good agreement with experimental densities 

and self-diffusion constants except for glycerol. However, these models do not show reasonable 

agreement with experimental dielectric constants and thermal expansion coefficients. 

 

Figure 2.1 Glycerol model with atom labels used for Bastiansen nomenclature 

 

The backbone rotamer population distribution of glycerol at infinite dilution has been 

studied using GLYCAM06/AMBER FF with the TIP3P water model.15 The backbone 

conformations of glycerol are defined based on the Bastiansen nomenclature.8 Six different 

conformations denoted as αα, αβ, αγ, ββ, βγ, γγ, have been defined using the terminal oxygen and 

three carbon atoms.  According to the atom labels shown in Figure 2.1 the two dihedral angles are 

considered here are, O1C1C2O2 and O2C2C3O3. Rotamer αα is defined when the O1C1C2O2 is 

gauche- and the O2C2C3O3 is gauche+.  Rotamer ββ is defined when both angles are trans and, 

the γγ is defined when the O1C1C2O2 is gauche+ and the O2C2C3O3 is gauche-.15 The 

heterogeneous atom pairs (βα, γβ) are not counted as different conformers since they are 

indistinguishable using this nomenclature.16 Conventional MD simulations have been performed 

up to 1 μs, and replica exchange simulations up to 40 ns. They have observed similar limiting J 
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values (scalar 3JHH coupling constants) in both methods and simulation results were in very good 

agreement with the available experimental data. However, rotamer populations calculated from 

the MD data have shown some deviations from the populations calculated via NMR J-values. They 

suggest that this is due to the approximations involved in experimental calculations using NMR J-

values.15  

Our ultimate goal is to develop FF parameters for phospholipid molecules using consistent 

models for the ester, glycerol, phosphate, and hydrocarbon chain functional groups. In developing 

FF parameters for lipid bilayers, we combine FF parameters from models representing the 

functional groups of the phospholipid molecule. Here, we attempt to develop FF parameters for 

the glycerol part of the phospholipid head group. After determining the availability of experimental 

thermodynamic data for comparison, four polyol molecules were chosen, namely glycerol, 1, 2-

ethanediol, 1, 2-propanediol and 1, 3-propanediol. Water, methanol, or ethanol were used as 

solvents to form binary mixtures. 

Our approach to developing a simple, nonpolarizable, united atom FF is focused on 

reproducing the experimental Kirkwood Buff integrals (KBIs) as a function of composition for 

binary mixtures. The partial atomic charges of the models are parameterized to reproduce the KBIs 

of solution mixtures.17-18 Kirkwood Buff (KB) theory is an exact theory which relates the 

microscopic structure of a solution to the thermodynamic properties of that solution.19 In general, 

KBIs indicate how strong or weak the intermolecular interactions between solute-solute, solute-

solvent and solvent-solvent are in a qualitative manner. This is beneficial in obtaining the correct 

balance between solute-solute and solute-solvent interactions in binary mixtures of our models.18 

Numerous solute models have been developed using the KBFF approach.17, 20-27 



38 

Nonpolarizable FFs are much simpler and easy to use for long time and large-scale system 

simulations. Polarizable FFs are computationally expensive. We have developed our non- 

polarizable FF using KB theory and the experimental solution activities to develop models for 

biomolecules in the condensed phase. As we attempt to reproduce the properties of solvent 

mixtures, not just the pure liquid, we obtain more accurate FFs with fixed effective partial atomic 

charges, which are usually sensitive to the changes in composition. Consequently, we would argue 

that polarizability is included in our FFs, but in an implicit manner.  

 

2.2 Methodology 

2.2.1 Kirkwood-Buff Analysis of the Experimental Data 

KB integrals are calculated using the composition dependent chemical potential derivatives 

(μij), partial molar volumes (𝑉̅i), and isothermal compressibilities (κT) of binary mixtures obtained 

from the literature.  Since the calculation of KBIs involves activity data, we can develop models 

that are sensitive to the properties of the solution mixtures.  

The KBIs (Gij) are calculated using the formula shown below, 

 

 
𝐺𝑖𝑗 = 4𝜋∫ [𝑔𝑖𝑗

𝜇𝑉𝑇(𝑟) − 1]𝑟2𝑑𝑟 
∞

0

 
(2.1) 

 

where gij is the corresponding radial distribution function between species i and j, and r is the 

distance between the corresponding center of masses. The μVT indicates that the radial distribution 

function is calculated at constant number of chemical potentials, constant volume and constant 

temperature. (grand canonical ensemble). More details concerning KB theory can be found in our 
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previous studies.18, 27-28 Large positive values for the Gijs indicate net attractive interactions, while 

negative values indicate net repulsive interactions. 

KB analyses of experimental data for six binary mixtures were performed, according to 

Ben Naim’s inversion of KB theory,29 and as discussed in previous studies.17, 20-22, 24, 27 The 

experimental KBIs are calculated as follows,30  

 

 
𝐺𝑖𝑗 = 𝑅𝑇𝜅𝑇 − 

𝑉̅𝑖𝑉̅𝑗

(1 + 𝑓𝑐𝑐)𝑉𝑚
 

(2.2) 

 
𝐺𝑖𝑖 = 𝐺𝑖𝑗 + 

1

𝑥𝑖
(

𝑉̅𝑗

1 + 𝑓𝑐𝑐
− 𝑉𝑚) 

(2.3) 

where R is the gas constant, T is the temperature, Vm is the molar volume (Vm = V/(Nc+Ns)), and xi 

is the mole fraction of component i. Here, c and s denote the cosolvent and solvent of a binary 

mixture, respectively, and 

 1

𝑅𝑇
(

𝜕𝜇𝑐

𝜕 ln 𝑥𝑐
)
𝑝,𝑇

= 1 + (
𝜕 ln 𝑓𝑐
𝜕 ln 𝑥𝑐

)
𝑝,𝑇

= 1 + 𝑓𝑐𝑐 
(2.4) 

where 𝜇𝑐 is the chemical potential of the cosolvent, and fc is the cosolvent activity coefficient on 

the mole fraction scale with the pure cosolvent as the standard state. 

The partial molar volumes at any given composition is given by,  

 
 𝑌𝑖 = 𝑋𝑚

𝐸 − 𝑥𝑗 (
𝜕𝑋𝑚

𝐸

𝜕𝑥𝑗
)

𝑝,𝑇

 
(2.5) 

with Y = 𝑉̅𝑚
𝐸 and X=V. The excess molar Gibbs energy values (𝐺𝑚

𝐸 ) are computed by assigning Y 

as excess chemical potential (𝜇𝑖
𝐸 /RT =ln fi ) and X = G/RT in equation (2.5).17 

Since it has shown that there is no significant effect of variations in κT on the KBIs,31 the 

solution κT is calculated as follows,  
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 𝜅𝑇 = ∅𝑐𝜅𝑇,𝑐
 0 + ∅𝑠𝜅𝑇,𝑠

 0  (2.6) 

where 𝜅𝑇,𝑐
 0  is the compressibility of the pure cosolvent, and ∅𝑐 is the volume fraction of the 

cosolvent in solution (∅𝑐 = 𝜌𝑐𝑉̅𝑐,  where ρc is the number density and 𝑉̅𝑐  is the partial molar 

volume). 

 

2.2.2  Experimental Sources for Composition and Activity Data 

Fitting constants for the excess molar volumes (𝑉𝑚
𝐸) and excess molar Gibbs energies (𝐺𝑚

𝐸 ) 

for glycerol/water (GLY/HOH) and 1, 2-ethanediol/water (EDL/HOH) systems were obtained 

directly from Marcus’s book of solvent mixtures.32 Another set of fitting constants for 𝐺𝑚
𝐸    of the 

GLY/HOH and glycerol/ethanol (GLY/EOH) systems were obtained at 293.15 K.33 Excess molar 

volume data for GLY/EOH mixture were obtained at 298.15 K.34  From the raw activity 

coefficients for the 1, 2-ethanediol-methanol (EDL/MOH) mixture,35 𝐺𝑚
𝐸  was calculated as a 

function of composition and fitted using Redlich-Kister polynomial. 

 
𝑋𝑚

𝐸 = 𝑥𝑐𝑥𝑠 ∑𝑎𝑖(𝑥𝑠 − 𝑥𝑐)
𝑖

𝑛

𝑖=0

 
(2.7) 

where ai’s are fitting constants, xc and xs are the cosolvent and solvent mole fractions.  

 𝑉𝑚
𝐸  data for this mixture were obtained from the same resource. Water activity data for 1,2-

propanediol-water (1,2-PDL/HOH) and 1,3-propanediol-water (1,3-PDL/HOH) mixtures were 

used to calculate 𝐺𝑚
𝐸   for binary mixtures.36 Fitting constants for 𝑉𝑚

𝐸 for propanediol systems were 

also obtained from literature.37 Finally, the isothermal compressibility for all pure compounds were 

obtained from the literature.38-39 

 



41 

2.2.3 Parameter Development 

In general, for the KBFF models, the bond, angle and torsion parameters are adopted from 

the Gromos FF40. However, there are some exceptions in this study. Torsion angle parameters were 

parameterized in order to reproduce experimentally,41 and quantum mechanically,10 obtained 

conformation energies for GLY and EDL respectively. The parameters obtained for H-O-C-C and 

O-C-C-O angles of EDL were then also used for 1, 2-propanediol. A summary of the torsion angle 

parameters used here is shown in Table 2.1. Nonbonded interactions are treated with a Lennard 

Jones (LJ) 6-12 and Coulomb potential. The σ and ε parameters for the LJ term of the carbon atoms 

were also adopted from the Gromos FF. In an effort to obtain a better agreement with experimental 

densities for GLY and 1, 2-PDL systems, the σ of the CH1 atom type was reduced by 20% from 

its original value. Effective partial atomic charges were iteratively varied to reproduce the 

experimental KBIs in the condensed phase as a function of composition. Here, for the GLY, EDL, 

and 1,2-PDL we could not use the charges already established for MOH,17 even though we could 

simply model these molecules by just combining two or three MOHs. The partial atomic charges 

of MOH were scaled down to obtain the partial atomic charges for GLY, EDL, and 1,2-PDL as 

there are strong interactions between consecutive -C-O-H groups. A summary of the nonbonded 

parameters is shown in Table 2.2. Errors for the simulated KBIs were calculated from the averages 

of multiple 5 ns runs. 

 

2.2.4 Molecular Dynamics Simulations 

Molecular dynamics simulations were performed for six binary mixtures in the isothermal- 

isobaric ensemble (NpT) at 298.15 K and 1 atm pressure using the Gromacs software package 

(version 4.6 or 4.6.1)42. Water, methanol, and ethanol were used as solvents to make sure that our 



42 

models reproduce reasonable experimental results in different solvent environments. The 

previously developed KBFF methanol17 and ethanol43 models were used while SPC/E water 

model44 was used for water. All the mixtures were simulated at mole fractions of 0.2, 0.4, 0.6, 0.8 

and 1.0 in 10 nm length cubic boxes. 

Table 2.1 Torsion angle parameters obtained for the KBFF models. 

Dihedral angles were defined according to 𝑉∅ = 𝑘∅(1 + cos  (𝑛∅ −  𝛿)), for all the angles δ is 

taken to be zero. 

 

Model Angle 

𝐤∅ 

(kJ/mol) n Model Angle 

𝐤∅ 

(kJ/mol) n 

        

                

       EDL H-O-CH2-CH2 3.25 1      GLY CH2-CH-CH2-O -10.375 1 

      GLY   H-O-CH-CH2 0.5 2     0.25 2 

 1,2-PDL   H-O-CH-CH2 5.5 3     4.25 3 

 1,2-PDL    H-O-CH2-CH         

            

       EDL O-CH2-CH2-O 21.625 1  1,2-PDL CH3-CH-CH2-O -0.375 1 

 1,2-PDL    O-CH2-CH-O 0.25 2  1,3-PDL CH2-CH2-CH2-O 0.25 2 

  4.25 3     4.25 3 

          

      GLY O-CH2-CH-O 20.0 1  1,2-PDL H-O-CH-CH3 0.75 1 

  
 

0.25 2  1,3-PDL H-O-CH2-CH2 0.5 2 

    4.25 3     3 3 

        

      GLY   H-O-CH2-CH 0.75 1     

  0.5 2     

  5.5 3     
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Table 2.2 Nonbonded parameters obtained for the KBFF models 

 

The temperature and pressure were maintained using weak coupling techniques.45 In 

particular, the v-scale temperature coupling,46 and Berendsen pressure coupling,45 were used with 

0.1 and 0.5 ps relaxation times. A compressibility of 4.5x10-5 bar-1 was used for the pressure 

coupling. All bonds were constrained with the LINCS algorithm.47 The Particle Mesh Ewald 

(PME) was used to calculate the coulombic interactions48. Twin range cutoffs of 1.5 nm and 1.0 

nm were used for van der Waals and electrostatic interactions. All the systems were equilibrated 

for 1 ns followed by production runs up to 20 ns, or further depending on the convergence of the 

systems. Glycerol mixtures were run up to 30 ns and while pure glycerol was run up to 50 ns. 

Configurations were saved at every 1.0 ps for analysis of the systems. 

 

2.2.5 Analysis of simulated solution properties 

The enthalpy of vaporization (ΔHvap) of the pure liquid was calculated using the average 

total and intramolecular potential energies, 

 
∆𝐻𝑣𝑎𝑝 = 

−(𝐸𝑡𝑜𝑡 − 𝐸𝑖𝑛𝑡𝑟𝑎)

𝑁
+ 𝑅𝑇 

(2.8) 

Atom type σ (nm) ε (kJ/mol) q 

   
EDL, GLY,  

1,2-PDL 

1,3-PDL 

CH2 0.4070 0.4105 0.2910 0.3000 

O3 0.3192 0.6506 -0.7954 -0.8200 

H 0.1580 0.0880 0.5044 0.5200 

CH1 0.4015 0.0949 0.2910  

CH3 0.3748 0.8672 0  
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Here, Eintra term is the intramolecular potential energy in the liquid phase. The total potential 

energy of the liquid is denoted as 𝐸𝑡𝑜𝑡 and N is the total number of molecules in the liquid. The 

ΔHvap was calculated by assuming that the intramolecular interactions in the gas phase are similar 

to the liquid phase, while intermolecular interactions in the gas phase are negligible. Furthermore, 

assuming ideal gas behavior the pV work done in the gas phase is RT, and since the volume of a 

liquid is negligible compared to the volume of a gas, the work done by the liquid phase is assumed 

to be zero. 

The enthalpy of mixing values (𝐻𝑚
𝐸 ) were calculated using, 

 𝐻𝑚
𝐸 =  𝐻𝑚,𝑠𝑜𝑙 −  𝑥𝑐𝐻𝑚,𝑐

0  − 𝑥𝑠𝐻𝑚,𝑠
0  (2.9) 

 

where 𝐻𝑚,𝑐
0 , and 𝐻𝑚,𝑠

0  are the molar enthalpies of the pure components, while 𝐻𝑚,𝑠𝑜𝑙 is the molar 

enthalpy of the solution mixture.  

The 𝑉𝑚
𝐸 values were calculated using, 

 

 𝑉𝑚
𝐸 =  𝑉𝑚,𝑠𝑜𝑙 −  𝑥𝑐𝑉𝑚,𝑐

0 −  𝑥𝑠𝑉𝑚,𝑠
0   (2.10) 

 
𝑉𝑚,𝑠𝑜𝑙 = 

𝑥𝑐𝑀𝑐 + 𝑥𝑠𝑀𝑠

𝑑𝑠𝑜𝑙
 

 

where Vm is the molar volume of the solution, Mc and Ms are the molar masses of pure components, 

and dsol is the mass density of the solution. The self-diffusion constants (D) were calculated using 

the code g_msd included in the Gromacs package and center of mass mean square deviation being 

employed according to the formula, 

 
𝐷 =  𝑙𝑖𝑚

𝑡→∞

1

6𝑡
 ⟨[𝑟𝑖(𝑡) − 𝑟𝑖(0) ]2 ⟩ 

(2.11) 

where t is the time and ri is the position of the molecule. 
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The dielectric constants (ε) were computed using dipole moment fluctuations with the help 

of Gromacs code g_dipole. Here, the reaction field permittivity is assumed to be infinity.  

Additional NVT simulations were performed up to 10 ns at the same temperature to 

calculate the shear viscosity (ɳ) of the pure liquids. The Einstein relation,49 

 
ɳ =  

1

2

𝑉

𝑘𝐵𝑇
𝑙𝑖𝑚
𝑡→∞

 
𝑑

𝑑𝑡
 〈(∫ 𝑃𝛼𝛽(𝑡 ,)𝑑𝑡 ,

𝑡0+𝑡

𝑡0

)

2

〉𝑡0 

 

(2.12) 

was then used where kB is the Boltzmann constant, Pαβ are the off-diagonal elements of the pressure 

tensor. Pxy, Pxz, and Pyz, were saved at every 2 fs. The Gromacs code g_energy was used to obtain 

the Pαβ as a function of time. Errors were calculated using four runs of 2.5 ns length for all polyols, 

while only two runs of 2.5 ns length were used for SPC/E water. Linear regions of about 200-500 

ps length were selected out of each 2.5 ns run to calculate ɳ. 

 

2.3 Results and Discussion 

The KBIs obtained for the six binary mixtures are shown in Figure 2.2 to Figure 2.4. The 

experimental KBIs for EDL/HOH mixtures (Figure 2.2) are reasonably reproduced, although there 

were significant error bars for the simulated GHOH/HOH at higher molar fractions of EDL. The 

simulated KBIs for EDL/MOH system underestimate the experimental GEDL/EDL at lower mole 

fractions. However, we were not able to adjust these values and maintain the GEDL/MOH values in 

good agreement with the experimental data. The experimental KBIs for GLY/HOH mixtures well 

reproduced except for GHOH/HOH at higher mole fractions of GLY (Figure 2.3), as also seen for 

EDL/HOH mixture. This is due to sampling problems at extreme mole fractions where similar 

uncertainties allow in the experimental data as well (experimental data shown in Figure 2.3 for the 
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GLY/HOH mixture) The experimental data show that the KBIs of GLY/EOH mixtures are 

composition dependent. However, we do not observe such behavior in our simulation results. This 

mixture acts more like an ideal solution mixture as the KBIs are reasonably independent of 

composition.50 This ideal behavior may be explained, to some extent, as both the GLY and EOH 

models have analogous functional groups. For the 1,2-PDL/HOH and 1,3-PDL/HOH mixtures the 

models reasonably well reproduced the KBIs (Figure 2.4) with exceptions for GHOH/HOH at some 

mole fractions. The partial atomic charge distribution for 1,3-PDL is different than for other three 

models as the two hydroxyl groups are far apart. 

 

 

Figure 2.2 Experimental (lines) and simulated (points) data for the KBIs of EDL/HOH and 

EDL/MOH mixtures as a function of composition at 298 K. Error bars are the standard 

deviations calculated for 5 ns block averages of simulations. 

 

 



47 

 

Figure 2.3 Experimental (lines) and simulated (points) data for the KBIs of GLY/HOH and 

GLY/EOH mixtures as a function of composition. Two sets of experimental data obtained 

from two different set of activity data are shown for the GLY/HOH mixture at 298 K and 

293 K.  Error bars are the standard deviation calculated for 5 ns block averages of 

simulations. 

 

The 𝐻𝑚
𝐸  values for the six binary mixtures were calculated as a function of composition 

(Figure 2.5). According to the experimental results, all four polyol/HOH systems show a favorable 

𝐻𝑚
𝐸  and our simulated data agree with that observation even though, in general, it is not easy to 

reproduce experimental 𝐻𝑚
𝐸  using simulations.17 Unfortunately, we could not find experimental 

data for 𝐻𝑚
𝐸  of the GLY/EOH system in the literature. The EDL/MOH system shows an 

unfavorable enthalpy of mixing, and the simulated results agree with that, even though our 

simulations slightly overestimate the 𝐻𝑚
𝐸  values. 
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Figure 2.4 Experimental (lines) and simulated (points) data for the KBIs of 1,2-PDL/HOH 

and 1,3-PDL/HOH mixtures, as a function of composition at 298 K. Error bars are the 

standard deviation calculated for 5 ns block averages of simulations. 

 

The experimental and simulated 𝑉𝑚
𝐸  values obtained for all the binary mixtures are 

displayed in Figure 2.6. Our four models display low simulated densities compared to the 

experimental value when mixed with water, as depicted in Table 2.3. However, while the 

polyol/HOH systems underestimate the experimental 𝑉𝑚
𝐸, the polyol/alcohol systems overestimate 

the 𝑉𝑚
𝐸. Again, it is not easy to correct both behaviors with the simple models used here. The united 

atom FF does not explicitly include hydrogen atoms in models and this might be a reason for the 

low density observed in our systems. 
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Figure 2.5 Experimental32, 35, 51 (lines) and simulated (points) enthalpies of mixing for the six 

binary mixtures as a function of composition at 298 K. No experimental data were found for 

the GLY/EOH mixture. Error bars are the standard deviation calculated for 5 ns block 

averages of simulations. All the experimental data correspond to 298 K. 

 

In addition to the thermodynamic properties of binary mixtures, the kinetic properties of 

mixtures, such as self-diffusion constants (D) and viscosity (η) were also investigated during the 

parameterization procedure. The translational self-diffusion constants for GLY/HOH and 

EDL/HOH were calculated as a function of composition (Figure 2.7). GLY has a very small self-

diffusion constant being a heavy molecule and a viscous liquid. The GLY molecule’s strong ability 

to make an extensive hydrogen bonding network due to their three hydroxyl groups reduces the 
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diffusion of both GLY and HOH with mole fraction. As can be seen in Figure 2.7, our GLY/HOH 

mixtures reproduce the experimental self-diffusion constant for almost all mole fractions. Pure 

EDL displays a higher Dc compared to the experiential value. This can be partially explained by 

the lower density of EDL provided by our model. Nevertheless, the appropriate experimental trend 

is reproduced by the EDL/HOH mixtures. We observe a significant error for Dc of pure 1, 2-PDL 

as it overestimates the experimental Dc even though there is not a much difference in the simulated 

and experimental density data. The reason for lower Dc of pure 1,3-PDL cannot be explained by 

the low-density value. In addition, the experiments indicate similar results for the Dc of pure 1,2-

PDL and 1,3-PDL, while our models provide disparate results. We could not find a clear reasoning 

for the contrasting results observed for the diffusion constants of pure liquids. 
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Figure 2.6 Experimental (lines) and simulated (points) excess volumes of mixing for six 

binary mixtures as a function of composition at 298 K. 

 

Viscosity calculations for the pure liquids were performed using the Einstein equation as 

mentioned in the methods section. As can be seen in Table 2.3, our simulated ɳ values for polyols 

are relatively low compared to the experimental results, except for 1,3-PDL where it gives a 

relatively high ɳ. The viscosity of pure SPC/E water shows good agreement with experimental 

data. Furthermore, we found significantly high errors for the polyol calculations, especially for the 

highly viscous GLY systems. Viscosity calculations using the Einstein equation are not easy for  
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Figure 2.7 Experimental (lines) and simulated (points) translational self-diffusion 

coefficients (Dc and Ds) for GLY/HOH52 and EDL/HOH53 mixtures as a function of 

composition at 298 K. 

 

polyols. First, viscosity is a system property, not a molecular property, and this makes it difficult 

to obtain good statistics.54 Furthermore, in a simulation, the pressure fluctuates significantly and it 

is therefore difficult to converge with time. Interestingly, in the literature, we find different ɳ values 

at somewhat similar temperatures, 396.555, 1670.131056 and 141257 cP at 298.15, 292.15 and 

293.15 K respectively by different groups. This might indicate that it is difficult to get consistent 

result for GLY even with experimental techniques. 
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Table 2.3 Experimental and simulated properties of pure liquids. All the simulations were 

performed at 298 K and experimental values were obtained from literature at 298 K unless 

stated otherwise. 

aTemperature at 293 K. Errors for the viscosity calculations are shown in parenthesis 

 

The dielectric constants (ε) of the four polyol/HOH mixtures were computed and are 

displayed in Figure 2.8. Only the simulated ε of EDL/HOH as a function of composition is 

compared with experimental data. For other systems, only the pure components’ experimental data 

are shown in Table 2.3. We note that the average dipole moment of pure and a few higher mole 

fractions of GLY, 1,2-PDL, and 1,3-PDL were not converged to zero with the simulation time. 

Pure GLY underestimates and 1,3-PDL overestimates the experimental ε values while EDL and 

1,2-PDL show good agreement with experimental ε values.  The SPC/E water model has a ε which 

is about 18% too low compared to the real water, and this has a consistent effect on the ε of 

polyol/HOH mixtures. 

 

Model 

Density/ρ 

(g/cm3) 

Diffusion/D 

(10-9m2/s) Dielectric/ε Viscocity/ƞ (cP) 

Epot 

(kJ/mol) 

ΔHvap 

 (kJ/mol) 

MD exp MD exp MD exp MD exp MD MD exp 

EDL 0.974 1.11035 0.33 0.096158 42 a38.6659 6(2) 18.6860 -62.46 64.07 65.6911 

GLY 1.146 1.25861 0.0022 0.002552 36 a41.1459 317(135) 396.555 -55.43 97.10 91.6312 

1,2-PDL 0.974 1.03262 0.12 a0.04163 35 28.36062 9(2) 43.42862 -57.05 104.93   

1,3-PDL 0.975 1.04962 0.017 a0.04163 32 34.29962 56(8) 40.06762 -28.54 92.76   

HOH 0.996 0.99764 2.74 2.29953 65 78.5459       0.84(0.06) 0.89065 -46.70 49.18 43.9866 

MOH 0.762 0.78767 2.10        2.4268 35 32.6069  0.59(0.08)   0.5570 -42.67 45.15 37.4366 

EOH 0.754 0.78567 0.91      1.07568 22 24.3569  0.9(0.4)  1.171 -41.50 43.97 42.2666 
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Figure 2.8 Experimental (lines) and simulated (points) dielectric constants for polyol/HOH 

mixtures as a function of composition at 298 K. Experimental dielectric constants in the full 

range of composition were only found for the EDL/HOH72 mixture. For other systems 

experimental dielectric constants of the pure liquids are shown as triangles. 

 

There are four different torsion angles for GLY and two for EDL. Figure 2.9 displays the 

relative free energies of these torsion angles as calculated for pure GLY and EDL. Four torsional 

angle potentials for GLY, and two torsional angle potentials for EDL can be observed. The percent 

gauche conformation (gauche- + gauche+) for the EDL and GLY systems were then calculated as 

a function of composition.  
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Figure 2.9 Simulated relative free energies of four different torsion angles of the pure GLY 

and two different torsion angles of the pure EDL at 298 K. 

 

As can be seen in Figure 2.10, the percent gauche conformations do not depend on the 

composition for either of the systems except the OCCO angle of GLY. In addition, according to the 

simulated results of both systems, the gauche conformations are more prominent compared to the trans 

conformation. An experimental NMR study for EDL in nematic-lyprotic solution has shown that 

EDL exists in a 100% gauche conformation in aqueous solution.73Another NMR study by Pachler 

and Wessels has shown that 88% of EDL in aqueous solution, and 86% of EDL in the pure liquid, 

adopt the gauche conformation.74 This agrees with our results.  Experimental studies have also 

shown that the percent gauche conformation does not depend on the concentration of EDL.75 Ten 

distinct conformations of EDL were defined using backbone torsion angles HOCC, OCCO and 

CCOH namely tGg', gGg', g'Gg', gTg', tTt, tTg, gTg, gGg, tGt, tGg where g, g' and t denotes 
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gauche clockwise, gauche counterclockwise and trans respectively.10, 76 The comparison between 

the relative energies calculated by QM,10 and the relative free energies observed in KBFF are 

shown in Table 2.4. We observe that our model for 1,2-EDL works reasonably well even without 

the explicit inclusion of polarizability in the FF. 

 

Figure 2.10 Simulated conformational populations as a function of composition for four 

different torsion angles of GLY and two different torsion angles of EDL at 298 K. 

Experimental gauche percentage of the pure EDL liquid is shown in red star. 

 

Six different backbone conformations of GLY have been defined by Bastiansen in 1949 

based on the terminal oxygen atoms and three carbon atoms.8 Using the dihedral angles of O1-C1-

C2-O2 (ɸ1) and O2-C2-C3-O3 (ɸ2) (Figure 2.1) six conformations, αα, αβ, αγ, ββ, βγ, γγ were 

defined as discussed in the introduction. A comparison between the experimental data and the 

simulated values for the conformer distribution is shown in Table 2.5. The experimental data were 

obtained from NMR spectroscopy experiments on 5% GLY in D2O solution.41 The simulated data  
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Table 2.4 Comparison of QM10 and simulated relative energies obtained for ten different 

conformations of pure EDL. 

 

 

 

 

 

 

 

 

 

 

Table 2.5 Comparison of experimental41 and simulated GLY backbone conformations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conformation ∆E (kJ/mol) 

  QM MD 

tGg' 0 0.0 

gGg' 1.7 3.7 

g'Gg' 5.9 6.2 

gTg' 12.6 7.9 

tTt 12.7 10.0 

tTg 12.8 6.4 

gTg 12.9 8.5 

gGg 14.2 7.8 

tGt 15.5 19.2 

tGg 16.8 11.3 

Conformation 

Population (%) 

MD exp 

αγ 43 28-30 

αβ 27 20-21 

αα 15 18-21 

βγ 11 15-17 

γγ 2 10-12 

ββ 1 5 
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shown in Table 2.5. were calculated at the mole fraction of 0.2, which has the closest concentration 

to the experiment (xc ≈ 0.01). As can be seen, the GLY model shows reasonable agreement for 

most of the conformations. In particular, we have a well- distributed conformer population for 

GLY rather than a single conformation. Furthermore, an electron scattering analysis of gas phase 

glycerol has shown that αα and αγ configurations are most probable while the γγ arrangement is 

improbable.8 As mentioned earlier, it is challenging to develop a FF for polar polyols due to their 

strong inter and intramolecular interactions.4, 7 These results show similar features to the 

experimental aqueous phase distribution except for the αβ population which is also probable in 

aqueous phase.  

Properties of the pure liquids calculated using the KBFF models are shown in Table 2.3. 

One of the main features is the densities of the pure liquids are underestimated by our models to 

some extent. One possible reason for the reduced density of polyols might be the united atom 

approach used here where the carbon and hydrogen atoms fused into a single bead. The united 

atom FF works well to reproduce the density of alkanes,77 but it seems more problematic for 

aliphatic alcohols consisting of polar hydroxyl groups. As mentioned in the methods section we 

reduced the σ of CH1 atom type by 20% from its original value in order to improve the density of 

GLY and 1, 2-PDL models. However, we need to remain consistent with our previous models and 

therefore we only changed the σ of the CH1 atom type as the CH2 and CH3 atom types are already 

being used in our previously published models.17, 21 Despite the lower density of the GLY model, 

it provides good agreement with the experimental self-diffusion constant. One other noticeable 

behavior is that the 1, 2-PDL model which provides the lowest error for the density, shows the 

largest error for the self-diffusion constant. Hence, we do not observe a correlation between density 

and self-diffusion. Therefore, it is hard to decide how to improve the properties.  
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The enthalpy of vaporization of pure liquids were calculated using the potential energy of 

systems. Our results show reasonable agreement with experimental values for pure GLY and EDL, 

even though we have not corrected our models for polarizability unlike the SPC/E water model.44 

However, we could not find experimental ΔHvap for other pure liquids to compare with our 

simulation results.  

 

2.4  Conclusions 

Simple nonpolarizable FFs have been derived for EDL/HOH, EDL/MOH, GLY/HOH, 

GLY/EOH, 1,2-PDL/HOH, and 1,3-PDL/HOH binary mixtures using the KB theory of solutions 

to optimize he effective charges. All the models reasonably well reproduce the experimental KB 

integrals except for the GLY/EOH system. Good agreement with the experimental KB integrals 

ensures that there is a correct balance between solute-solvent interactions. In addition to the KB 

integrals, other thermodynamic, kinetic and physical properties for binary mixtures and the pure 

liquids were calculated. Most of the models reasonably well reproduce these properties, while 

there were some deviations observed for some properties such as densities, excess volumes of 

mixing, and viscosities. The population distributions obtained for EDL show reasonably good 

agreement with the experimental data, while for the GLY most of the conformations display 

reasonable agreement with experimental values. As these are simple nonpolarizable FF models we 

can not expect perfect correlation with all the simulated vs experimental properties. 
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Chapter 3 - A New View of Protein Compressibility 

3.1  Introduction 

A protein folds into a specific three-dimensional structure in aqueous solution under 

physiological conditions which is crucial for its function and activity.1 The equilibrium state of a 

protein can be altered by changing the temperature, pressure, pH or by adding denaturants.2-5 High 

pressure has been used as a powerful tool to study protein folding as it provides insight into the 

factors determine protein stability, most importantly, protein hydration.6-7 The effect of pressure 

on the equilibrium is characterized by changes in the volume and compressibility associated with 

the conformational transition.8-9  

The volume and compressibility of a protein are sensitive to solute-solvent interactions8 

and therefore, can be used to characterize the hydration of proteins. Water surrounding in a protein 

is very important as it determines the structure, function, and stability of a protein.10-11 The partial 

molar volume of a solute is given by the first pressure derivative of the chemical potential. The 

isothermal compressibility of a protein is given by the first negative pressure derivative of the 

volume at constant temperature. In experiments, simple models are often used to define the volume 

and compressibility of proteins, and they mainly use small molecule data to evaluate these 

properties.12 Amino acids, peptides, and amines are some of small molecule models  that have 

been widely used to study the hydration properties of proteins.13-15 However, the additive models 

based on small molecules have limitations for assessing protein volumes as they assume the 

volume to be insensitive to the environment of the small molecules, which is not true.16-17  

  

*Simulations and analysis by Elizabeth A. Ploetz and Nilusha Kariyawasam. Figures by Elizabeth 

A. Ploetz.  
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In theoretical studies, the volume of a solute is defined as a summation of the intrinsic 

volume (VM) and the hydration volume.18 The hydration volume is the change in solvent volume 

due to solute-solvent interactions between charged, polar, or nonpolar groups on the surface of the 

protein.2, 18 The hydration volume is often decomposed into three terms, the thermal volume (VT), 

the interaction volume (VI) and the volume contribution of the translational degrees of freedom of 

the solute (𝜅𝑇,1RT); where 𝜅𝑇,1  is the isothermal compressibility of solvent, R is the gas constant 

and T is the absolute temperature. Therefore, the partial molar volume of infinitely dilute solute 

(𝑉̅2
∞) can be written as, 

 
2 ,1M T I TV V V V RT = + + +

 
(3.1) 

The thermal volume occurs due to the thermally induced vibrations of the solute and solvent 

molecules, while the interaction volume represents the reduction of the solvent volume due to the 

solvent interactions with polar and charged groups of the solute. However, these terms contain 

many unknown parameters, and these terms are not strictly obtained from experimental 

measurements, especially the VT and VI volumes. 

 The volume change upon pressure denaturation is usually negative, indicating that the 

denatured state has a small volume compared to the folded state.4, 19 This difference is around 50-

100 ml/mol or 0.5 - 2% of the total molar volume of a protein.20 For a native protein, the volume 

fraction occupied by cavities ranges between 20-30%.21-22  Royer and coworkers have suggested 

that the presence of cavities in the folded state, and the absence of cavities in the unfolded state, 

are main contributions to the volume change upon pressure denaturation.19 

In theoretical studies, the compressibility of a globular protein is decomposed into two 

oppositely contributing factors involving a positive intrinsic compressibility and a negative 

hydration compressibility.16 The intrinsic compressibility arises due to the imperfect packing of 



67 

the solvent inaccessible core of the protein while the hydration compressibility is due to the solute-

solvent interactions over solvent accessible atomic groups of the protein.  The hydration 

contribution to the compressibility is further decomposed into contributions from polar, nonpolar, 

and charged atomic groups on the surface of the protein. Chalikian and coworkers have shown that 

the contributions from polar, nonpolar, and charged groups on the surface to the compressibility 

is negative according to their model.16 

The isothermal compressibility of a globular protein ranges from 5x10-6 - 15x10-6 bar-1.12, 

23-24 The average intrinsic compressibility of a globular protein is determined to be 25x10-6 bar-1.16 

However, the intrinsic compressibility is not uniform throughout the protein interior since there 

can be domains with different packing densities inside the protein structure.25-26 . For, comparison 

the isothermal compressibility of pure water is 45x10-6 bar-1, while benzene and hexane have the 

compressibility of 96x10-6 bar-1, 165x10-6 bar-1, respectively.8 It is interesting that proteins have 

very low compressibility which are an order of magnitude smaller than the compressibility of pure 

water. This suggest that proteins have a tightly packed rigid like interior.8 However, it is not clear 

why proteins have very low compressibility even in the presence of internal cavities. The 

difference in compressibility between the folded and molten globule states is found to be very 

small and positive, indicating that the unfolded state has a slightly higher compressibility.8, 27 Still 

there is a lack of understanding of the compressibility of the folded and unfolded state upon 

pressure denaturation as it is difficult to explain the changes in compressibility in terms of cavities 

and hydration changes.11 

Computer simulation studies have been performed to calculate the partial molar volume of 

proteins. As discussed in the first chapter, most studies involve subjective definitions of the protein 

volumes.28-30 Furthermore, these subjective definitions are then used to calculate the 
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compressibility of proteins. Post and Dadarlat have calculated the isothermal compressibility of 

globular protein using protein volume fluctuations as shown below28, 30, 

 2
1

T

B

V

k T V



=

 

(3.2) 

where kB is Boltzmann’s constant, T is the temperature, <V2> is the average protein volume 

fluctuations and <V> is the average volume. However, they use a subjective definition of the 

protein volume to calculate the protein compressibility. The definition they use is only possibly 

valid for globular proteins and cannot be used to calculate the volume of denatured proteins.28 

Moreover, they neglect the role of solvent by assuming that the volume fluctuation equation (used 

to calculate the compressibility of bulk system) can be applied to a component (protein) of a 

system.31 The compressibility calculated from above expression can be possibly assign to intrinsic 

compressibility, but not the partial molar compressibility as the partial molar volume or 

compressibility includes the contributions from solute-solvent interactions.32 Treating a protein as 

a bulk system has been both accepted,33 and criticized,32 in the literature. Furthermore, using the 

above expression one cannot obtain negative compressibilities which have been observed 

experimentally for small peptides and amino acids.34 Except the subjective definitions of volume 

and compressibility, Hirata and coworkers have calculated the compressibility of a protein using 

the pressure derivative of the volume and they have calculated the volume of proteins using the 

reference interaction site model (RISM) theory coupled with Kirkwood–Buff (KB) solution 

theory.32 

 Rather than a subjective definitions of volumes KB theory provides a rigorous expression 

for the volume of a protein as follows35, 
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(3.3) 

where g21 is the pair correlation function of the solvent (1) around the solute (2). However, this 

approach is not the most suitable way of calculating the volume of an irregular shaped objects such 

as proteins (see later discussion). 

 As the volume and compressibility changes upon denaturation are very small, it is crucial 

to have a method which can accurately capture these small changes. In this study, our focus is to 

explore the volume and compressibility of proteins under pressure and study the factors contribute 

to the low compressibility of proteins. Here, we use fluctuation solution theory (FST) to calculate 

the volume and compressibility of proteins without any subjective definitions or parameters. The 

results are compared for three different proteins. Furthermore, the residue contributions to these 

properties are discussed as the FST approach allows for the decomposition of the properties into 

residue-based contributions. 

 

3.1.1 Theory 

In this section, we discuss how to relate the experimental (macroscopic) thermodynamic 

quantities to computer simulations (microscopic) observations using statistical mechanical 

expressions. For this, the pseudo chemical potential approach of Ben-Naim is used.35-37 The 

chemical potential (μ2) of a solute (2) in a solvent (1) can be written as, 
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Here, the first two expressions relate the solute chemical potential to the experimental measures, 

involving the standard chemical potentials (μ0
2,m, μ0

2,c) and activity coefficients (γ2,m, γ2,c) in terms 

of the solute molal (m2) or molar (c2) concentration and the standard molality (m0=1 mol/kg) or 

molarity (c0=1 mol/L), respectively. The third expression of equation (3.4) provides the Ben 

Naim’s statistical mechanical relationship for the pseudo chemical potential.38 Here the pseudo 

chemical potential is related to the chemical potential using the thermal de Broglie wavelength 

(Ʌ2) and number density of solute (ρ2). As discussed in chapter 1, the pseudo chemical potential is 

defined as the change in Gibbs free energy when adding a single particle to a fixed position in 

space within the system.38 The pseudo chemical potential approach eliminates the need for 

standard states and therefore, this is helpful to study single solute in solution (pseudo infinitely 

dilute) studied by computer simulations.31, 39 After taking the pressure derivatives of equation (3.4) 

one find40,  

 0 0 0 *, 0

2 2, 2,c ,1 2 ,1m T TV V V RT V RT  = = + = +
 

(3.5) 

where 𝑉̅2
∞ is the partial molar volume of the solute, and 𝜅𝑇,1

0  is the isothermal compressibility of 

the pure solvent. The 𝑉̅2
∞is given by the pressure derivative of the chemical potential and the 

activity coefficient has disappeared as it is equal to unity for an infinitely dilute solute. This 

provides that the partial molar volume of solute at infinite dilution is equal to the pseudo volume 

(𝑉2
∗,∞

) of solute within a constant. The difference between the standard and pseudo volumes is 

small under ambient conditions.40 Pressure derivatives of equation (3.5) provide,40 
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(3.6) 

This shows the relationship between the pressure derivatives of the standard and pseudo volumes 

at infinite dilution. For a protein in equilibrium between native (N) and denatured state, the 
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equilibrium constant is given by, K=ND/NN at infinite dilution. Using equation (3.4) and the 

equilibrium condition, μN = μD, we obtain, 

 *, *,ln D NRT K G   − = − = 
 

(3.7) 

The effect of pressure on the equilibrium can be expressed using a Taylor expansion as follows, 
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(3.8) 

where K0 is the equilibrium constant at the reference pressure, and ∆p=p-p0 with p0 being reference 

pressure, usually 1 bar. Then the effect of pressure on the equilibrium can be written in terms of 

properties of the native and denatured state. 
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(3.9) 

Here, Δ𝐾2
∗,∞

 is the difference in compressibility factors. 

The Fluctuation theory of solution is used to relate the local fluctuations in a solution to 

thermodynamic properties of bulk closed isothermal, isobaric (NpT) systems. Here, the 

thermodynamic properties are calculated in terms of particle number fluctuations in local regions 

of the solution. Now we use FST to calculate the pseudo volume and compressibility factors, the 

properties which characterize pressure denaturation. The pseudo molar volume of a solute at 

infinite dilution is given by,35, 37, 40-41 

 *, 0

2 1 1 12 0
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(3.10) 
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where <N1>2 is the average number of water molecules within a fixed local volume centered on 

the protein, and <N1>0 is the average number of water molecules within the same volume and 

shape of pure water. The size of the local volume should be large enough that the solvent 

distribution reaches the bulk distribution. Here, the N1 denotes the number of water molecules 

while subscript 2 and 0 represents the solution and the pure solvent. The pseudo molar volume is 

provided when the difference in the number of water molecules is multiplied by the volume of 

pure water (V1
0) at the corresponding temperature and pressure. This simple expression for volume 

is not subjective and does not involve any unknown parameters as it simply uses the average 

number of water molecules and the volume of pure water. 

 The pressure derivative of the pseudo volume is given by,35, 37, 40-41 

 *, 0 *, 0 2

2 ,1 2 1 1 1 2 1 1 0( ) [ ]TK V V N N N N      = +   −  
 

(3.11) 

where < 𝛿𝑁1𝛿𝑁1 >𝑥=< 𝑁1
2 >𝑥 −< 𝑁1 >𝑥

2, and 𝜅𝑇,1
0  is the compressibility of pure water. The 

compressibility is based on the solvent fluctuations in the presence and the absence of the protein. 

The compressibility of a protein calculated using this expression can be either positive or negative, 

depending on the solvent fluctuations in the protein solution and bulk water. If the average 

fluctuations in the presence of protein (< 𝛿𝑁1𝛿𝑁1 >2) are smaller than in the pure water (<

𝛿𝑁1𝛿𝑁1 >0), then the compressibility of the protein will be negative. If they are bigger, the 

compressibility of the protein will be positive. This expression determines the compressibility of 

a protein purely based on the water distribution around the protein, i.e. the hydration waters. If 

there are strong solute-solvent interactions, the water fluctuations will be smaller. If the solute-

solvent interactions are weak, the fluctuations will be larger in the presence of protein and the 

compressibility will therefore be higher. In the presence of charged residues on the surface of the 

protein, the fluctuations will be smaller due to strong solute-water interactions and this will reduce 
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the compressibility. Therefore, using our new approach we will possibly be able to explain the low 

compressibility of the native state of proteins. 

 

3.1.2 Test systems 

 

  

Figure 3.1 Cartoon representation of native Lysozyme (PDB ID: 4LZT), Ribonuclease (PDB 

ID: 2AAS), and Ubiquitin (PDB ID: 1UBQ) colored by its secondary structure elements. 

Helix-red, sheet-yellow, hairpin-blue, coil-green. Images were generated with PyMOL 

molecular visualization software.42 

 

Hen egg white Lysozyme, Ribonuclease A (RNaseA), and Ubiquitin (Figure 3.1) were 

chosen as our test systems to calculate the volume and compressibility, and compared among 

proteins for consistency. These are relatively small proteins, where Lysozyme (PDB ID: 4LZT)43 

is a positively charged (+9) protein with 129 residues, RNaseA (PDB ID: 2AAS)44, again a 

positively charged (+8) protein with 124 residues and ubiquitin (PDB ID: 1UBQ)45, is a neutral 

protein with 76 residues. The number of residues in each physicochemical group and secondary 

structure group for the three proteins are shown in Table 3.1. 
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Table 3.1 Number of residues in each physicochemical (polar, non-polar, positively charged, 

negatively charged) and secondary structure (helix, sheet, hairpin, coil) groups and their 

percentages for Lysozyme, RNaseA, and Ubiquitin. 

 

Category 

Lysozyme RNaseA Ubiquitin 

No: of 

residues 
% 

No: of 

residues 
% 

No: of 

residues 
% 

Total  129 100 124 100 76 100 

       

Polar 45 35 56 45 20 26 

Non-polar 56 43 39 31 32 42 

Positive 18 14 18 15 12 16 

Negative 10 8 11 9 12 16 

       

Helix 52 40 26 21 12 16 

Sheet 8 6 41 33 11 14 

Hairpin 0 0 0 0 11 14 

Coil 69 53 57 46 42 55 

 

3.2 Methodology 

3.2.1 Molecular dynamics simulations  

Three types of simulations were performed in order to understand the factors contribute to 

the very low compressibilities of proteins. The first set of simulations were performed without any 

position restraints and will be known as ‘free’ simulations. The second set of simulations were 

performed with position restraints (1000 kJ mol-1 nm-2) on all atoms (PR) to keep the structures 

fixed. This eliminates protein volume fluctuations. The third set of simulations were performed 

after neutralizing all the charged residues, except for the terminal residues, while keeping the 

restraints on all atoms (PR-Q). This set of simulations were performed to elucidate the effect of 

charged residues on the compressibility. 
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The crystal structures of the three proteins discussed above were used as the starting 

structures for the simulations. Proteins were solvated in a rhombic dodecahedrane box with TIP3P 

water. The distance between two parallel faces of the simulation boxes was 12 nm. Counterions 

(chlorides) were added to the Lysozyme and RNase systems to neutralize the charges. The 

CHARMM22* force field was used to simulate all the systems.46 

All the simulations were performed with the GROMACS software package using versions 

2016 or 2016.4.47-48 Molecular dynamics simulations were performed in the isothermal-isobaric 

ensemble (NpT) at 300 K temperature and at 1 bar, 1 kbar, 2 kbar, and 3 kbar pressures. All protein 

bonds were constrained with the LINCS algorithm,49 and water bonds with the Settle algorithm50. 

A time step of 2 fs was used to integrate the equation of motion with the Leap Frog algorithm.51 

The particle mesh Ewald (PME) technique52 was used to calculate electrostatic interactions with a 

0.12 nm Fourier grid spacing. The verlet cut-off scheme with a cut-off distance of 1.05 nm was 

used for van der Waals and electrostatic interactions. Periodic boundary conditions and the 

minimum image convention were applied to all the systems.  

The systems were minimized for 1000 steps using the steepest descent algorithm followed 

by 100 ps equilibration with position restraints. For the equilibration, the Berendsen temperature 

coupling and Berendsen pressure coupling were used.53 The Parrinello-Rahman pressure 

coupling,54-55 and Nose-Hoover temperature coupling56-57 were used for the production phase. For 

the PR and PR-Q simulations all atom position restraints (1000 kJ mol-1 nm-2) were applied while 

for the free production simulations no position restraints were applied. The production runs were 

continued up to 100 ns. First 20 ns of the production runs were considered as an equilibration and 

20-100ns runs were used for the analysis. Configurations were saved at every 10.0 ps for analysis 

of the systems. Pure TIP3P water was simulated for 20 ns using the same parameters at each 
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pressure for comparison. The 20-100ns of protein simulations were used for the analysis and the 

error bars were calculated for 20 ns block averages.  

 

3.2.2  Analysis 

For the protein simulations, the number of water molecules within a fixed local volume 

around the protein (N1)2 is counted at each time frame. Then, the snapshot of the protein at that 

time frame is superimposed on a pure water configuration and the number of water molecules 

within the same size and shape of the fixed local volume around the protein (N1)0   are counted. 

This process is repeated for all the frames in protein simulation, and at each frame, the number of 

water molecules is counted as a function of distance away from the surface of the protein. The 

volume of the protein is then calculated using equation (3.10) for each distance. The final protein 

volume is obtained by averaging the distance dependent volume over a region where the volume 

is not changing. 

The residue volumes are obtained by assigning each water molecule to a heavy atom of a 

residue based on their proximity. The distance is calculated between the center of mass of each 

water molecule and the heavy atoms of each residue to determine proximity. For instance, if the 

distance between a heavy atom of the protein and water molecule A is shorter than the rest of the 

heavy atoms to water molecule A, then water molecule A is assigned to the residue containing the 

first heavy atom. The summation of residue volumes is equal to the total protein volume and this 

can be used to compare with the experimentally measured protein volume. Moreover, the residue 

volumes were decomposed into backbone and sidechain volume contributions by assigning residue 

atoms to backbone and sidechains. 
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The compressibility of a protein was calculated using the pressure derivative of the volume 

and after fitting the volumes to a quadratic fit according to, 
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We are interested in this expression since it allows us to decompose the compressibility 

into residue-based contributions, in contrast to the fluctuation expression for compressibility 

(3.11). There is no clear way of decomposing the compressibility using equation (3.11) into 

residue-based contributions.40 However, the compressibility results will be explained using the 

fluctuation expression. For the pseudo volume of the physicochemical or secondary structure 

group one uses (VGroup
*) in place of V2

* to calculate the group contributions to the pseudo 

compressibility. The pseudo compressibility is related to the partial molar compressibility using 

the  relationship,40 
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(3.13) 

for an infinitely dilute solute. The partial molar volume and pseudo volume, and partial molar 

compressibility and pseudo compressibility are differ by negligible amount for proteins in aqueous 

solutions under ambient conditions.40 

 

3.3 Results and discussion 

The root mean square deviations were calculated for all the proteins to see the stability of 

proteins over the simulation time and under pressure. Three proteins were remained stable and 

stayed closer to their native conformations. 
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Figure 3.2 depicts the relative probability of finding a water molecule around the proteins 

(g21) compared to the bulk water distribution at 1 bar. All the distributions reach the bulk water 

distribution beyond 1 nm, after about three prominent solvation shells, and they all look similar. 

The pseudo volume as a function of local distance at 1 bar are shown in the right panel of Figure 

3.2 and they also reach a plateau value beyond 1 nm. The volume of the protein is obtained by 

averaging over the plateau region. The three proteins have different volumes and the relative 

magnitude agrees with the number of residues in each protein.  

 

Figure 3.2 Left: Water probability distribution around protein (g21) as a function of distance 

from the surface of the free proteins at 1 bar. Right: pseudo protein volume as a function of 

integration distance at 1 bar for the free Lysozyme, RNaseA, and ubiquitin. 

 

Figure 3.3 shows the pseudo volume of the free, PR and PR-Q versions of the protein 

simulations as a function of pressure. The volume of the protein decreases with pressure for all the 

proteins and each version of the simulations. As expected, the Ubiquitin shows the lowest volume 

while the Lysozyme shows the highest volume. The position restrained versions, where the volume 

fluctuations are not allowed, show higher volumes compared to the free proteins except at 1 bar. 
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Among the two position restrained versions, PR-Q provides the highest volumes and all proteins 

follow the same trend. According to the volume expression (3.10), there should be less water 

around the frozen structure (PR) to have a higher volume than the free protein volume. This means 

that the flexibility of proteins plays a main role in its volume as it affects the surrounded water 

molecules. Since PR-Q version provides the highest volume it suggests that the charged residues 

give a negative contribution to the volume. Experimentally it has been shown that solvation of 

charged groups leads to a reduction in volume and this is known as ‘electrostriction’.18, 58  

 

Figure 3.3 Pseudo volume of free, all atom position restrained (PR), and all atom position 

restrained with charged group neutralized (PR-Q) versions of the proteins as a function of 

pressure. Dots represent the raw volumes obtained by averaging the distant dependent 

volume, while lines represent the pressure fitted volumes. 

 

Figure 3.4 displays the mean, maximum, and minimum residue volumes observed for 

Lysozyme, RNaseA, and Ubiquitin at 1 bar. This clearly shows that there can be more than a single 
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value for each amino acid residue volume depending on where it is in the sequence, or in space. 

This indicates that the residue volumes depend on their environment. As expected, we observe the 

highest residue volume for tryptophan and the lowest volume for glycine. 

 

 

Figure 3.4 Median, maximum, and minimum residue volumes after considering all the 

residues in free Lysozyme, RNaseA, and Ubiquitin at 1 bar. Midde horizontal line: median 

residue volume, upper horizontal line: maximum residue volume, lower horizontal line: 

minimum residue volume. HIS  only shows a single value since there is only one HIS present 

in all three proteins. 1 nm= 602 cm3 mol-1 

 

Figure 3.5 displays the pseudo compressibility calculated for three simulations of each 

protein at 1 bar. Experimental compressibilities are also shown for the Lysozyme24 and RNaseA24 

proteins, although we could not find the experimental compressibility for Ubiquitin. Free protein  
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Figure 3.5 Pseudo compressibilities of free, all atom position restrained (PR), and all atom 

position restrained with charged group neutralized (PR-Q) versions of the proteins at 1 bar. 

Experimental partial molar compressibilities are also shown for pure water8, Lysozyme24, 

and RNaseA24. The pseudo compressibility of pure TIP3P water is also shown. 

 

compressibilities calculated using the FST approach are in good agreement with the experimental 

data even though they were slightly overestimated. This clearly shows that all the three proteins 

have very low compressibilities compared to the pure water. Considering the PR and PR-Q 

versions we can observe that the PR versions display very small and negative compressibilities for 

all the proteins. This suggest that the volume fluctuations of proteins provide positive contribution 

to the compressibility of proteins. When the protein atoms are free to move then the water 

molecules will respond accordingly, and this will lead to higher water fluctuations around the 

protein. According to the FST expression for the compressibility (3.11), the compressibility will 

be higher with larger fluctuations in the presence of protein. In the PR-Q version, the amount of 
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compressibility reduced due to position constraints is regained by all proteins. This indicates that 

the charged amino acids contribute to the very low compressibilities of proteins. 

The contributions from the physicochemical groups and the backbone (BB) to the pseudo 

compressibility of proteins are depicted in Figure 3.6. Each physicochemical group contains only 

the side chain (SC) atom contributions to the compressibility after decomposing each residue into 

BB and SC. Interestingly, both the positively charged and negatively charged groups show 

negative compressibilities for all the proteins except that Lysozyme shows a small positive 

compressibility for negatively charged groups. The negatively charged group of Ubiquitin shows 

the largest negative contribution to the compressibility, while all three proteins show consistent 

results for positively charged groups. Considering the number of positively and negatively charged 

residues as a percentage of the total number of residues in each protein ( Table 3.1), we can see 

that all proteins have a similar percent composition for positively charged group (14%, 15%, 16% 

for Lysozyme, RNaseA, and Ubiquitin, respectively). Percent compositions for negatively charged 

group (8%, 9%, 16% for Lysozyme, RNaseA, and Ubiquitin, respectively) is also similar for 

Lysozyme and RNaseA, while it is about twice for the ubiquitin. This might be a reason that 

ubiquitin shows a large negative compressibility for negatively charged group. However, we do 

not observe similar compressibilities for Lysozyme and RNaseA even though they have similar 

percent composition for the negatively charged groups. Polar, nonpolar, and BB groups provide 

positive compressibilities and show similar contributions for all three proteins. 
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Figure 3.6 Pseudo compressibility contributions from positively charged (+ve), negatively 

charged (-ve), polar (P), nonpolar (NP) side chains and total backbone (BB) to the free 

proteins at 1 bar. 

 

The negative compressibilities observed for charged groups can be explained using the 

fluctuation expression for the compressibility (equation (3.11)). According to this expression, 

negative compressibilities are given when the local fluctuations of waters in the vicinity of protein 

are smaller than the bulk water fluctuations and there will be smaller fluctuations if the protein-

water interactions are stronger. This suggests that the strong interactions between charged side 

chains and water lead to low compressibilities for these groups. 

To further explain the different behavior of negatively charged residues, the water 

distribution around a selected side chain atom for four different amino acid residues representing 

positively charged, negatively charged, polar, and nonpolar groups were determined at 1 bar, 3 

kbar, 6 kbar, and 10 kbar (Figure 3.7). Here, the larger pressures were chosen since the differences 
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are much clearer at higher pressures. However, we observe a similar story at lower pressures but 

with a greater level of noise. For the positively charged (Lys), polar (Ser), and nonpolar (Leu) 

residues the water distribution around the selected atoms becomes more structured with pressure. 

In contrast, the structure gets weaker, or is destroyed, at higher pressures for negatively charged 

residues (Glu) and there are less water molecules at higher pressures This infer that, the volume of 

negatively charged group increases with pressure. This means that the solvation around negatively 

charged residues are particularly different than for the other groups.  

 

 

Figure 3.7 Water distribution around selected side chain atom (gi1) of residues chosen to 

represent positively charged, negatively charged, polar, and nonpolar residues at 1 bar, 3 

kbar, 6 kbar, and 10 kbar for ubiquitin. Residue name, the sequence number, and the atom 

type are denoted in labels. Enlarged second and third solvation shells are shown as insets for 

the top two figures. 
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To further illustrate the group contributions to the total compressibility of each protein, the percent 

contributions from each group are also included in Figure 3.8. The area under each bar gives the 

percent contribution from each group to the total compressibility where 𝜅𝑇,2
∗ = ∑ 𝜙𝑖𝜅𝑇,𝑖

∗
𝑖 . For all 

the proteins the highest positive contribution is given by the nonpolar groups. The highest negative 

contribution is given by the negatively charged groups for RNaseA and Ubiquitin, while it is the 

positively charged group for Lysozyme. The percent group contributions to Ubiquitin and RNaseA 

suggest that the overall small positive compressibilities are obtained by counteracting major 

positive contributions from nonpolar groups and negative contributions from charged groups. This 

is not consistent with the case for Lysozyme as it displays very small negative contributions from 

charged groups. Even though the backbones provide a larger volume fraction to the proteins, the 

contribution to the compressibility is smaller compared to the side chains.  

In this study we have used relatively small proteins and therefore, they have very few 

buried residues within the core. (Lysozyme- 17 buried residues, RNaseA-18 buried residues, 

Ubiquitin-12 buried residues)) This might be a reason why we observe large negative contribution 

to the compressibility from charged residues.  
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Figure 3.8 Pseudo compressibility contributions from positively charged (+ve), negatively 

charged (-ve), polar (P), nonpolar (NP) side chains and total backbone (BB) to the free 

proteins as a function of volume fraction (𝛟) at 1 bar. The percent contributions from each 

group to the total compressibility are indicated. Total compressibility of each protein is given 

by the y-value of red shaded area and the contributions from each group is given by y-values 

of grey shaded bars. 
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Figure 3.9 The median, maximum, and minimum pseudo compressibilities of residues after 

considering all the residues in free Lysozyme, RNaseA, and Ubiquitin at 1 bar. Middle 

horizontal line: median residue compressibility, upper horizontal line: maximum residue 

compressibility, lower horizontal line: minimum residue compressibility. HIS  only shows a 

single value since there is only one HIS present in all three proteins. 

 

Figure 3.9 displays the pseudo compressibilities for all the residues in the three proteins. 

Compared to the residue volume distribution, the range that the compressibilities are distributed 

over is much wider. This shows that any residues can have either positive or negative 

compressibilities. However, considering the median value, only the Arg, Asp, and Glu, which are 

charged amino acids show negative compressibilities. 
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3.4 Conclusions 

The pseudo volume and the pseudo compressibility were calculated using FST for native 

Lysozyme, RNaseA, and Ubiquitin proteins. The FST approach discussed here allows us to 

calculate the residue-based contributions to the volume and compressibility of any shape, or size 

of solute without using subjective definitions or parameters. Local water distribution around 

protein is the major focus when using this approach.  

Protein volume fluctuations provide a positive contribution to the compressibility of 

proteins. Furthermore, the nonpolar groups provide a larger positive contribution to the 

compressibility, while charged groups provide a large negative contribution to the compressibility. 

Among the charged groups, negatively charged residues show the largest negative 

compressibilities. However, the percent contributions from physicochemical groups to the 

compressibility seem somewhat dependent on the protein. Proteins studied here are relatively 

small, neutral and positively charged proteins. The size, and the charge of the protein may also 

affect the compressibility. Therefore, more proteins may need to be studied to better understand 

the overall low compressibilities shown by proteins. 
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Chapter 4 - Simulated Amino Acid Volumes and Compressibilities -

A Force Field Comparison 

4.1 Introduction 

It is important to understand the stability of proteins and, therefore, the thermodynamics of 

protein folding. An equilibrium between folded and unfolded states of a protein can be perturbed 

by changing the temperature, pressure, PH, or the addition of cosolvents. Temperature 

denaturation is characterized by the enthalpy, entropy, or heat capacity difference, while the 

pressure denaturation is characterized by the volume and compressibility difference. The 

properties related to pressure denaturation provide macroscopic details concerning the transition, 

contrary to the properties related to temperature denaturation.1-2 Therefore, it is important to 

understand the pressure denaturation thermodynamics of proteins as it provides an insight into 

protein stability.  

The partial molar volume and compressibility of a protein provide insights into the  solute-

solvent interactions (protein hydration) and the packing of amino acids.3 The volume change upon 

protein denaturation is due to exposure of polar and non-polar groups, the electrostriction effect, 

and the elimination of internal cavities.4 Experimental studies have shown that the volume change 

upon denaturation is very small and negative.4 A computer simulation study by McCarthy and 

coworkers has suggested that high pressure affects the arrangement of water molecules, and the 

subsequent weakening of the hydrophobic effect is the main driving force for protein denaturation 

under high pressure.5 Contrary to that, Royer and coworkers have concluded that the elimination 

of internal cavities was the major contribution to a negative volume change upon pressure 

denaturation.4, 6 Therefore, the volume change upon denaturation is still subject to debate. 
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The isothermal compressibility of a protein is given by the negative pressure derivative of 

the protein volume at constant temperature, and this property is also used to explain the effect of 

pressure on protein stability. The isothermal compressibility of a globular protein is very small and 

ranges from 5x10-6 - 15x10-6 bar-1.7-9 For comparison, the compressibility of pure water is 45 x10-

6 bar-1.10 Having a compressibility value smaller than a liquid suggests that the protein has a well 

packed, solid like, interior.10 However, it is not clear why native proteins have such a low 

compressibility, especially when  internal cavities are present. 

 Considerable theoretical work has been performed to help understand the partial molar 

volume and compressibility of proteins. However, these studies  have mainly been focused on 

experimental data for simple model peptides.11 Thermodynamic properties of small molecules 

such as amino acids and short peptides are often studied and then used to interpret protein 

thermodynamic properties as a sum of group based contributions (additive approach).12 It becomes 

more difficult to directly assess the thermodynamic properties for complex molecules such as 

proteins using simple models as these models do not include the environmental effects which are 

present in proteins.  Furthermore, it is not easy to obtain the residue-based contributions to these 

properties using experimental studies. 

 There have been several efforts taken to calculate the partial molar volume of proteins 

using computer simulations. However, many of these calculations involve subjective definitions 

of the volume. For instance, Post and coworkers have calculated the volume using molecular 

dynamics simulations in the Gibbs ensemble (NpT).13 This approach was based on an atomic van 

der Waals radius extension algorithm. Here, the total volume of a protein is divided in to a van der 

Waals volume and unoccupied interstitial volume. The interstitial volume is the unoccupied 

volume within the molecular boundary and includes internal cavities and packing defects. This 
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volume is calculated by extending the atomic van der Waals radii by a constant value. 

Nevertheless, this approach is only valid for approximately spherical shaped proteins and, 

therefore, not accurate for denatured proteins.  

Kirkwood-Buff (KB) theory14 has been successfully used to calculate the partial molar 

volume and other thermodynamic properties of solution mixtures.15-21 This involves the integration 

of a pair correlation function or molecular distribution function. Since KB theory is an exact theory 

without any approximations, it provides a rigorous way of calculating volume without any 

subjective definitions or parameters. 

Imai and coworkers have performed a theoretical study to calculate the PMVs of twenty 

amino acids in infinitely dilute solution based on Kirkwood-Buff theory and the reference 

interaction site model (RISM) equation of molecular liquids.11 Their results show that ionization 

of the C and N termini give negative contributions to the volume. This volume reduction is then 

explained by electrostriction, which occurs due to the solute-solvent interactions around the 

charged atomic groups.11 They also concluded that the contribution from a functional group 

(example - CH2) to the volume depends on the location of that group in the protein and therefore, 

the partial molar volume determination using group contributions is not reliable. Later, they have 

developed this method by using the three-dimensional RISM equation, instead of traditional 1D-

RISM, to help improve the results.22-23  

The accuracy of a computer simulation is determined by the accuracy of the force field and 

the degree of sampling achieved.24-25 Moreover, the quality of the methods used to interpret the 

results is another vital factor. In this study, we focus on calculating the volume and compressibility 

of Ubiquitin protein using our new approach based on fluctuation solution theory (FST).15, 20, 26-27 

The FST approach avoids the integration of molecular distribution function over irregularly shaped 
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objects such as proteins. Most importantly, this approach allows us to calculate the residue-based 

contributions to the thermodynamic properties of proteins.20, 27 Here, molecular dynamics 

simulations were performed using several biomolecular force fields (FFs) and the result will be 

compared among different FFs to examine the consistency of results. 

Specifically we perform a FF comparison between the AMBER99SB-ILDN28, 

CHARMM22*29, GROMOS 53A630, and the OPLS-AA31-33 classical force fields for proteins. All 

these FFs are parameterized for biomolecular simulations and they differ from each other mainly 

due to the partial atomic charges, the parameters used in van der Waals interactions, and the 

dihedral potentials. As these FFs use different parameterization approaches such that they try to 

reproduce various properties obtained quantum mechanically, or experimentally, the final 

properties calculate with these FFs can be dissimilar. Thus, the solute-solute, solute-solvent, and 

solvent-solvent interactions will be different among the FFs for a identical system of interest. 

Hess and co-workers have studied the hydration free energies, entropies, enthalpies, and 

heat capacities of amino acids with  AMBER99, GROMOS 53A6, and OPLS-AA FFs combining 

with SPC, SPC/E, TIP3P, TIP4P, and TIP4P-Ew water models.34 Their results suggest  that the 

choice of water model is strongly affects the accuracy of the results while the differences in 

accuracy between FFs are small. Nillson and coworkers have performed a study on different water 

models (SPC, SPC/E, TIP3P, modified SPC and, modified TIP3P) and they have observed that 

different water models show different bulk water properties when simulated under the same 

conditions.35  

Different FFs are developed in conjunction with different water models. The TIP3P water 

model is used for the AMBER99SB-ILDN and CHARMM22* FFs, while the SPC and TIP4P 

water models are used with the GROMOS-53A6 and the OPLS-AA force fields, respectively. The 
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AMBER99SB-ILDN FF is an improved version of the AMBER99SB36 FF where the χ1 torsion 

potentials for amino acid side chains are improved.28 Thus, the improved AMBER99SB-ILDN is 

recommended over AMBER99SB for simulations of proteins. The CHARMM22* force field was 

developed with improving the backbone potentials of CHARMM2237 FF. The GROMOS 53A6 is 

a united atom force field, while the other three FFs are all-atom FFs. In the GROMOS 53A6 FF, 

united atoms are used for aliphatic carbons. The GROMOS 53A6 is recommended for 

biomolecular simulations in explicit water as the parameters have improved hydration and 

solvation properties.30 The OPLA-AA FF has refitted torsional coefficients to reproduce high level 

ab-initio data and refitted nonbonded interactions for sulfur containing dipeptides to reproduce gas 

phase dimerization energies, heat of vaporizations, and densities.32 

 

4.1.1 Theory  

For a protein in an equilibrium between the native (N) and the denatured state (D), the 

equilibrium constant (K) is given by, 

  
 

D
K

N
=

 

(4.1) 

The effect of pressure on the equilibrium is directly related to the partial molar volume difference 

between the native and the denatured states. If we consider a protein (2) in water (1) at infinite 

dilution, the first pressure derivative of the equilibrium constant at constant temperature (T) and 

solute molality (m2) can be written as27, 
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where P is the pressure, the pseudo volume difference between the native and the denatured states 

is (𝑉𝐷
∗,∞ − 𝑉𝑁

∗,∞), and β=1/RT, R is the gas constant and T is the absolute temperature. The second 

derivative of the equilibrium constant under the influence of pressure is given by the difference in 

compressibility factors ( ∆𝐾∗) as shown below,27 
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As mentioned in the introduction, KB theory can be used to calculate the partial molar 

volume of proteins by integrating the pair correlation function as follows15, 
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where 𝑉2
∗,∞

is the pseudo molar volume of an infinitely dilute solute, g21 is the pair correlation 

function of the solvent (1) around the solute (2). However, this approach is not the most 

useful/informative way of calculating the volume of an irregular shaped objects such as proteins. 

Fluctuation Solution Theory (FST) can be used to calculate the partial molar quantities of 

solutes. This approach allows us to calculate the volume of a solute without integrating the 

molecular distribution function, which is ideal for an irregular shaped object like a protein. 

Moreover, this method allows us to decompose the properties into residue-based contributions. 

The pseudo molar volume of for an infinitely dilute solute (𝑉2
∗,∞) is given by15, 20, 26-27, 

 *, 0

2 1 1 12 0
[ ]V N N V = − −

 
(4.5) 

where, <N1>2 is the average number of water molecules within a fixed local volume centered on 

the protein, and <N1>0 is the average number of water molecules within the same volume and 

shape of pure water. Here, the subscripts 2 and 0 represent the protein solute and the pure solvent. 

The size of the local volume should be large enough that the solvent distribution approaches bulk. 
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The volume can be calculated as a function of distance from the surface or center of mass of solute. 

The pseudo molar volume is calculated by multiplying the difference in the number of water 

molecules by the volume of a pure water molecule (V1
0). This is a simple expression, without any 

approximations, that can be used to calculate the volume of any size or shaped protein.    

 The pressure derivative of the pseudo molar volume is given by,15, 20, 27 

 *, 0 *, 0 2
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(4.6) 

where < 𝛿𝑁1𝛿𝑁1 >𝑥=< 𝑁1
2 >𝑥 −< 𝑁1 >𝑥

2 and 𝜅𝑇,1
0  is the partial molar compressibility of pure 

water. This expression determines the protein compressibility based on the fluctuations of solvent 

in the local volume centered around the protein (< 𝛿𝑁1𝛿𝑁1 >2) and the fluctuations in the same 

volume of bulk solvent (< 𝛿𝑁1𝛿𝑁1 >0). The compressibility will be smaller than the bulk solvent 

if the solvent fluctuations are smaller in the presence of protein or vice versa. In the presence of 

strong solute-solvent interactions there will be smaller solvent fluctuations. The compressibility 

determined using above expression can be either positive or negative. If the average number 

fluctuations in the presence of protein are smaller than the average solvent molecule number 

fluctuations in bulk pure water, then the compressibility will be negative. This is an important 

aspect of this expression as negative compressibilities have been observed experimentally.38 It 

should be noted that the above expression can be applied to any solute regardless of its size. 

 The compressibility of a protein can also be studied by following the protein volume 

changes with pressure. However, an exact definition of protein volume should be used.  

 

4.1.2 Ubiquitin  

The Ubiquitin protein (PDB ID: 1UBQ, Figure 4.1)39 was selected to perform our 

calculations due to its small size (76 residues) and the availability of some simulated denatured 
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structures which were used in our previous study.27 Shaw and coworkers have performed 8 ms 

long simulation of Ubiquitin protein close to its melting temperature (390 K) at neutral pH to 

obtain these denatured structures.40 Ubiquitin is a small globular protein with a molar mass of 8433 

Da. Moreover, this is a thermally stable and highly soluble protein which does not have any 

disulfide bonds. Therefore, this has been used in many experimental protein folding studies.41-43 

The protein undergoes pressure denaturation at 5.4 kbar at ambient temperature.42 Experimental 

measurements using FT-IR spectroscopy have shown that the volume change for Ubiquitin upon 

pressure denaturation is -50( ±20) mL/mol, or -0.08 ( ±0.03) nm3
.
42

 Moreover, experimental studies 

have shown that the C- terminal residues, 71-76 of Ubiquitin are highly flexible compared to the 

core.43 Ubiquitin consists of 32 non-polar, 20 polar, 12 acidic, and 12 basic amino acid residues, 

while the native Ubiquitin has 11 hairpin, 12 helical, 11 sheet and 42 coil residues.39  

 

Figure 4.1 Cartoon representation of the native Ubiquitin (PDB ID: 1UBQ) colored by its 

secondary structure elements. Helix-red, sheet-yellow, hairpin-blue, coil-green. The image 

was generated with PyMOL molecular visualization software.44 

 

4.2 Methodology 

4.2.1 Molecular dynamics simulations 

The crystal structure (PDB code 1UBQ) was used as the starting structure for the native 

Ubiquitin simulations. The structure was solvated in a rhombic dodecahedron simulation box with 
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the distance between two parallel faces being 12 nm. The TIP3P water model was used with 

AMBER99SB-ILDN, and CHARMM22* FFs, while TIP4P and SPC water models were used with 

OPLS-AA and GROMOS-53A6 FFs, respectively. Since Ubiquitin is a neutral protein no 

counterions were added. All simulations were performed with the GROMACS simulation package 

using version 2016 or 2016.4.45-46 Molecular dynamics simulations were performed in the 

isothermal-isobaric ensemble (NpT) at 300 K temperature and 1 bar, 1 kbar, 2 kbar, and 3 kbar 

pressures. All protein bonds were constrained with the LINCS algorithm,47 and water bonds with 

the Settle algorithm48. A time step of 2 fs was used to integrate the equation of motion with the 

Leap Frog algorithm.49 The particle mesh Ewald (PME) technique50 was used to calculate 

electrostatic interactions with a 0.12 nm Fourier grid spacing. The verlet cut-off scheme with a 

cut-off distance of 1.05 nm was used for van der Waals and electrostatic interactions, and the same 

cut-off distances were used for all the FFs even though the different FFs were developed with 

different cut-off values. Periodic boundary conditions and the minimum image convention were 

applied to all the systems.  

The systems were minimized for 1000 steps using the steepest descent algorithm followed 

by 100 ps equilibration. For the equilibration, the Berendsen temperature coupling and Berendsen 

pressure coupling were used.51 The Parrinello-Rahman pressure coupling,52-53 and Nose-Hoover 

temperature coupling54-55 were used for the production phase. The production runs were continued 

up to 100 ns.  

4.2.2 Analysis 

For the volume calculations, the number of water molecules around the protein for a given 

snapshot (N1)2 is calculated by counting the water molecules within a fixed local volume centered 

on protein. The corresponding number of water molecules in bulk water (N1)0 is calculated within 
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the same volume by superimposing the protein coordinates on pure bulk water configurations. An 

average number of water molecules in the presence and absence of the protein are then calculated 

by averaging over all the snapshots. The distance dependent volume of the protein (as shown in 

Figure 4.4) is calculated using equation (4.5), where the number of waters is calculated as a 

function of distance away from the surface of the protein. Then, the final protein volume is 

calculated by averaging the distance dependent volume over a region where the volume is not 

changing. In this study we have averaged the distance dependent protein volume over 1.5 - 2.0 nm 

region to obtain the final average protein volume.  

The volume of a residue is calculated by assigning each water molecule to a heavy atom of 

residue based on their proximity. Each water is assigned to the closest heavy atom. The distance 

was calculated between the center of mass of each water molecule and the heavy atoms of each 

residue to determine proximity. The sum of the residue volumes provides the total protein volume 

which can be compared with experimentally measured thermodynamic protein volume as the 

residue-based thermodynamic properties themselves are not accessible.20 

In this study the isothermal compressibility (𝜅𝑇,2
∗ ) of protein and its residues were 

calculated using the pressure derivative of the volume after fitting the volumes to a quadratic in 

pressure. 
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This expression was used to calculate the compressibility instead of equation (4.6), since there is 

no clear way of decomposing the compressibility in equation (4.6) into residue-based 

contributions.20 In contrast, equation (4.7) enables the decomposition of compressibility into 

residue-based contributions.  
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4.3 Results and Discussion 

The Cα root mean square deviations (RMSD) were calculated after a translational and 

rotational fit to the initial structure to determine the stability of the protein structure during the 

simulations at 1 bar, 1 kbar, 2 kbar, and 3 kbar. The RMSDs were calculated only for the first 70 

residues of Ubiquitin since the C-terminal residues of Ubiquitin are very flexible at all pressures. 

Figure 4.2 shows the RMSDs calculated for Ubiquitin with the AMBER FF. As the RMSDs 

fluctuate around 0.1 nm for all the pressures, we can conclude that the simulated Ubiquitin is 

stable, and stays in native conformation over the simulation time (100 ns) at 1 bar and higher 

pressures. The RMSDs were also calculated for the other three FFs and a similar behavior was 

observed. 

 

 

Figure 4.2 The Cα RMSDs calculated for first 70 residues of Ubiquitin with AMBER FF at 1 

bar, 1 kbar, 2 kbar, and 3 kbar. All the simulations were performed at 300 K temperature. 
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Figure 4.3 depicts the water probability distribution around the protein (g21) as a function 

of distance from the surface of the protein at different pressures for AMBER FF. After about 1 nm 

from the surface of the protein, the water distribution reaches the bulk pure water distribution 

(g21=1) indicating that there are no significant protein-water interactions beyond that distance.  

Water becomes more structured around the protein as the pressure increases. The bottom figure 

shows the water probability distribution around the protein at 1 bar for the four different FFs.  

 
 

Figure 4.3 Water probability distribution around protein as a function of distance from the 

surface of the protein, Top: at 1 bar, 1 kbar, 2 kbar, and 3 kbar for AMBER FF. Bottom: at 

1 bar for AMBER, CHARMM, GROMOS, and OPLS FFs. The line corresponds to AMBER 

FF is underneath the line correspond to OPLS FF and not visible. 
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We can observe that there are slight changes in the probability of finding a water molecule around 

the protein especially in the second and third solvation shells. However, the AMBER and OPLS 

FFs seem to have similar behavior and suggest more water around protein compared to the other 

two FFs.  

 

Figure 4.4 Pseudo protein volume as a function of integrtion distance Top: at 1 bar, 1 kbar, 

2 kbar, and 3 kbar. Bottom: at 1 bar for AMBER, CHARMM, GROMOS, and OPLS FFs.  

 

The pseudo volume of the protein (V2
*)  as a function of distance from the protein surface 

is shown in Figure 4.4. Here, the distance dependent volume of the protein reaches a constant value 

once the water distribution reaches the bulk random distribution. As expected, the volume of the 

protein decreases as the pressure goes up. A similar pattern is observed for the distance dependent 
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volume for different FFs at 1 bar. However, the pseudo volume is different for the different FFs. 

The highest Ubiquitin volume is given by the GROMOS FF, while the AMBER and OPLS FFs 

display the lowest volumes.  

 

Figure 4.5 Pseudo volume of Ubiquitin as a function of pressure for AMBER, CHARMM, 

GROMOS, and OPLS FFs.  

 

Figure 4.5 displays the pseudo volume of Ubiquitin as a function of pressure for different 

FFs. As observed in Figure 4.4, the volume of protein goes down with pressure for all the FFs.The 

AMBER and OPLS FFs seem to have a similar volume at all pressures while the CHARMM FF 

provides a slightly higher volume compared to these two FFs. The volumes obtained with the 

GROMOS FF shows significant deviation from the other three FFs and provides the highest 

volumes at all pressures. The volume difference between the AMBER and GROMOS FFs, which 

provides the maximum volume difference between the FFs at 1bar is 0.65 nm3. Unfortunately, we 

could not find experimentally measured Ubiquitin partial molar volume in the literature. Hence, 

we cannot deduce which FF produces more accurate volumes. The changes in volume among 

different FFs can be due to the different partial charges and non-bonded parameters used by these 
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FFs. Moreover, as mentioned in the introduction, the choice of water model strongly affects the 

accuracy of the results.34 Another possible explanation for the GROMOS FF acting differently 

would be that it is a united atom FF, while the others are all atom FFs. Considering the volume 

change from 1 bar to 3 kbar, it varies from -(0.13-0.36) nm3 among the FFs with the AMBER and 

OPLS FFs showing the smallest change in volume (-0.13 nm3), and the GROMOS FF showing the 

largest change in volume (-0.36 nm3). For comparison, the volume of simulated pure water at 1 

bar was 0.03 nm3 for TIP3P, SPC, or TIP4P models. Therefore, the volume change from 1 bar to 

3 kbar, in terms of number of water molecules, ranges from 4 -12. 

 

Figure 4.6 Pseudo volume of polar, nonpolar, positively charged, and negatively charged 

groups as a function of pressure for AMBER, CHARMM, GROMOS, and OPLS FFs. Here, 

the volume of each group was obtained by summing over the residue volumes in each group 

and it should be noted that the different groups have a different number of residues as 

denoted within parenthesis. 
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The volume of the protein was decomposed into contributions from the physicochemical 

groups as discussed in the analysis section and shown in Figure 4.6. Nonpolar group residues 

provide the major contribution to the volume of Ubiquitin and this is due to the 32 nonpolar 

residues out of 76 residues (42%) in Ubiquitin. The smallest contribution is given by the negatively 

charged group (12 residues). One interesting feature observed here is that the volume of acidic 

group increases while the volume of polar, and nonpolar groups decrease with pressure for all FFs. 

We do not see a significant change in volume with pressure for the basic group, and this is 

consistent among different FFs. Furthermore, the change in volume with pressure is significant for 

the nonpolar group and we could say that the nonpolar residues are more sensitive to the pressure 

and the overall negative protein volume change under pressure is due to the nonpolar residues. We 

observe approximately similar volumes for all the four FFs except for the GROMOS FF, where 

the GROMOS FF provides slightly larger volumes, especially for nonpolar and acidic groups 

compared to the other three FFs.  
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Figure 4.7 Pseudo volume of the helix, sheet, hairpin, and coil groups as a function of 

pressure for AMBER, CHARMM, GROMOS, and OPLS FFs. Here, the volume of each 

group was obtained by summing over the residue volumes in each group and it should be 

noted that the different groups have a different number of residues as denoted within 

parenthesis. 

 

Figure 4.7 depicts the volume decomposition of Ubiquitin according to its secondary 

structure. Volumes of each group slightly decrease with pressure while the sheet and coil residues 

seem more affected by pressure than the helix and hairpin residues. Similar trends are observed 

for all the FFs and again the GROMOS FF seems to have slightly larger residue volumes, 

especially in the coil group, compared to other FFs. 
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Figure 4.8 Simulated vs. experimental pseudo volumes of 76 residues in Ubiquitin at 1 bar. 

Experimental residue volumes were not obtained for Ubiquitin but determined from 

apparent molar volumes of amino acids at 298 K and 1 bar. 

 

Calculated residue volumes were then compared with ‘experimentally’ obtained residue 

volumes. Figure 4.8 shows the experimental vs simulated volumes for all 76 residues in Ubiquitin 

at 1 bar. Zamyatnin has determined the experimental residue volumes based on the aparent molar 

volumes of amino acids at 1 bar.56 There is a reasonable agreement between the experimental and 

simulated volumes for all the FFs. However, this is not a very accurate comparison as the 

experimental data shown here are not calculated for the residues in Ubiquitin. Therefore, the effects 

of the environment on the residue volumes are not included in these experimental values. There 

are several simulated volumes for the same residue (compared to a single experimental value) 



110 

indicating that the volume of each residue depends on where it is in the sequence, or in space, and 

this suggests that the residue volumes depend on their environment.  

 

 

Figure 4.9 Average pseudo volumes of each amino acid residue present in Ubiquitin as a 

function of pressure. The total number of each residue in Ubiquitin is shown in parenthesis. 

The dashed line represents the experimental residue values at 1bar and used as a guideline 

to compare results.  Experimental residue volumes were not obtained for Ubiquitin but 

determined from apparent molar volumes of amino acids at 298 K and 1 bar.  

 

Figure 4.9 shows the average volume of each residue as a function of pressure for all the 

FFs. Again, the experimental data shown here were not calculated for residues in Ubiquitin and 

are just used as a guideline. We observe the smallest volume for glycine and the largest volume 

for tyrosine as observed experimentally (and expected). The volume of each residue decreases with 

pressure except for the aspartic and glutamic acids. This agrees with what we observed in Figure 
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4.6 where the volume of the negatively charged group decreases with pressure. Similar trends are 

observed for all the FFs while the GROMOS FF provides slightly higher volumes, especially for 

acidic residues, compared to other FFs. However, for both acidic residues, GROMOS produces 

volumes in more reasonable agreement with the experimental data compared to the other FFs.  

 

Figure 4.10 Pseudo compressibility of Ubiquitin as a function of pressure for AMBER, 

CHARMM, GROMOS, and OPLS FFs. 

 

The pseudo compressibility calculated for Ubiquitin as a function of pressure is shown in 

Figure 4.10. Positive compressibility values are observed at all pressures, and for all the FFs. 

Simulated Ubiquitin compressibilities range from 1.4x10-6 – 13.4x10-6
 bar-1 with different FFs. As 

discussed in the introduction, the compressibility of a protein is very small (for native globular 

proteins they range from 5x10-6-15x10-6 bar-1) and our compressibility values agree well with that 

observation. The trends in compressibility differ  for the different FFs, except for the AMBER and 

OPLS FFs. This is expected as we noted a similar story for the volumes and the compressibility as 

given by the first pressure derivative of the volume. The compresibility of the protein goes up for 
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the AMBER and OPLS FFs, while it goes down for the GROMOS and CHARMM FFs with 

pressure increases. 

 

Figure 4.11 Pseudo compressibilities of polar, nonpolar, positively charged, and negatively 

charged groups as a function of pressure for AMBER, CHARMM, GROMOS, and OPLS 

FFs. The number of residues in each group is shown within the parenthesis. 

 

Figure 4.11 shows the decomposition of the pseudo compressibility into physicochemical 

group contributions as a function of pressure. We observe positive compressibilities for polar, 

nonpolar, and positively charged groups, except there is a slightly negative compressibility for the 

positively charged group at 1 bar. As already noted, the negatively charged group acts differently 

by displaying a negative compressibility for all the FFs at all pressures. In agreement with this, an 

experimental study has shown that the zwitterionic groups of amino acids have a negative 
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compressibility.57 The overall positive compressibility of Ubiquitin is due to the polar and 

nonpolar groups. 

The negative compressibilty observed for negatively charged group can be explained using 

the compressibility expression involving water fluctuations (equation (3.11)). We obtain negative 

compressibilities when the water fluctuations in the presence of protein are lower than the water 

fluctuations in the absence of protein (pure water). The fluctuations will be lower when there are 

strong interactions between the protein and waters. Therefore, the negative compressibility 

observed for negatively charged group can be due to strong side chain-water interactions, which 

is known as electrostriction.  Furthermore, the negatively charged group shows larger deviations 

for compressibilities among FFs than do other groups. This means that the negatively charged 

residues-water interactions are quite different among the different FFs. This can be due to the fact 

that the different FFs use slightly different approaches to obtain charges during the 

parameterization process. However, we did not observe significant differences for volumes since 

the size parameters are more similar among different FFs.  

In addition, the pseudo compressibility was decomposed into the contributions from the 

secondary structure elements (Figure 4.12). Unlike the physicochemical groups, all the 

compressibilities are positive with the exceptions of two negative points for helix and coil residues 

at 1 bar using the AMBER and OPLS FFs, respectively. Here, again we observe that the 

compressibility goes up or down with pressure in each group depending on the FF and this is due 

to the slight changes in volume at each pressure for different FFs. 
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Figure 4.12 Pseudo compressibilities of the helix, sheet, hairpin, and coil groups as a function 

of pressure for AMBER, CHARMM, GROMOS, and OPLS FFs. The number of residues in 

each group is shown within the parenthesis. 

 

4.4 Conclusions 

The pseudo volume and pseudo compressibility of Ubiquitin were calculated using the FST 

approach at 1 bar, 1 kbar, 2 kbar, and 3 kbar, and the results were compared among the 

AMBER99SB-ILDN, CHARMM22*, GROMOS53A6, and OPLS-AA biomolecular FFs. Similar 

trends were observed for the pseudo volume of the protein and the residue-based volume 

contributions to the protein as a function of pressure for all the FFs. However, quantitatively there 

are slight variations in volumes  among different FFs. This might be due to the fact that the non-

bonded interactions are treated differently in different FFs, and that different water models are 
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used in each FF. Among the four FFs, GROMOS seems to produce higher volumes and this might 

be due to the fact that GROMOS is the only united atom FF used in this study. Still, we could not 

conclude which FF produces more accurate results without having experimental evidence.  

Different trends were observed for the pseudo compressibility as a function of pressure as 

there were slight changes in volume among different FFs and the compressibility calculations 

involved pressure derivative of volume However, all the FFs produce the same sign for the total 

compressibility and group-based compressibilities. Moreover, the protein compressibilities given 

by the different FFs are within the acceptable range of compressibilities observed experimentally.  
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Chapter 5 - The Effects of Pressure on the Conformations of the Lac 

Repressor  

5.1 Introduction 

The lactose (lac) operon has been a popular model for studying and understanding the 

genetic and allosteric regulation of proteins.1-2 Allostery is the thermodynamic process by which 

the binding of a first ligand affects the binding of the second ligand at a distance within the same 

protein.3-4The lac operon is a collection of genes with a single promoter which decomposes lactose 

into simple sugars in Escherichia coli bacteria. The lactose repressor protein (LacI) plays the main 

role in inhibiting the expression of lac operon by binding to the DNA sites known as operators 

within the operon.5-6 LacI is a tetrameric protein with identical domains, with a molecular weight 

of 38,000, where each monomer contains 360 amino acids.7-8 For LacI, sugar molecules such as 

allolactose,9 or isopropyl-D-thiogalactoside (IPTG),10 work as inducers which weaken the DNA 

binding affinity of the repressor through allosteric changes. In the presence of allolactose, LacI 

binds to allolactose and is released from the operator. This allows RNA polymerase to transcribe 

the genes. The anti-inducer orthonitrophenyl-β-D-fucoside (ONPF) strengthen the DNA binding 

affinity of the repressor. Nevertheless, there is no known function for ONPF in E-coli.11  

There are two conformations of LacI, as the DNA bound and DNA unbound involved in 

the function of repression and induction.5 X-ray crystal structures have been determined for both 

conformations. Figure 5.1 shows the DNA bound LacI structure (PDB id 1EFA).11 Residues 1-49 

compose the ‘headpiece’ domain which contains a helix-turn-helix motif and binds to the major 

groove of the DNA. Residues 50-58 are belong to the ‘hinge helix’ (HH) which interacts with the 

center of the operator in the minor grove.11 In the absence of the DNA, the HH is unstable12 and 

the residues 1-61 (head group) can move freely relative to the core domain (residues 62-333).11 
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The HH connects the DNA binding domain (DBD) to the core domain and the core domain consists 

of two subdomains namely, N-subdomain (residues 62-161 and 293-320) and C-subdomain 

(residues 162-289 and 321-329).11 The anti-inducer molecule binds to a pocket in between the N 

and C subdomains. Lastly, the C-terminal residues 340-357 facilitate the tetramerization of LacI.11   

 

 

 

Figure 5.1 Cartoon representation of the LacI dimer (PDB id: 1EFA) bound to operator and 

anti-inducer, ONPF. Chain A of the dimer is shown in green and chain B in red. C-terminal 

residues are not shown here. The image was generated with PyMOL molecular visualization 

software.13 

 

Analysis of the crystal structures have shown that an allosteric transition occurs upon 

inducer (IPTG) binding, and this involves the movement of the N-subdomains relative to each 

other and to the C-subdomains.11-12 This alters the interactions between the core domain and the 

DNA binding domains which then leads to destabilization of the HHs and an increase in the 

mobility of the DNA binding domains.12, 14-16 Ultimately, this leads to weaken the binding of the 

HH to the minor grove of the DNA. 

Hinge helix 

N - subdomain 

DNA binding domain 

Operator 

C - subdomain 

Anti-inducer molecule 

(ONPF) 
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Figure 5.2 shows the DNA bound and DNA unbound (PDB id – 1LBH)12 structures after 

fitting to the C- subdomain of the DNA unbound structure. Here, the DNA, anti-inducer molecules 

(ONPF) and the head groups are not shown for the DNA bound structure and the inducer molecules 

(IPTG) are not shown for the DNA unbound structure. The root-mean-square deviation value of 

the N- subdomains is 0.2 nm after fitting the C- subdomains of both crystal structures.  

 

Figure 5.2 Cartoon representation of the core domains of the DNA bound (pink, PDB id: 

1EFA) LacI after fitting to the Cα carbons in the C-subdomains of DNA unbound (green, 

PDB id:1LBH) structure. The image was generated with PyMOL molecular visualization 

software. 

 

Experimental studies have shown that mutating some of the non-conserved positions 

(positions change during evolution) in proteins with different amino acids display progressive 

effects on function.17 These types of positions are known as rheostat positions.  Interestingly, the 

52nd position (Valine 52/V52) of the LacI sequence is a rheostat position.17 More details about the 

rheostat positions of the LacI will be discussed in next chapter.  

Molecular Dynamics (MD) simulations have been performed to investigate the structural 

dynamics of LacI as the crystal structures do not provide a detailed mechanism for structural 
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changes. Pettitt and coworkers have studied the monomeric structure of the DBD of a variant of 

LacI (Nlac-P) in the absence of DNA.18 Their results suggest that the hinge helix destabilized in 

the absence of the DNA, which agrees with the experimental data.14-16 Also, their simulation data 

indicates that the hinge helix moves independently from the DBD.18 Schulten and coworkers have 

performed a multiscale simulation of DNA bound to the LacI tetramer.6 They have observed that 

the domains in the protein structure are very stable and move relative to each other like rigid 

bodies. Moreover, the DBD movement with respect to the core of the protein was able to absorb 

strain from the DNA loop. They have concluded that the rotation of this head group is crucial for 

the functioning of LacI. Using targeted MD, Flynn and coworkers have shown that the monomers 

of homodimer follow asymmetric dynamics during the allosteric conformational pathway.5 The 

conformational pathway from DNA-bound to DNA-unbound state is explained using the 

interactions of specific residues, especially at the interface of monomers of the dimer in N 

subdomains.5 Sun and coworkers have investigated the effect of the hinge region on the non-

specific binding of DNA using MD simulations.19 Their findings show that the HH is disordered 

when the head group non-specifically binds to the DNA, and this contributes 50% towards the 

stability of the head group/DNA complex. Furthermore, the hinge region mainly stabilizes the head 

group/DNA via electrostatic interactions between protein-DNA and salt ions. The computer 

simulation of HH itself has shown that it is very disordered over a 1μs time scale in solution and 

can be trapped in a helical formation with high salt concentration.20 The simulation of DBD 

including HH has shown that DBD is mainly contributing to the stability of HH. Their results 

suggest that the helix structure stability is mainly affected by environmental factors such as salt 

concentration and the presence of DNA. 
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Proteins are dynamical in nature and the function and activity of a protein is strongly 

dependent on its environment and hydration shell.4, 21-22 Therefore, water plays an important role 

in macromolecular structure and stability.23 Indeed, Levy and coworkers have defined water as 

‘twenty first amino acid’ as the water is crucial in protein function and activity.23 For instance, an 

experimental study by Salvay and coworkers on hemoglobin has shown the effect of hydration on 

the allosteric mechanism for regulating cooperative interactions.24 Their findings suggest that 

excess water molecules on the surface of the hemoglobin are necessary to stabilize the high-affinity 

transition state in the hemoglobin cooperative reaction. Pressure perturbation is a powerful 

technique to study the changes in the hydration of macromolecules.25-27 A high-pressure 

spectroscopy study on the allosteric mechanism of human cytochrome P450 3A has shown that 

there is a pressure sensitive equilibrium between two conformational states which differ by the 

degree of hydration and water accessibility of the heme pocket.25  Royer and coworkers have 

investigated the lac repressor subunit interactions and protein-operator association using high 

pressure and fluorescence techniques.26, 28 They conclude that, under high hydrostatic pressure, the 

tetramer of lac repressor undergoes dissociation and the volume change upon dissociation to a 

dimer is negative. They have observed that in the presence of inducer, IPTG, the tetramer is more 

stable and requires higher pressures for dissociation than without the inducer. Furthermore, the 

operator-tetramer dissociates more easily upon applying pressure compared to the tetramer itself 

indicating the destabilization of the tetramer in the presence of the operator. 

Here, we perform MD simulations at higher pressure (3 kbar) to investigate the role of 

hydration on structural changes of lac repressor protein. A truncated dimeric structure of the LacI 

is employed in our simulations since the tetrameric protein is a ‘dimer of dimers’11-12, 29 and retains 

all functionality of the tetramer other than the DNA looping.30-33 
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5.2 Methodology 

5.2.1 System setup 

The crystal structure with PBD code 1efa was used as the starting structure after adding 

missing atoms (using AMBER leap) and removing the DNA and the c-terminal tetramerization 

domain. After modification, each chain of the dimer contains 328 residues with a total number of 

9972 atoms. Since the crystal structure does not contain the 1st residue, only residues 2-329 in the 

crystal structure are used. The protein was solvated with TIP3P water in a rhombic dodecahedron 

simulation box where the distance between 2 parallel faces was 15 nm.  Counterions were added 

(6 Na+ ions) to neutralize the system. Simulations were performed in the absence and the presence 

of anti-inducer molecules. Charges for the anti-inducer, ONPF were obtained using the R.E.D. 

server.34 The R.E.D server is an open web service designed to derive charges and non-polarizable 

force field parameters for new molecules. More details of the ONPF parameters are given in 

supporting information section. 

Another set of simulations were performed with the position restraints (headPR) on the Cα 

atoms of head group residues (1-61 residues). Restraints on the head group were used to mimic 

the presence of the DNA as the DNA limits the motion of the head group.  

A set of simulations were performed using only the HH peptide to understand the behavior 

of isolated HH itself (residues 50-58) and the role of its environment on stability of HHs. 

Simulations were performed by capping both the and N and C terminus of the helix using acetyl 

and N-methylamide groups respectively. The HH was solvated in a rhombic dodecahedron 

simulation box where the distance between 2 parallel faces was 6 nm.  One chloride ion was added 

to neutralize the system. Details of the all simulated systems are shown in Table 5.1. 
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Table 5.1 Details of the systems simulated. All the systems were simulated at 300 K 

temperature and 1 bar and 3 kbar pressures. Production runs were continued up to 1μs. 

 

 

5.2.2 Molecular dynamics simulations 

Atomistic MD simulations were performed using the AMBER14SB35 force field (FF) and 

the GROMACS 2016 or 2016.4 versions.36 The AMBER14SB FF is an improved version of the 

AMBER99SB37, where the adjustments have been made to the amino acid side chain and backbone 

parameters. Therefore, this version is recommended for protein and peptide simulations among the 

other AMBER FF versions.35 All the simulations were performed in the isothermal isobaric 

ensemble (NpT) at 300 K temperature, and  both 1 bar and 3 kbar pressure. All protein bonds were 

constrained with the LINCS algorithm,38 and water with the Settle algorithm.39 A time step of 2 fs 

was used to integrate the equations of motion with the Leap Frog algorithm.40 The particle mesh 

Ewald (PME)41 technique with 0.12 nm Fourier grid spacing was used to calculate the coulombic 

interactions. The Verlet cut-off scheme was used with a 0.9 nm cut-off distance for van der Waals 

and electrostatic interactions. Periodic boundary conditions and the minimum image convention 

were applied. All the systems were first minimized for 1000 steps using the steepest descent 

algorithm. Then the systems were equilibrated up to 100 ps by gradually increasing the temperature 

System 

No: 

System No: of 

ions 

No: of 

water 

molecules 

1 WT LacI free, no ONPF (WT) 6 Na+ 74255 

2 WT LacI -head PR, no ONPF (WT-headPR) 6 Na+ 74255 

3 WT LacI free, with ONPF (WT/ONPF) 6 Na+ 74242 

4 WT LacI -head PR, with ONPF (WT-headPR/ONPF) 6 Na+ 74242 

5 Hinge helix (HH) 1 Cl- 5074 
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(100, 200 and 300 K) with heavy atom position restraints (1000 kJ mol-1 nm-2) and Berendsen T-

coupling and Berendsen isotropic P-coupling. The Parrinello-Rahman pressure coupling,42-43 and 

the Nose-Hoover temperature coupling44-45 were used to maintain the constant pressure and 

temperature during the production simulations. The production simulations were continued up to 

1 μs. 

5.2.3 Analysis 

The Cα Root Mean Square Deviation (RMSD) of each core domain were calculated after 

a translational and rotational fit to each domain in the initial crystal structure. This was performed 

to determine the stability of domains. Here, the N-subdomains of chain A and chain B are denoted 

as NA and NB respectively. The C-subdomains of chain A and chain B are denoted as CA and CB 

respectively. A vector angle (θ) was defined to crudely measure the movement of chain A relative 

to chain B as there is experimental evidence suggesting the asymmetric dynamics of monomers 

during the allosteric conformational pathway.5  The schematic representation of the two vectors 

defined here are shown in, Figure 5.3, and the angle between two vectors is given by, 𝑐𝑜𝑠𝜃 =

𝑟1 ⃗⃗  ⃗ . 𝑟2⃗⃗  ⃗ |𝑟1⃗⃗⃗  ||𝑟2⃗⃗  ⃗|⁄ . The two vectors were defined using the center of mass of each subdomain. The 

measured angle for the 1efa (DNA bound) crystal structure was 14o, while for the 1lbh (DNA 

unbound) structure it was 23o.  

 

  

 

 

 

Figure 5.3 Schematic representation of the two vectors defined by connecting N and C 

subdomains of each chain. 

𝑟 2 

NA 

CB 

NB 

  

CA 

𝑟 1 
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Since the angle is an approximate measurement to define bound and the unbound states, 

we defined another measure to help differentiate bound and unbound states of LacI dimer. By 

examination of the movie of the simulated trajectory of WT at 1 bar, we observed that two β-

strands (as shown in Figure 5.4) in N subdomains close to the monomer interface had moved 

towards each other over time. Therefore, the distance between the central Cα atoms (residues 96 

and 424) was calculated to follow the movement of these two strands. The corresponding measured 

distance for the 1efa (DNA bound) crystal structure was 8 Å while for the 1lbh (DNA unbound) 

structure it was 5 Å. 

 

 

Figure 5.4 The distance defined between two β-strands in chain A (green) and chain B (red) 

in the N subdomains of the LacI bound crystal structure is shown using a red double arrow 

(only the core domains of the structure are shown). Image was generated using PyMOL 

molecular visualization software.13 

 

5.2.4 Pressure thermodynamics 

A system in equilibrium can be perturbed by changing temperature, pressure, pH or by 

adding a cosolvent.46 Here, we assume that there is an equilibrium between DNA-bound and DNA-



128 

unbound states of the lac repressor and it is affected by pressure. The effect of pressure on a 

chemical equilibrium is given by,47 

 ln

T

K V

P RT

  
= 

   

(5.1) 

where K is the equilibrium constant, P is the pressure, ∆𝑉̅ is the partial molar volume difference 

between the two states, T is the absolute temperature, and R is the gas constant. The volume of the 

protein was calculated using the particle number fluctuation approach as discussed in chapter 1. 

The pseudo molar volume of a solute of any size in an infinitely diluted solution is given by, 

 *, 0

2 1 1 12 0
[ ]V N N V = − −

 
(5.2)   

where, <N1>2 is the average number of water molecules within a fixed local volume centered on 

the protein, <N1>0 is the average number of water molecules within the same volume in pure water 

and V1
0 is the volume of pure water at the corresponding temperature and pressure. The volume of 

each amino acid residue is calculated by assigning each water molecule to a heavy atom of an 

amino acid based on their proximity. 

 As mentioned in the introduction, the 52nd position of the LacI acts as a rheostat position. 

To examine how the residues around V52 are hydrated in the bound and unbound forms, the 

volume of residues within 5 Å and 10 Å from V52 were calculated. The first 60 ns of the production 

run was used to calculate the bound state properties since the calculated angle (θ) stays close to 

the bound angle during this time. The 100-160 ns segment was used to calculate the unbound state 

properties. Even though the angle stays close to the unbound value most of the time, only the 60 

ns (100-160ns) was used for consistency since that is about how long the structure stays in the 

bound conformation. 
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 The water probability distributions (giw) were calculated using the number of water 

molecules assigned to each residue based on their proximity. Here, the center of mass of a water 

molecule was used to determine the proximity.  Normalization was performed by dividing the 

number of water molecules in each bin for a residue by the number of water molecules that can be 

found in bulk water within the same bin. For the bulk water analysis, the coordinates of the protein 

at a given time were superimposed on a bulk water configuration and the number of water 

molecules is counted in the same manner as for the protein solution. 

 

5.3 Results and Discussion 

The time history of the Cα RMSDs calculated for each subdomain of the WT at 1 bar and 

3 kbar are shown in Figure 5.5a and Figure 5.5b. RMSD values of 0.1 nm or less were observed 

for each subdomain indicating that they are stable during the simulation. These results agree with 

the previous simulation data.6 The C-subdomains have relatively small RMSD values compared 

to N-subdomains indicating that the C-subdomains are slightly more stable. Experimentally, it was 

shown also that the N subdomains can move relative to the C-subdomains.11-12 Similar behavior is 

observed for all the domains at 3 kbar with low fluctuations. Figure 5.5c and Figure 5.5d show the 

Cα RMSDs calculated for N-subdomains of WT after a translational and rotational fit to the Cα 

atoms in the C-subdomains of the bound and unbound crystal structures. Since the C-subdomains 

are stable we could see how the N-subdomains move relative to the C-subdomains. There is a 

transition around 60 ns where the two RMSDs cross each other (Figure 5.5c). However, we could 

not conclude that the structure moves to the unbound state since the RMSD after fitting to the 

DNA unbound structure is around 0.2 nm, even though it is relatively small compared to the one 



130 

fitted to the DNA bound structure. At 3 kbar, the RMSD after fitting to the bound structure is 

slightly lower than the RMSD after fitting to the unbound structure. 

 

 

 

Figure 5.5 Calculated RMSDs for the WT  (a) RMSDs calculated for each individual 

subdomain after fitting to the same domain of the crystal structure at 1 bar (b) RMSDs for 

each individual subdomain at 3 kbar (c) RMSDs of N - subdomains after fitting to the C - 

subdomains of bound crystal structure (black) and unbound crystal structure (red) at 1bar 

(d) RMSDs of N - subdomains after fitting to the C- subdomains of bound (black) and 

unbound (red) crystal structures at 3 kbar. 
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Figure 5.6 Calculated vector angle between chain A and chain B of LacI dimer.  (a) angle for 

WT at 1 bar (black) and 3 kbar (red) (b) angle for WT- headPR at 1 bar (black) and 3 kbar 

(red) (c) angle for WT/ONPF at 1 bar (black) and 3 kbar (red) (d) angle for WT-

headPR/ONPF at 1 bar (black) and 3 kbar (red). Dashed lines represent the angle calculated 

for bound (lower dashed line) and unbound (upper dashed line) crystal structures. 

 

Figure 5.6 shows the angle vector calculated between chain A and chain B for systems 1-

4 as a function of time. Under normal pressure, the WT angle moves from DNA-bound to DNA-

unbound state around 60 ns. After that, the angle stays close to the unbound state angle (23o) for 

almost all the time up to 1μs suggesting that the WT prefers the unbound state in the absence of 

DNA and ONPF at 1 bar. Nevertheless, at the end of the simulation we could see a drop in the 

angle. To make sure that the structure did not move to the bound state, the simulation at 1 bar was 

extended for another 100 ns. We observed that the angle shifted back to the unbound state during 
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that extra 100 ns simulation. The WT conformation does not move to the unbound state at 3 kbar. 

This suggests that pressure can control the transition of the WT from the DNA-bound to the DNA-

unbound state. As pressure probes the hydration of proteins, we could argue that the bound state 

of the WT is more hydrated than the unbound state. Therefore, the volume of the bound state 

should be smaller than the volume of the unbound state. 

The head group of the LacI is very flexible when the DNA is removed from the DBD. 

Therefore, we restrained the DBD to examine how it affects the motion of the core domains, as it 

then mimics the presence of DNA. The angle data for the WT-headPR simulation is shown in 

Figure 5.6b and demonstrates that the position restraints on the head group suppress the transition 

from the DNA-bound to the DNA-unbound state at 1 bar. Furthermore, this suppression is more 

effective at 3 kbar. Figure 5.6c shows the calculated angle for the WT/ONPF and it depicts the 

structural transition from the DNA-bound state to the unbound state is slower compared to the WT 

in the presence of ONPF at 1 bar. Furthermore, the structure remains in the bound state more 

effectively than the WT and WT-headPR at 3 kbar. In the presence of ONPF, and with PR, the 

WT-headPR/ONPF (Figure 5.6d) stays in the bound state even at 1 bar. Overall, this data indicates 

that there is an equilibrium between the DNA-bound and unbound states which is sensitive to 

pressure. Moreover, PR on the head group suppress the transition from the DNA-bound to unbound 

state, while with ONPF this is even more effective. These results agree with the experimental data 

since the PR head group mimics the DNA bound head group, and the role of the ONPF is to 

strengthen the DNA binding affinity. 
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Figure 5.7 Distance between the Cα atoms of residue 96 in chain A and chain B of WT at 1 

bar (black) and 3 kbar (red). Dashed lines represent the distance obtained from the bound 

(upper dashed line) and unbound (lower dashed line) crystal structures. 

 

The distance between the two β-strands, indicated in the analysis section, is shown in 

Figure 5.7 for the WT simulations. These two β-strands are at the interface between the monomers 

in the N- subdomains. As observed for the WT angle motion, the distance between two β-strands 

moves from the DNA-bound to the DNA-unbound state. Furthermore, a higher pressure keeps the 

structure in the bound state for the whole simulation time. These results again suggest the presence 

of two main states and their sensitivity to pressure. Also, from these results, we could argue that 

the dimer does not fall apart at 3 kbar pressure as the conformation (angle and the distance) only 

moves between the DNA-bound and the DNA-unbound states. 
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Figure 5.8 RMSD from an ideal helix for HH in chain A (black) and chain B (red) of WT, 

and for HH alone (green) (a) at 1 bar (b) at 3 kbar. 

 

Figure 5.8 shows the RMSD from an ideal helix for the HHs in the WT and the isolated 

HH in solution. RMSDs were calculated for the HH in chain A and chain B of the WT. The HH in 

chain A is stable for about 500 ns and then it becomes unfolded at 1 bar. The HH in chain B 

unfolded more quickly around 100 ns, and then becomes folded again around 400 ns, and trapped 

in helical conformation for rest of the simulation. Both the HHs within the WT conformation seem 

stable at 3 kbar, indicating that pressure stabilizes the HHs. The HH alone is unstable at both 

pressures with large RMS values. Nevertheless, we could see that the HH alone does return to the 

helical formation and stays some time, after unfolding at 1 bar. The helix alone is fully disordered 
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at 3 kbar.  These results suggest that the stability of HH depends on its environment and pressure 

only stabilizes the HH within the LacI environment. 

 

Table 5.2 Volume differences between the bound and unbound states (∆Vunbound-bound) for the 

WT residues at 1 bar. Residues in both chains are included. 

 

 

The residue volumes were calculated for WT at 1 bar and the sum of volume differences 

between bound and unbound states (Vunbound-Vbound) for selected residues are listed in Table 5.2. 

The summation of volume differences between the two states were positive for the residues in 

HHs, and within 5 Å and 10 Å from V52. Furthermore, the difference was also positive for the 

volumes of all 656 residues. Positive volume differences in all cases indicate that the volume of 

the unbound state is slightly higher than the volume of the bound state. According to our volume 

calculations using equation (5.2),  there should be fewer water molecules around the unbound state 

compared to the bound state for a positive volume change. Therefore, we could argue that the 

bound state of the WT is more hydrated than the unbound state at 1 bar. However, these volume 

changes are very small and less than the volume of two water molecules - the volume of a TIP3P 

water molecule is 0.03 nm3 at 300 K and 1 bar. Hence, we cannot come to a strong conclusion 

based on these volume calculations as this is a very large protein it is not easy to figure out which 

 

Criteria No: of residues Sum of ∆Vunbound-bound (nm3) 

  

Residues in the HHs 18 0.03 

Residues within 5 Å from V52 22 0.06 

Residues within 10 Å from V52 57 0.05 

All residues 656 0.05 
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regions of the protein are mainly affected. Furthermore, since the WT simulation mainly samples 

the unbound state at 1 bar, we do not have good statistics for the bound state. 

Figure 5.9 shows the probability of finding a water molecule (local distribution functions, 

giw) around a residue for residues which are within 5 Å from V52. Here, V52 was chosen as our 

central residue since the 52nd position of LacI has been identified as a rheostat position. Even 

though we did not observe a significant change in volume when considering selected sets of 

residues, the giw calculated for each residue indicate that there are differences in hydration between 

the bound and unbound states for some residues, especially for the residues 50-53. However, we 

do not see a significant difference in hydration for the bound and the unbound states for the residue 

51 in chain B. The residues 50-53 have noisy giw curves for the unbound state indicating that there 

is less water around these residues in the unbound state. Other residues within 5 Å from the residue 

52 do not show significant changes in hydration between two states. 
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Figure 5.9 Water probability distribution around selected residues (giw) as function of 

distance in the bound (black) and the unbound (red) state of the WT. Top two rows of the 

figure show the residues in chain A, while the bottom two rows show the corresponding 

residues in chain B. 

 

Figure 5.10 shows the average number of water molecules found within 5 Å from V52 and 

Ala 53 (A53) residues at 1 bar and 3 kbar. Since there is a significant difference in hydration for 

V52 and A53 between two states they were chosen to investigate how the number of water 

molecules changes as a function of time. First 100 ns segment was used for this analysis since the 

bound to unbound transition happens within the first 100 ns.  As expected, the number of water 

molecules around A53 decreases with time indicating that the bound state is more hydrated at 1 

bar. However, we do not see a significant change for V52. The number of water molecules around 
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both residues do not change at 3 kbar, since the structure stays in the bound form at this pressure 

as shown in the angle calculations (Figure 5.6). 

 
 

 

Figure 5.10 Average number of water molecules within 5 Å of Val 52 and Ala 53 (a) at 1 bar 

(b) at 3 kbar as a function of time for the WT. 

 

 

5.4 Conclusions 

Wild type lac repressor protein with and without anti-inducer molecules, and with and 

without head group position restraints, were simulated at 1 bar and 3 kbar to understand the 

structure and the dynamics of lac repressor. RMSD calculations for the N and C subdomains of 

each chain depict that each domain was stable, however, the N - subdomains can move relative to 

the C - subdomains. The wild type LacI dimer undergo as a conformational transition from a DNA-
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bound to a DNA-unbound structure at 1bar. At higher pressure (3 kbar) this transition can be 

suppressed. Moreover, we observed that the PR head group also suppress the structural transition 

from the DNA-bound to the DNA-unbound state while the anti-inducer, ONPF, makes this even 

more effective. Interestingly, we observed that pressure could stabilize the HHs within the LacI. 

However, the simulations of isolated HH in solution indicated that the stability of HH depends on 

its environment, and pressure could only stabilize the HH within the LacI environment. Thus, the 

environment of the lac repressor plays a major role in the stability of the HHs. Considering the 

residues around V52, it appears that the bound and the unbound state of residues 50-53 have 

significantly different hydration properties, indicating that they are different in volumes. 

Overall, we can suggest that there is an equilibrium between the DNA bound and unbound 

structures which can be governed by pressure. As the pressure probes changes in protein 

volume/hydration, this suggests that the structural transition observed here may have a strong 

hydration component.   

 

5.5 Supporting information 

Force field parameters for the anti-inducer molecule, ONPF were not available and 

therefore, the partial atomic charges for this molecule were obtained from the R.E.D. server 

website using the quantum mechanics software GAMESS. One bond and several angle parameters 

needed for ONPF were not included in AMBER14SB FF and are listed in Table S 5.1. The ONPF 

molecule with atom number labels are shown in Figure S 5.1.The partial atomic charges obtained 

from the R.E.D server are listed in Table S 5.2. The equilibrium bond length and equilibrium bond 

angles were measured from the ONPF crystal structure 1efa. The force constants were adopted 

from nitro compounds in OPLS all-atom FF48. Two improper angles were also not defined in 
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AMBER14SB FF, and the force constants for these two improper angles were chosen from 

available improper angle parameters in AMBER14SB based on atom types. For the two improper 

angles, multiplicity of 2 was used. 

Table S 5.1 Bonded parameters used for ONPF. Parameters which were not available in 

AMBER14SB are shown here.  

 

Bond/Angle r0 (Å) / θ0 (deg) Force constant 

N-O 0.123 230120.0 kJmol-1nm-2 

C-CA-N2 120.0 355.64 kJmol-1rad-2 

CA-CA-N2 120.0 355.64 kJmol-1rad-2 

CA-N2-O 116.5 334.72 kJmol-1rad-2 

O-N2-O 121.0 334.72 kJmol-1rad-2 

CA-O-N2-O 180.0 4.602 kJmol-1 

C-CA-CA-N2 180.0 43.932 kJmol-1 

  

 

Figure S 5.1 ONPF molecule labeled with atom number. 
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Table S 5.2 Partial atomic charges of the ONPF obtained using R.E.D server. 

 

No: atom atom type charge 

1 C1 C 0.1468 

2 C2 CA -0.0815 

3 C3 CA -0.1814 

4 C4 CA -0.1117 

5 C5 CA -0.2195 

6 C6 CA 0.0277 

7 N6 N2 0.7927 

8 O6A O -0.4641 

9 O6B O -0.4641 

10 O1' OS -0.241 

11 C1' CT 0.0404 

12 C2' CT 0.119 

13 O2' OH -0.5701 

14 C3' CT 0.127 

15 O3' OH -0.6225 

16 C4' CT 0.0484 

17 O4' OH -0.6292 

18 C5' CT 0.1631 

19 C6' CT -0.2001 

20 O5' OS -0.3059 

21 H1 HC 0.0677 

22 H2 HC 0.0677 

23 H3 HC 0.0677 

24 H4 H1 0.0376 

25 H5 H1 0.0772 

26 H6 HO 0.4418 

27 H7 H1 0.0512 

28 H8 HO 0.4385 

29 H9 H1 0.1586 

30 H10 HO 0.4121 

31 H11 H2 0.181 

32 H12 HA 0.1353 

33 H13 HA 0.1602 

34 H14 HA 0.1486 

35 H15 HA 0.1808 
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Chapter 6 - Probing Hydration Changes in Lac Repressor Mutants 

6.1 Introduction 

 

Every person has unique variations in their genetic profile and these variations can make 

susceptible them to have certain diseases.1  Therefore, it is important to identify individual genome 

profiles to treat these diseases.  Personalized medicine is an effective way of treating patients with 

different genetic profiles as the treatments are tailored according to individual characteristics. 

However, even when the differences in genomes have been identified, the significance of these 

differences are complicated.2 Many bioinformatics programs and algorithms have been developed 

to help identify the medically relevant or functionally important amino acid positions.3-5 Many of 

these analyses involve the LacI/GalR (lactose repressor protein/galactose repressor protein) family 

of genes/proteins due to the availability of experimental data that can be used to validate any 

results.5-6 

Many experimental studies have been performed involving mutations of highly conserved 

residues in proteins – those that do not change during evolution – as mutations at these positions 

generally lead to destabilization of the structure or changes in the function of a protein.7-8 

Mutations at highly conserved positions commonly act as a ‘toggle’ (on-off) switch, where 

conservative variants act similar to the parent protein, while other non-conserved mutants abolish 

function.7 Non-conserved positions, that often change during the evolution, are not widely studied 

as they are assumed to cause small effects. However, some non-conserved positions are also 

known to have an important effect on protein activity.7, 9 Interestingly, substitutions at these 

positions can display ‘neutral’ or ‘rheostat’ behavior. The positions where the amino acids 
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substitution show similar wild-type function are known as ‘neutral’ positions. The positions that 

show progressive functional changes upon substitution are known as ‘rheostat’ positions, and these 

positions are mainly observed to be in the non-conserved positions.7 

By convention, substitution of similar amino acids typically allow normal protein function, 

while most other substitutions abolish or change function.10 Mutations at conserved positions 

follow this substitution rule, and this rationale is commonly used to predict the effects of different 

variants. However, in contrast to the function of mutants at conserved positions, the functions of 

mutants at rheostat positions do not correlate with evolutionary frequency, or side chain 

similarities.7  

As discussed in Chapter 5, the lac operon is responsible for the uptake and metabolism of 

lactose in E.coli. The function of the lactose repressor (LacI) is the allosteric regulation of DNA 

to modulate transcription.11 Once the LacI bounds to the operator DNA in the lac operon, it 

prevents the transcription of downstream genes. If the LacI binds to the ligand allolactose,12 or the  

gratuitous inducer isopropyl-D-thiogalactoside (IPTG)13, then the LacI loses its high affinity to the 

operator and transcription is allowed.12, 14 In addition, the anti-inducer molecule, orthonitrophenyl-

β-D-fucoside (ONPF),15 increases the affinity of the LacI for the operator. However, it has no 

known regulatory function in E. coli.16 

 There are two conformations of the LacI protein, representing the DNA bound and the 

DNA unbound forms involved in the function of repression and induction.17 Figure 6.1 shows the 

DNA bound LacI structure (PDB id 1EFA).16  The LacI protein has five structural units. The first 

1-49 residues contain the helix-turn-helix that binds to the major groove of the DNA. Residues 50-

58 belong to the ‘hinge helix’ (HH) which interacts with the center of the operator in the minor 

groove.16 In the absence of DNA, the HH is unstable18 and residues 1-61 (head group) can move 
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freely relative to the core domain (residues 62-333).16 The HH connects the DNA binding domain 

(DBD) to the core domain (regulatory domains). The 18 amino acids (including HH) that link the 

DNA-binding and the core domain is known as the linker. The core domain consists of two 

subdomains, an N-subdomain (residues 62-161 and 293-320) and a C-subdomain (residues 162-

289 and 321-329).16 The anti-inducer molecule binds to the pocket in between the N and C 

subdomains. The C-terminal residues 340-357 facilitate the tetramerization of LacI.16   

 

Figure 6.1 Cartoon representation of the LacI dimer (PDB id: 1EFA) bound to operator and 

anti-inducer, ONPF (blue). Chain A of the dimer is shown in green and chain B in red. C-

terminal residues are not shown here. Residue 52 in both chains are colored in yellow. The 

image was generated with PyMOL molecular visualization software.19 

 

A protein conformation change is required for the allosteric transition to occur. 

Experimental x-ray data have shown that the conformational transition involves the reorientation 

Hinge helix 

N - subdomain 

DNA binding domain 

Operator 

C - subdomain 

Anti-inducer molecule 

(ONPF) 
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of the N-subdomains while keeping the C-subdomains fixed during the transition.18 Furthermore, 

the conformational change involves a helix to coil transition in the HH.20 

Flynn and coworkers have simulated the DNA-bound LacI to the inducer-bound LacI 

transition pathway using target molecular dynamics (TMD).17 TMD allows one to “switch” the 

initial structure to the target structure over a short period of simulation time (several hundred 

picoseconds). Only the core domains of the DNA-bound and inducer-bound dimers were used in 

their simulations with the ONPF and IPTG ligands. They have observed an asymmetric motion of 

the monomers during the simulations. Their simulation data suggest that the allosteric signal starts 

from the inducer binding site of one monomer and transmit to the other through many non-covalent 

interactions. 

Experimental studies have also been performed on the non-conserved positions of LacI by 

mutating these positions with multiple amino acids.2, 7, 21 For each variant, repression has been 

assayed using the activity of the β-galactosidase enzyme. Lower β-galactosidase activity indicates 

tighter transcription repression, while higher β-galactosidase activity indicates weaker 

transcription repression. Most of the non-conserved positions in the linker portion (residues 46-

62)  of the LacI are identified as rheostat positions following the mutation of these positions with 

multiple amino acids.7, 22 The outcomes observed for the 52nd position of LacI are shown in Figure 

6.2. It shows the β-galactosidase activity for 10 mutants in the presence and absence of the inducer 

molecule.  
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Figure 6.2 Experimental β-galactosidase activity for 52nd position of LacI protein.  The first 

black bar represents the repression in the absence of LacI protein. Bellow 13 Miller units 

(black solid line), any change in repression altered bacterial growth. The red dashed line 

represents the activity for WT protein. The front series show the activity in the absence of 

effector molecule while the gray series shows the activity in the presence of effector. Error 

bars correspond to standard deviation of 2-4 bacterial colonies. The ‘LacI-11’ indicates that 

the LacI is just a dimer after deleting the C terminal tetramerization domain. This figure 

was reproduced from ‘Meinhardt S, Manley MW Jr, Parente DJ, Swint-Kruse L (2013) 

Rheostats and Toggle Switches for Modulating Protein Function. PLoS ONE 8(12): e83502. 

https://doi.org/10.1371/journal.pone.0083502’ This is an open-access article distributed under 

the terms of the Creative Commons Attribution License. 

 

In this study, we are trying to investigate and understand some of the properties that may 

allow us to identify and rationalize the behavior of rheostat positions. The LacI protein is used as 

a model system since there exists plenty of experimental data characterizing the effects of 

mutations on this protein. In particular, molecular dynamics simulations at high pressure (3 kbar) 

are performed to investigate the role of hydration changes on the structural changes of multiple 

LacI mutants at an experimentally known rheostat position (position 52). 

https://doi.org/10.1371/journal.pone.0083502
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6.2 Methodology 

6.2.1 System setup  

The crystal structure with PBD code 1efa was used as the starting DNA bound structure 

after adding missing atoms, (using AMBER leap module), and removing the DNA and the c-

terminal tetramerization domain. After modification, each chain of the dimer contains 328 

residues. Since the crystal structure does not contain the 1st residue, only residues 2-329 in the 

crystal structure were used.  

We selected four variants to perform the simulations based on the experimental data 

(Figure 6.2). The 52nd position of LacI (valine) was mutated with alanine (V52A), isoleucine 

(V52I), glutamine (V52Q), and glycine (V52G). According to the experimental data, V52A 

displays higher transcription repression, i.e. it binds more strongly to the operator DNA. V52I 

shows similar repression to the WT, while V52Q and V52G show a weaker affinity for DNA. 

Since the crystal structures are not available for the LacI variants, mutations were model with the 

PyMOL software.19 

 All the systems were solvated with TIP3P water in a rhombic dodecahedron simulation 

box where the distance between two parallel faces was 15 nm.  Counterions were added (6 Na+ 

ions in each system) to neutralize the systems. All the systems have the same charge since the 

selected mutants are neutral.  All the simulations were performed in the absence of anti-inducer 

ligands. 

 

6.2.2 Molecular Dynamics simulations  

Atomistic MD simulations were performed using the AMBER14SB23 force field and the 

GROMACS 2016 or 2016.4 versions.24 All the simulations were performed in the isothermal 
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isobaric ensemble (NpT) at 300 K temperature, and both 1 bar and 3 kbar pressure. All the protein 

bonds were constrained using the LINCS algorithm,25 and water with the Settle algorithm.26 A 

time step of 2 fs was used to integrate the equations of motion with the Leap Frog algorithm.27 

Electrostatic interactions were determined using the particle mesh Ewald (PME)28 technique with 

0.12 nm Fourier grid spacing being used. The Verlet cut-off scheme was used with a 0.9 nm cut-

off distance for van der Waals and electrostatic interactions. Periodic boundary conditions and the 

minimum image convention were applied to all the systems. The steepest descent algorithm was 

used for energy minimizations. The systems were then equilibrated up to 100 ps by gradually 

increasing the temperature (100, 200 and 300 K) with heavy atom position restraints (1000 kJ mol-

1 nm-2) and the Berendsen T-coupling and Berendsen isotropic P-coupling approaches. The 

constant temperature and pressure were achieved using Parrinello-Rahman pressure coupling,29-30 

and the Nose-Hoover temperature coupling, for the production simulations.31-32 All the production 

simulations were continued up to 500 ns. 

 

6.2.3 Analysis 

The angle between the two vectors which connect the N-subdomain and C-subdomain of 

chain A and chain B is calculated for each system. More details on how the angle was calculated 

can be found in section 5.2.3. This calculation was performed as a crude measure to determine the 

dynamic motions of the domains in each variant. The measured angle for the 1efa (DNA bound) 

crystal structure was 23o , while for the 1lbh (DNA unbound) structure it was 14o. 

As a second measurement to capture the domain motions, the distance between the Cα 

atoms of residue 96 in chain A and chain B was calculated. The measured distance for the 1efa 
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(DNA bound) crystal structure was 8 Å while that for the 1lbh (DNA unbound) structure was 5 Å. 

This measure roughly describes the separation of the two domains. 

The probability distribution of water molecules (giw) around selected residues were 

determined for each variant at 1 bar. The first 10 ns of the production runs were used to calculate 

the bound state giw of all variants, since the calculated angle (θ) is close to the bound angle of 

crystal structure during this time. The 90-100 ns segments were used to calculate the unbound state 

giw. 

 

6.3 Results and discussion 

Figure 6.3 shows the angle calculated between chain A and chain B for the WT, and four 

variants, at 1 bar and 3 kbar. Considering the angle calculated at 1 bar, we can infer that the WT 

and all four variants move towards the unbound state easily as the DNA is removed in all five 

systems. By ramping up the pressure, the transition from bound to unbound state is slowed down, 

or stopped, depending on the system variant. It is clearly evident from this transition that the V52A 

mutant stays in the bound state during the whole simulation time at 3 kbar. This indicates that 

increased pressure has stabilized the bound state for V52A. This agrees with the experimental 

repression data, as the V52A shows tighter transcription repression, or strong DNA binding affinity 

compared to the other variants and the WT. For the WT, the calculated angle stays in between the 

reference bound and unbound angles. The V52I, V52Q, and V52G mutants display less response 

to pressure compared to the WT and V52A. According to the experimental results, the V52I variant 

is expected to behave like the WT. However, we do not observe similar behavior for these two 

systems. The V52Q and V52G show weaker transcription repression, or weaker DNA binding 

affinity, and our results agree with this observation since both these systems move to the DNA-
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unbound state even at high pressure. It should be noted that the bound and unbound reference lines 

shown in figures are based on the WT crystal structure as the crystal structures for mutants are not 

available. Therefore, we cannot expect the mutants to have exactly the same bound and unbound 

angles as for the WT. 
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Figure 6.3 Calculated angle vector between chain A and chain B for WT, V52I, V52A, V52Q, 

and V52G LacI dimer.  The angle at 1 bar is shown in black and at 3 kbar is shown in red. 

Dashed lines represent the angle calculated for the bound (lower dashed line) and unbound 

(upper dashed line) crystal structures. 
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As another measurement to distinguish between the bound and unbound states, the distance 

between the C-alpha atoms of residue 96 in chain A and chain B of N-subdomains were calculated 

and are shown in Figure 6.4. For the WT, the distance is close to the unbound reference distance, 

while for the V52I and V52Q mutants the distance lies in between the bound and unbound 

references at 1 bar. The distance is close to the bound reference distance for the V52G, contrary to 

what we observed for the simple angle calculations. Since the angle calculations suggested that the 

V52G mutant prefers the unbound state at both normal and higher pressures. It may be inferred 

that there are more than two possible states, and a single angle or distance measurement may not 

fully represent the complexity of these states. 

A schematic representation of the distance vs angle for the WT and the four variants at 1 

bar is shown in Figure 6.5. The bound and unbound states were determined according to the angle 

and distance measurements of the corresponding WT crystal structures. All the systems displayed 

calculated angles that are close to the unbound crystal structure angle values, although the 

distances do vary between the bound and unbound crystal structure distances. Considering both 

the measurements we can cluster the WT, V52I, and V52Q into the unbound state at 1 bar. 

However, it is difficult to relate the V52A and V52G to either the bound or unbound states at 1 

bar.  
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Figure 6.4 Distance between the C-alpha atoms of residue 96 in chain A and chain B of WT, 

V52I, V52A, V52Q, and V52G at 1 bar (black) and 3 kbar (red). Dashed lines represent the 

distance obtained from the bound (upper dashed line) and unbound (lower dashed line) 

crystal structures. 
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The corresponding data at 3 kbar indicates that the V52G mutant prefers the unbound state, 

while the V52A mutant prefers the bound state at higher pressure. Therefore, the hydration level 

of the bound state appears to be higher, and therefore the volume appears to be lower for the V52A 

mutant. We could not relate the WT, V52I, and V52Q mutants to the bound or unbound state at 

higher pressure. However, it must be kept in mind that the bound and unbound reference states 

correspond to the WT crystal structure, and this may change for the structure of the variants. 

Moreover, it is difficult to assign the conformations to the bound or unbound since the differences 

are very small for these two states. As mentioned in the previous chapter, the root-mean-square 

deviation (RMSD) between the N-subdomains after fitting to the lower C-subdomains is 0.2 nm 

for the bound and the unbound crystal structures. 

 

 

 

Figure 6.5 Schematic representation of distance vs angle measurements at 1 bar (left) and 3 

kbar (right). Red squares represent the bound and unbound states determined according to 

the DNA bound and unbound crystal structures.  
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Figure 6.6 RMSD from an ideal helix for HH in chain A (black) and chain B (red) of WT, 

V52I, V52A, V52Q, and V52G at 1 bar (left column) and 3 kbar (right column). 
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Figure 6.6 shows the time histories for the RMSDs from an ideal helix for all the HHs. We 

can observe that the HHs display different stabilities among the variants under ambient conditions 

and in response to pressure. The RMSDs for the HHs of the V52A and V52Q mutants are very 

small, indicating that the HHs are stabilized upon mutating to alanine or glutamine at 1 bar. We 

observe that the HHs are stabilized under pressure for most of the systems except for V52A and 

V52Q. We expected the V52A mutant to display the most stable HHs at higher pressure since the  

 

 

 

Figure 6.7 Water probability distribution around selected residues (giw) as a function of 

distance in the bound (black) and the unbound (red) state of V52A at 1 bar. Top two rows of 

the figure show the giw for residues in chain A, while the bottom two rows show the giw for 

the corresponding residues in chain B. The bound and unbound states were determined only 

considering the angle data. 
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experimental data indicate that it strongly binds to DNA, and the HHs are stable in the presence 

of DNA. However, the HHs of V52A are less stable at 3 kbar compared to that of 1 bar. Longer 

simulations might be needed to draw further conclusions from the HHs stabilities. 

 

Figure 6.7 shows the probability of finding a water molecule around the residues that are 

within 5 Å of residue 52 of the V52A mutant. We notice that there was no water in the local vicinity 

of A52 in the unbound state. Additionally, the A53 and Q55 residues in both chains show a 

difference in hydration between the bound and unbound states. This suggests that the hydration of 

residues 52, 53 and 55 are most affected during the conformational transition. We observed that 

the residues 50-53 are most affected during the conformational transition for the WT (chapter 5-

Figure 5.9) However, there was no significant difference in hydration for the Q55. The water 

probability distributions for the V52I, V52Q, and V52G mutants are shown in the appendix. 

However, for these calculations the bound and unbound states were defined by considering only 

the angle calculations as described in the analysis section. The angle and distance calculations give 

contradicting observations and, therefore, the angle calculations only may not give an accurate 

definition for the bound and unbound states.  

  

6.4 Conclusions 

Four variants of the LacI dimer, which were obtained by mutating the 52nd position of the 

LacI, were studied at 1 bar and 3 kbar using molecular dynamics simulations. The motion of the 

N-subdomains of each variant were captured by calculating the angle vector between the domains 

and the distance between the residue 96 in Chain A and chain B. Our results suggest that there can 

be intermediate states during the conformational transition from DNA bound to the DNA unbound 

state. The variations in binding affinity for the different variants can be somewhat explained using 
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the simulated hydration changes as we have observed different levels of hydration for these 

variants. However, we need to perform longer simulations and further analysis to correlate and 

rank the observed simulation data with the experimental results, and to identify the particular 

residues in each variant that are responsible for different binding affinities towards the DNA. 

 

6.5 Supporting Information 

 

 

Figure S 6.1 Water probability distribution around selected residues (giw) as a function of 

distance in the bound (black) and the unbound (red) state of V52I at 1 bar. Top two rows of 

the figure show the giw for the residues in chain A, while the bottom two rows show the giw 

for the corresponding residues in chain B. The bound and unbound states were determined 

only considering the angle data. 
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Figure S 6.2 Water probability distribution around selected residues (giw) as a function of 

distance in the bound (black) and the unbound (red) state of V52Q at 1 bar. Top two rows of 

the figure show the giw for the residues in chain A, while the bottom two rows show the giw 

for the corresponding residues in chain B. The bound and unbound states were determined 

only considering the angle data. 
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Figure S 6.3 Water probability distribution around selected residues (giw) as a function of 

distance in the bound (black) and the unbound (red) state of V52I at 1 bar. Top two rows of 

the figure show the giw for the residues in chain A, while the bottom two rows show the giw 

for the corresponding residues in chain B. The bound and unbound states were determined 

only considering the angle data. 
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Chapter 7 - Conclusions and Future Work 

 

Simple nonpolarizable force field parameters were developed for the study of glycerol, 1,2-

ethanediol, 1,2-propanediol, and 1,3-propanediol in solution using the Kirkwood-Buff theory of 

solution as a guide.  All the models reasonably well reproduced the experimental Kirkwood-Buff 

integrals. Some other thermodynamic, kinetic and physical properties for the pure liquids and 

binary mixtures were also calculated and most of them were in good agreement with the 

experimental data. The parameters developed for the glycerol can be used to model the head group 

of the phospholipid molecules in progress. 

Chapter 3 and 4 illustrated our new approach to calculate the partial molar volume and 

compressibility of proteins at infinite dilution using fluctuation solution theory. This approach 

does not use any subjective definitions and, for parameters for the protein volume and 

compressibility. In chapter 3, the factors that contribute to the very low compressibilities of 

proteins were discussed by decomposing the compressibility into residue-based and 

physicochemical group-based contributions. Furthermore, the contributions from volume 

fluctuations to the compressibility were considered. Our results suggest that the negatively charged 

residues provide a large negative contribution to the compressibility. However, we need to study 

more proteins to explain the overall small compressibilities of proteins as we have studied only 

the relatively small, neutral and positively charged proteins. In chapter 4, the partial molar volume 

and compressibility of the Ubiquitin protein, and the residue-based contributions to these 

properties, were calculated and compared among the major force fields; AMBER99SB-ILDN, 

CHARMM22*, GROMOS-53A6, and OPLS-AA. Similar trends were observed for the volume as 

a function of pressure. However, different trends were observed for the compressibility as a 



167 

function of pressure for the different FFs. This might be due to the fact that the different FFs use 

slightly different approaches to obtain partial atomic charges. As future work, we are planning to 

study the same properties using the Kirkwood-Buff derived force field (KBFF) for proteins 

developed by Smith group for a complete comparison. Also, the results need to be compared by 

only varying the water model to examine the effect of water models on the results. 

The effect of pressure on the conformation of wild-type (WT) lac repressor protein and 

some of its mutants were studied (chapter 5 and 6). The mutations were made at the 52nd position 

of LacI, which is an experimentally known rheostat position. For the WT LacI, we observed that 

there is an equilibrium between the DNA-bound and unbound states which is sensitive to pressure. 

Our on-going research to understand the effect of pressure on mutants showed that there can be 

intermediate states during the conformational transition from DNA bound to the DNA unbound 

state. We observed different levels of hydration for different mutants, and yet we need longer 

simulations further analysis to fully explain the experimental results. All the simulations of the 

mutants will be extended up to 1 μs. Furthermore, the mutants need to be studied in the presence 

of anti-inducer ligand (ONPF) to examine the differences compared to the WT in the presence of 

ONPF.  
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Appendix A - Rationally Designed Peptide Nanosponges for Cell-

Based Cancer Therapy 
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Appendix B - SLTCAP: A Simple Method for Calculating the 

Number of Ions Needed for MD Simulation 
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Appendix C - Peptide Nanosponges Designed for Rapid Uptake by 

Leucocytes and Neural Stem Cells 
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