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Accurate ab initio calculations of the ratio of double-to-single ionization of Ne atoms in strong laser fields
are difficult due to the many-electron nature of the target. Here, with accurate total cross sections carefully
evaluated by using the state-of-the-art many-electron R-matrix theory for both electron-impact ionization and
electron-impact excitation of Ne+, we simulate the total double-ionization yields of Ne2+ in strong laser fields at
780 and 800 nm for pulse durations in the range from 7.5 to 200 fs based on the improved quantitative rescattering
model. The corresponding single-ionization yields of Ne+ are calculated within the nonadiabatic tunneling model
of Perelomov, Popov, and Terent’ev. The ratio of double-to-single ionization of Ne is then obtained from the
calculated double- and single-ionization yields. By normalizing the ratio to the one calculated from solving
the time-dependent Schrödinger equation for a short few-cycle pulse, we make quantitative comparisons of our
results with experimental data to show that our model predicts the experimental findings very well. Finally, we
analyze the pulse-duration dependence of the double-to-single ionization ratio.
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I. INTRODUCTION

Nonsequential double-ionization (NSDI) is the simplest
and most fundamental correlated strong-field phenomenon. It
has been extensively studied both experimentally and theo-
retically for more than three decades (for a review, see, e.g.,
Ref. [1]). The first evidence that strong-field NSDI occurs in
favor of the classical recollision model [2,3] was provided by
the very early experimental measurements of the total yield
of doubly charged ions as a function of laser intensity [4–7],
in which a characteristic knee structure was observed. The
observed knee structure has certainly captured the attention
of theorists. Several approaches, such as the quasistatic model
[3], a simplified two-electron model including the effect of
the outer electron on the inner one through a time-dependent
potential [8], the S-matrix theory [9,10], and the classical
ensemble model [11], have been employed. Although all
the above theoretical simulations successfully reproduced the
knee structure, quantitative comparison with experimental
findings showed some discrepancies, especially for Ne atoms
in strong laser fields with a wavelength of 780 nm [10]. While
double-ionization yields versus laser intensity can be mea-
sured, it is preferable to study the ratios of double-to-single
ionization yields. These ratios are more accurately determined
in experiments and hence provide a more stringent test of the
theoretical models.

Among all the rare-gas atoms, Ne is the one for which
the simulated double-to-single ionization ratios deviate most
from experiment. It was reported two decades ago that a
sensitive measure of the intensity dependence of the double-
to-single ionization ratio of Ne in a strong 780-nm laser
field decreases by approximately a factor of 10 below the
saturation intensity where the absolute ratio is about 1.8 ×
10−3, which is very similar to the measurement for He [12].
Interestingly, the early simulated results by the semiclassical
model were significantly different for Ne and He, and they
substantially underestimated the experimental values for both
Ne and He [12]. By now, the measured intensity dependence
of the double-to-single ionization ratio of He in 780-nm laser
pulses [12] has already been remarkably well reproduced by
several theoretical models [10,13–15]. On the contrary, the
Ne2+/Ne+ ratio measured in the same range of intensity at
the same wavelength has only been simulated by the S-matrix
theory, which overestimates the experimental data by a factor
of 15 [10].

According to the classical recollision model, an electron
that initially tunneled out from an atom could be driven back
to the nucleus to collide with a bound electron and set it free
in the combined atomic and electric-field potential. For long
pulses, electrons that have been released earlier may return
at different times. As a result, the total probability of double
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ionization depends on the number of returns and therefore on
the number of optical cycles in the laser pulse. The pulse-
duration dependence of the double-to-single ionization ratio
was studied by Bhardwaj et al. [16] by measuring the ratio
of Ne2+/Ne+ yields as a function of peak intensity in 50 and
12 fs pulses with the wavelength of 800 nm. Bhardwaj et al.
also performed numerical simulations by using a semiclas-
sical model based on the rescattering mechanism. However,
quantitative comparisons with the experimental data were not
available, since the calculations were only performed for He
due to the lack of sufficient theoretical and experimental data
of total cross sections (TCSs) for electron-impact ionization
and electron-impact excitation of Ne+ ion at that time.

Recently, we calculated the TCSs for electron-impact
ionization and electron-impact excitation of Ne+ ion using
the state-of-the-art many-electron R-matrix (close-coupling)
theory. With these carefully evaluated TCSs, we were able
to simulate the ratio of Ne2+/Ne+ yields as a function of
peak intensity in a 40 fs pulse with a wavelength of 400 nm.
Indeed, the calculated results are in very good agreement with
experiment [17].

In the present paper, the ratio between double and single
ionization of Ne by intense laser pulses at wavelengths of 780
and 800 nm with different pulse durations in the range from
7.5 fs to 200 fs are simulated. We aim to make quantitative
comparisons of our model results with the experimental data.
Special attention is also paid to the pulse-duration dependence
of the ratio between double and single ionization. Unless
specified otherwise, atomic units are used throughout this
paper.

II. THEORETICAL MODEL

The theoretical model used in this paper to simulate the
double-to-single ionization ratio for atoms in linearly polar-
ized laser pulses was presented in detail in Refs. [15,17].
Hence we only give a brief review here.

To obtain the ratio of double-to-single ionization as a func-
tion of laser intensity, both the double- and single-ionization
yields need to be evaluated. The total single-ionization yield
can be obtained reliably by using the standard strong-field ap-
proximation [18,19], which was also referred to as SFA1 [20].
Alternatively, a simpler ionization model proposed by Perelo-
mov, Popov, and Terent’ev (PPT) [21], which was improved
later by Popruzhenko et al. [22], is often preferred. Recently,
the improved PPT model was used to calibrate the laser in-
tensity in strong-field ionization experiments [23]. It was also
demonstrated that the PPT model is fully capable of repro-
ducing single-ionization probabilities for atoms in laser fields
from the multiphoton to the tunneling-ionization regimes [24].
While the SFA1 model was used in Refs. [15,17], in the
present paper we employ the improved PPT model to calculate
the single-ionization yield for Ne atoms.

To calculate the total nonsequential double-ionization
yields, we employ the improved quantitative rescattering
(QRS) model [15,17], in which the lowering of the required
energy for electrons to escape from the nucleus at the time
of recollision, due to the presence of an electric field, is
taken into account. The QRS model was first proposed for
high-order above-threshold ionization (HATI) attributed to

elastic scattering of the returning electron from the parent
ion [25]. The past decade has witnessed great success of the
QRS model in dealing with various laser-induced rescattering
processes [26,27].

According to the QRS model [25], the momentum distri-
bution of the HATI photoelectron with momentum p can be
factorized as the product of a returning electron wave packet
(RWP) and the elastic electron differential scattering cross
section (DCS),

D(p) = W (kr )
dσ (kr, θr )

d�r
, (1)

where dσ (kr, θr )/d�r is the DCS for an electron with a
momentum of magnitude kr to be scattered at an angle θr with
respect to the direction of the returning electron, and W (kr )
is the RWP describing the momentum distribution of the
returning electrons. The detected photoelectron momentum p
and the momentum kr of the scattered electron are related by

p = kr − Ar, (2)

with

kr = 1.26|Ar |, (3)

where Ar is the instantaneous vector potential at the time of
recollision.

Applying the QRS model to NSDI, the total ionization
yield in a linearly polarized laser pulse with electric field
along the z axis can be expressed by [17]

Y2+ =
∫

dEr[WL(Er ) + WR(Er )]

× [σexc(Er + 2
√

|Fr |) + σe2e(Er + 2
√

2|Fr |)], (4)

where Er = k2
r /2 is the energy of the returning (incident)

electron, Fr is the electric field at the instant of recollision,
σexc (σe2e) is the TCS for laser-free electron impact excitation
(ionization) of the parent ion, and WL (WR) is the RWP for
electrons returning to the parent ion along +ẑ (−ẑ). Here we
assume that all excited atomic ions will be ionized in the
subsequent strong laser field. It should be noted that, similar to
Eq. (4), factorization of the double-ionization yield was also
suggested by Kuchiev [28], who proved that the two-electron
amplitude may be presented as a product of the amplitude for
single-electron ionization and the amplitude for electron-ion
inelastic scattering in the presence of a laser field.

The RWP in Eq. (4) can be evaluated by using Eq. (1),
in which the HATI photoelectron momentum distributions are
calculated based on the second-order strong-field approxima-
tion (SFA2) [20,25] while the elastic scattering DCSs are
calculated within the plane-wave first-order Born approxima-
tion (PWBA). It should be noted that, in the calculations of
the RWP for NSDI of Ne in laser fields of long pulses and
high intensities, the depletion of the ground state is taken into
account in the SFA2 model. In our previous work [17], we
used a hydrogen-like wave function to describe the ground
state of Ne. Here, the ground-state wave function is obtained
by an expansion in a Slater basis, where the radial part takes
the form

R2p(r) =
∑

i

ci
1√

(2ni )!
(2ξi )

ni+1/2rni−1e−ξir . (5)
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The parameters ci, ni, and ξi are given by Clementi and Roetti
[29].

The TCSs for laser-free electron-impact excitation and
electron-impact ionization of the Ne+ ion are calculated with
the close-coupling with pseudostates method using the fully
parallelized B-spline R-matrix code [30]. In such calcula-
tions the many-electron correlation effects are included at the
“state-of-the-art” level typically used in laser-free electron-
impact excitation and ionization cross-section calculations.

It should be emphasized that absolute values for both
double- and single-ionization yields have to be obtained in
order to simulate the double-to-single ionization ratio. Since
the SFA2 model is unable to reproduce absolute RWPs, the
simulated double-ionization yields using Eq. (4) do not give
the correct absolute double-ionization yields. However, it has
been demonstrated that, except for a normalization factor, the
RWP from SFA2 exhibits the same momentum or energy de-
pendence of the laser-induced returning electron as the RWP
obtained from solving the time-dependent Schrödinger equa-
tion (TDSE) [25]. Since the RWP from the TDSE (WTDSE) is
absolute, the absolute RWP (Wabs) for a laser pulse at a peak
intensity I with a wavelength λ and a pulse duration � can be
obtained by renormalizing the RWP from SFA2 (WSFA2) [17]
according to

Wabs(I, λ, �) = C(I, λ, �)WSFA2(I, λ, �), (6)

where the normalization factor is given by

C(I, λ, �) = WTDSE(I, λ, �)

WSFA2(I, λ, �)
. (7)

Nevertheless, the above equations only mean that
Wabs(I, λ, �) = WTDSE(I, λ, �). However, as will be
demonstrated in the next section, the normalization factor
is almost independent of the pulse duration. Consequently,
Eq. (7) can be approximately rewritten as

C(I, λ, �) � C
(
I, λ, �′) = WTDSE

(
I, λ, �′)

WSFA2(I, λ, �′)
. (8)

Since RWP calculations by solving TDSE can hardly be
performed for long pulses at high intensities, we chose a
few-cycle short pulse with �′ = 5 fs in the actual calculations
for the normalization factor. For single ionization, we applied
a similar procedure using the ionization probability from solv-
ing the TDSE for a short pulse at low intensity to renormalize
the ionization probability from the PPT theory. Details of the
TDSE calculations and the normalization procedure can be
found in Refs. [31] and [17], respectively.

III. RESULTS AND DISCUSSION

To evaluate the total NSDI yield for Ne at a single peak
intensity using Eq. (4), we need to prepare the TCSs for
electron-impact ionization and electron-impact excitation of
Ne+ as well as the RWPs of the returning electrons. By
single peak intensity, we mean that no focal volume integral is
performed in the calculations. Figure 1 displays the TCSs cal-
culated with the R-matrix method. For electron-impact excita-
tion of Ne+, the TCSs for excitations to the 12 excited states
from 2s2p6 to 2s22p45 f are evaluated explicitly. Excitations
to higher excited states are neglected based on the n−3 scaling
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FIG. 1. Total cross sections for electron-impact ionization and
excitation of Ne+ from the ground state. Excitation of the config-
urations (a) 2s2p6, 2s22p43s, 2s22p43p, and 2s22p43d; (b) 2s22p44s,
2s22p44p, 2s22p44d , and 2s22p44 f ; (c) 2s22p45s, 2s22p45p,
2s22p45d , and 2s22p45 f . Panel (d) shows the summed total cross
sections for ionization and excitation of all configurations in panels
(a)–(c).

law. As demonstrated in Figs. 1(a)–1(c), the present numerical
calculations are consistent with the well-known energy depen-
dence that the TCSs for each excited state first grows with the
incident electron energy from the threshold to a peak, which is
then followed by a smooth decrease as the electron energy is
further increased. Sharp narrow resonances lying close to the
threshold energies for some low-lying excited states are also
predicted. From the calculated results, it is interesting to see
that the TCSs for excitation to the lowest excited state 2s2p6

are substantially larger than those for all other excited states.
This is in contrast to the case of Ar+, in which excitation to
3s23p43d is dominant owing to the large overlap of the 3d
orbital with the 3p orbital [32]. The sum of the TCSs for
excitations to the 12 excited states from 2s2p6 to 2s22p45 f
is shown in Fig. 1(d); it exhibits a similar energy dependence
as those for each individual excited state. On the other hand,
it can be seen from Fig. 1(d) that the energy dependence of
the TCSs for ionization is substantially different from that for
excitation. Close to threshold, the ionization cross sections
increase slowly with increasing incident energy, becoming
comparable to the excitation cross sections around 100 eV
before reaching a maximum just below 230 eV. The energy
dependence of the TCSs for excitation and ionization shown
in Fig. 1(d) indicates that excitation dominates NSDI in Ne
for laser intensities below 5.2 × 1014 W/cm2, corresponding
to the highest returning electron energy of approximately
100 eV. For higher intensities, on the other hand, the relative
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FIG. 2. Returning electron wave packets WR(Er ) for Ne in lin-
early polarized 800-nm laser fields with pulse durations of (a) 7.5 fs,
(b) 12 fs, (c) 50 fs, and (d) 200 fs at single peak intensities of 3, 6,
and 10 × 1014 W/cm2, respectively. The sharp rapid oscillations in
the returning electron wave packets were smoothed out to improve
the visibility.

contributions from excitation decrease with respect to the
contributions from ionization.

It is well recognized [32,33] that laser-induced excitation
affects the NSDI yield and could be a primary route to
NSDI, especially at low laser intensities, since excitation cross
sections are typically larger than the ionization cross sections
[34]. Of course, in the meanwhile, ionization cross sections
alone have also been shown [35] to give significant insight
into NSDI. Previously, in the simulations for total ionization
yields of doubly charged ions, the Lotz formula [36] as well
as other empirical formulas [37] were widely used to evaluate
the TCSs for electron-impact ionization and electron-impact
excitation of ions [10,38–40]. From a purely theoretical point
of view, empirical formulas (even if they work well for some
cases) are certainly inferior, irrespective of their convenience.
Therefore, accurate cross sections for both electron-impact
ionization and electron-impact excitation of ions, such as the
TCSs obtained with the R-matrix method shown in Fig. 1, are
highly desirable.

Figure 2 displays the RWPs for Ne in a linearly polarized
800-nm laser field with pulse durations of 7.5, 12, 50, and
200 fs at the individual peak intensities of 3, 6, and 10 ×
1014 W/cm2, respectively. From Eq. (4), one can see that
the RWPs WR(Er ) and WL(Er ) actually indicate the weight
of the contribution to the total yield of doubly charged ion
at incident energy Er . For laser pulses longer than 12 fs,
WR(Er ) = WL(Er ). As expected, each RWP starts with a fast
drop at low energies before becoming flat in the plateau region
with a cutoff at 3.17Up, where Up is the ponderomotive
energy. Nevertheless, while the plateau of the RWP at the
intensity of 10 × 1014 W/cm2 is about five times higher than
that at 6 × 1014 W/cm2 for the pulse durations of 7.5 and 12
fs, the difference in height of the plateau between the two
intensities becomes smaller for longer pulses. For the 200 fs
laser pulse, the RWPs at 6 and 10 × 1014 W/cm2 lie almost
on top of each other in the plateau region. This is due to the
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FIG. 3. Double- and single-ionization yields for Ne exposed to
linearly polarized laser pulses at 800 nm with pulse durations of
(a) 200 fs and (b) 50 fs. The experimental data shown in panels
(a) and (b) are taken from Larochelle et al. [41] and Bhardwaj et al.
[16], respectively. The simulated results from the QRS model for
double ionization and the PPT model for single ionization are nor-
malized for good visual agreement with experiment. The calculations
include the integration over the focal volume of the laser. The inset
shows the measured knee structure in the double-ionization yield for
200 and 50 fs pulses, respectively.

ionization yield becoming saturated at high laser intensities
before the pulse is over for long pulses.

With the calculated RWP at each intensity and the precal-
culated TCSs for both excitation and ionization, the total yield
of doubly charged ion for NSDI at each individual intensity
can be evaluated by using Eq. (4). Furthermore, by taking into
account focal volume averaging, the obtained total yield for
doubly charged ions as a function of the experimental peak
laser intensity can be compared directly with the experimental
data. In Fig. 3, we compare the simulated double- and single-
ionization yields with the experimental measurements for Ne
exposed to linearly polarized laser pulses at 800 nm with
pulse durations of 200 fs [41] and 50 fs [16], respectively.
The experimental and the theoretical results agree remarkably
well for the intensity range considered here. In the inset of
Fig. 3, one also observes that the characteristic knee structure
measured in the experiment for 200 fs appears at lower
intensity than it does for 50 fs. As explained before, this is
due to the saturation onset occurring at a lower intensity for
longer pulses [31].

As mentioned in the previous section, to simulate the
double-to-single ionization ratio, one needs to obtain the abso-
lute values for both double- and single-ionization yields. The
absolute values for double-ionization yields can be obtained
by calibrating the RWP from SFA2 by using Eq. (8). Since
TDSE calculations are extremely formidable for long laser
pulses at high intensities, we only evaluated the RWP by
solving the TDSE for Ne in a linearly polarized 800-nm
laser field with pulse durations of 5 and 10 fs at single peak
intensities of 1.8, 2.5, and 3.6 × 1014 W/cm2. In Figs. 4(a)–
4(c) some of the calculated RWPs of TDSE are compared
with the corresponding RWPs of SFA2 with normalization
factors. With these normalization factors, the RWPs of SFA2
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FIG. 4. Comparison of the returning electron wave packets from
TDSE and SFA2 for Ne in a linearly polarized 800-nm laser
field with parameters of (a) 5 fs and 1.8 × 1014 W/cm2, (b) 10 fs
and 1.8 × 1014 W/cm2, and (c) 5 fs and 3.6 × 1014 W/cm2. Panel
(d) shows the ratio of the single-ionization yield from TDSE (Y +

TDSE)
over the single-ionization yield of PPT (Y +

PPT) for Ne in a linearly
polarized 800-nm laser field as a function of intensity for pulse
durations of 5 and 10 fs, respectively. In panels (a)–(c), the returning
electron wave packets of SFA2 are renormalized according to the
corresponding TDSE results.

are in very good agreement with those of TDSE at the plateau
region. This clearly indicates that the RWP of TDSE can
be well reproduced by the SFA2 model with an appropri-
ate rescaling factor. In addition, it is demonstrated that the
normalization factors for different laser pulses and different
laser intensities are quite close. Consequently, one can de-
duce that the normalization factor does not depend on the
pulse duration or the laser intensity. It should be noted that
the RWPs of TDSE are extracted from the two-dimensional
momentum distributions. Since the contributions from direct
ionization and laser-induced rescattering cannot be separated
in the HATI spectra of TDSE at energies below 4Up, the
RWP of TDSE in the low-energy region, where the RWP
decreases rapidly, includes impurity from direct ionization.
This impurity makes it much larger than the RWP of SFA2
where direct ionization is excluded. Similarly, one can also
use the TDSE results to calibrate the total ionization yields
from the PPT theory. In Fig. 4(d) we show the ratio of the
single-ionization yield from TDSE over the single-ionization
yield of PPT for Ne in a linearly polarized 800-nm laser
field as a function of intensity for pulse durations of 5 and
10 fs, respectively. It is interesting to see that the ratios of
Y +

TDSE/Y +
PPT at different intensities are almost constant and

very close to 1. This indicates that the PPT theory is a good
candidate to evaluate the total single-ionization yield, and the
ratio of Y +

TDSE/Y +
PPT does not depend on the pulse duration and

the laser intensity, either. We should emphasize that this pulse-
length-independent normalization is valid only at intensities
when ionization saturation has not occurred yet and for pulses
that are not too short such that a carrier-envelope-phase (CEP)
dependence is significant.

FIG. 5. Ratio between double and single ionization as a function
of intensity for Ne exposed to linearly polarized laser pulses with
(a) pulse duration of 200 fs at a wavelength of 800 nm and pulse
duration of 120 fs at a wavelength of 780 nm, and (b) pulse durations
of 7.5, 12, 50, and 200 fs at a wavelength of 800 nm. In panel (a),
the present simulations are compared with the experimental data of
Larochelle et al. [41] and Sheehy et al. [12], as well as with the
S-matrix calculations of Becker and Faisal [10]. In panel (b), the
present results are compared with the experimental data of Bhardwaj
et al. [16]. See text for details.

Once the total ionization yields for both double and sin-
gle ionizations are renormalized, one is ready to obtain the
double-to-single ionization ratio. In Fig. 5(a), the present sim-
ulated double-to-single ionization ratios for Ne exposed to a
linearly polarized 200 fs laser pulse at a wavelength of 800 nm
and by a 120 fs pulse at a wavelength of 780 nm are compared
with the experimental data. For the 200 fs 800-nm pulse, the
experimental double-to-single ionization ratios are deduced
from the measured total ionization yields of Ne2+ and Ne+

by Larochelle et al. [41]. The simulations agree very well for
intensities up to 8.0 × 1014 W/cm2. For the 120 fs 780-nm
pulse, an earlier calculation was reported by Becker and Faisal
using the S-matrix theory [10]. Comparing our present results
and theirs with the experiments reported in Sheehy et al. [12],
the two calculations for the ratios are about 2 and 15 times
higher than the experimental data. Since the wavelengths used
in the two experiments are quite close and the pulse durations
are multiple cycles, we would expect the double-to-single
ionization ratios in the two experiments to also be close to
each other. Given that we have good agreement with the data
of Larochelle et al. [41], we suggest that the data of Sheehy
et al. [12] were underestimated. The larger discrepancy from
Becker and Faisal [10] is not unexpected, since they used
a much simpler model and many-electron correlation effects
were not included in their theory.

In Fig. 5(b), we compare the present model calculations
with the experimental data of the double-to-single ionization
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ratio for Ne in laser pulses at 800 nm with pulse durations of
50 and 12 fs performed by Bhardwaj et al. [16]. The latter
were multiplied by a factor of four such that the data for
Ne in a 50 fs pulse are comparable to the measurements of
Larochelle et al. [41] in a 200 fs pulse. After this renormal-
ization, we note that our results for the 50 fs pulse are in
good agreement with the data of Bhardwaj et al. [16]. For the
12 fs pulses, experimental data are not available for intensities
below 8 × 1014 W/cm2. Above this intensity, the measured
Ne2+/Ne+ ratios with the 12 fs pulses are about 60% lower
than those for the 50 fs pulses, after the same factor-of-four
renormalization, thereby indicating a pulse-duration depen-
dence of the ratio of double-to-single ionization for short
pulses. Such pulse-duration dependence is seen in our theoret-
ical simulations in Fig. 5(b) where the ratios were calculated
for pulse durations of 50, 12, and 7.5 fs, respectively. Note
that all the theoretical simulations and experimental data
indicate that the double-to-single ionization ratios increase
with laser intensities. This is not the case for the experimental
data at the two intensity points for the 12 fs pulses shown
Fig. 5(b).

As mentioned in Sec. I, Bhardwaj et al. [16] also performed
theoretical simulations, using the semiclassical model [33]
based on the rescattering mechanism, to predict the pulse-
duration dependence of the double-to-single ionization ratio.
In the semiclassical simulations, the probability for the recol-
lision of the active electron with the parent ion, including not
only ionization but also excitation to all states, is determined
by the total inelastic cross section of this collision. However,
in Ref. [16] calculations were only performed for He due to
the lack of theoretical or experimental data for total inelastic
cross sections for the Ne+ ion.

According to the QRS model used in our simulations, the
pulse-duration dependence of double ionization related to the
rescattering process is attributed mainly to the pulse-duration
dependence of the RWP. In Fig. 6 we show the ratio of the
total yield Y R of the returning electrons to the total yield Y + of

single ionization of Ne by 800-nm pulses, at a single peak in-
tensity of 6.0 × 1014 W/cm2, as a function of pulse duration.
The yield of returning electrons is obtained by integrating the
RWP over the returning electron energies above the threshold.
Since the RWP for short pulses depends on the CEP, the
RWPs used here are CEP-averaged. One can see that the
ratio Y R/Y + increases rapidly with increasing pulse duration
until 15 fs, followed by a slower increase toward a constant
for durations above 30 fs. Figure 6 clearly demonstrates that
the ratio Y R/Y + reveals a very simple pulse-duration depen-
dence, which mainly reflects the pulse-duration dependence
of the double-to-single ionization ratio. According to the
QRS model, the ratio Y R/Y + shown in Fig. 6 is expected
to be independent of the target, but it depends only on the
properties of the laser pulses used in experiment. We comment
that other models in the literature interpret the pulse-duration
dependence based on specific calculations. For example, Ho
and Eberly [42] attribute the pulse -duration dependence to
multiple recollisions or Coulomb focusing [43].

IV. CONCLUSIONS

We have simulated the double-to-single ionization ratio for
Ne atoms exposed to a linearly polarized laser pulse at 780 nm
with pulse duration of 120 fs and laser pulses at 800 nm with
pulse durations of 7.5, 12, 50, and 200 fs. The simulated re-
sults are compared directly with available experimental data.
For 780-nm and 120 fs laser pulses, the present QRS model
predicts double-to-single ionization ratios that are higher by
about a factor of two than the experimental data [12]. Nev-
ertheless, the double-to-single ionization ratio deduced from
the measured double- and single-ionization yields for Ne in
an 800-nm 200 fs pulse [41] is well reproduced by our model
calculations. The present simulations are also found to be in
good agreement with the renormalized experimental data of
Bhardwaj et al. [16] for the double-to-single ionization ratio of
Ne in 800-nm pulses with pulse durations of 50 and 12 fs. The
experimental data of Bhardwaj et al. [16] were renormalized
such that the double-to-single ionization ratio in a 50 fs pulse
is comparable to that for a 200 fs pulse. This is justified by
the finding that a pulse-duration dependence is not expected
above about 30 fs, as shown in Fig. 6. The present work
indicates that, with accurate cross sections for electron-impact
ionization and excitation of Ne+ available from our R-matrix
calculations, the NSDI processes for Ne under an intense laser
pulse can be readily simulated and the results be compared
directly to experiments. The theoretical methods presented
here can be extended to NDSI for Ne by other lasers, including
multicolor laser pulses.
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