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CHAPTER I

INTRODUCTION AND STATEMENT OF THE PROBLEM

As hydrocarbons have become more scarce and expensive in the last few
years, this nation has started to look towards alternate forms of ensrgy to
fuel the cars, the homes and the economy of this soclety. Researchers are
considering fission, fusion, geothermal and solar sources as means of bridging
the energy gap. These and other alternate sources are all in various stages
of development, but none will be as easy to use as the hydrocarbons, nor as
inexpensive. Yet if the global society is to continue on its course of im-
pro&ement, the alternate sources of energy must be developed even though it
1s an immense finaneial and technologiecal task.

The wind is a2 form of solar energy that has been used as a power source
for thousands of years. The World Meteorological Organization has estimated
that 20 x 10”7 K of wind power is avallable at "selected sites" throughout
the world (1), yet the total electric generating capaeity of the world was of
the order of 1 x 107 KV in the early 1970's. More recent estimates of enercy
production from the wind for the United States indicate that nearly 1.5 x 10'°
kKWh could be produced annually from sites in the 48 continental states plus
Alaska, When it is considered that in 1972 the United States consumed rough-

ly 1.6 x 1012

K'h, it is realized that the wind might be the source of energy
that will enable the eountry to get over the hump into the fusion era.

The first step in utilizing the wind is in determining which of the Ysel-
ected sites" are the most promising. Various regional and national wind en-
ergy surveys have indicated that the Great Plains, Eastern Seaboard, Great

Lakes, Aleutian Islands, and offshore New England are areas of generally

high wind energy potential. Within a region of good potential, the problem



of identlifying the very best sites is lmperative. Beocause the power in the
wind is proportional to the velocity cubed, there is a strong motivation to
find those sites that have the highest wind velocities. A site that has wind
speeds that are 10% greater than at an adjacent site can generate roughly 30%
more power theoretically for the same capital investment. Obviously siting
has a strong influence on the economic success of a wind generator.

Good wind potential surveys are based on wind velocity distribution data
instead of mean veloeities. Becauss of the cuble power response, a wind that
blew 4.5 mfs 50% of the time and 8.9 m/s 50% of the time would average 5.7 m/s
and yot yileld 304 more average theoretical power than a steady wind of 6.7 n/s.

Wind surveys are based on records from existing weather stations, many of
which are airports. Usually these stations are physically located away from
hills, wooded areas, large buildings, ete., all of which influence the wind.
In féet, since the influence of the surface features on the wind is not per-
fectly understood, it is very difficult to extrapolate from wind records to the
sarrounding area. Although the turbulance in the wind near the earth's sur=-
face can be accounted for in some 1dealized instances, the fact remains that
accurate predictions of what the wind will do can not be made, given only the
mean velogities arnd surfaes characteristies.

Wind potential estimates are based on standard three hour readings. At
most stations the 60 second mean velocity is recorded every three hours. Some
stations record more often, others record for less than 24 hours per day. The
fact remains that the three hour intervals and 60 second averaging periods
do not allow the accurate reconstruction of the instantaneous veloecities from
the existing records. Instantaneous veloeitles are important for several rea-
sons. Without instantaneocus velocities it is impossible to accurately esti-

mate the energy in the wind, Although it is well undsrstood that it is not



possible to recover all of the energy in the wind, for a variety of reasons it
is imperative that ressarchers knmow what the maximum wind energy is. Armed
with this knowledge it will be possible to determine the efficiency of a given
wind turbine at a given site. Also, accurate assessments of the maximum wind
energy will allow more precise development of national and regional wind en-
ergy collection plans.

Beyond the need for a figure representing the energy in the wind, there
is a more practical need for information on the performance of speeiflie wind
turbines at specifie sites. If the performance of differant types of wind
turbines is to be predicted at various sites, instantanesus veloeities are
absolutely necessary. Present wind records are inadequate for anything but
rough estimates of actunal wind energy and turbine response.

The‘problam is twofecld. There is a need for more recordinz stations, and
the records made should be of instantaneous velocities. The data from a net-
work of stations will aid in the analysis of maximum energy potential, turbine
response, collectable energy and the econcmics of wind energy collection,

This thesis will discuss a relatively inexvensivs wind energy and wind
speed distribution analyzer. The analyzer is based on a three cup anememeter
interfaced to a microcomputer. Under program control the anazlyzer can ecollect
and process velocity data to be used in varlous studies. In this particular
implementation, the analyzer is programmed to.indicate the maximum wind energy
collectable by a perfect turbine operating between a given cut-in speed and a
furling speed, and to proecess the velocity data into a wind speed versus dur-
ation histogram.

Additionally, a more detalled examination of the errors involved in prssent
wind potential estimates 1s made along with suggested remedies. Possilble

improvements in the analyzer that would yleld a more versatile instrument are



presented in addition to some sample results. Because the analyzer 1s
based on a microprocessor, a brief description of the incorporation of

the microprocessor into the system is also presented.



CHAPTER II

THE SOURCES OF ERROR IN PRESENT WIND ENERGY ASSESSMENTS

The sources of error in wind energy assessments are traceable to two
basic problems. One is a lack of a model of surface winds that wounld allow
both vertieal and horizontal extrapolation from a given recording station.
The other general source of error is the method of sampling and processing
veloclty data at present recording stations.

The problem of a lack of a good model for surface winds arises from the
immense complexity associated with the wind's interaction with the earth's
surface. Variables such as ground cover, surface topology, atmospheric sta-
bility, ete., all have an offect on the wind in the boundary layer. Under
certain conditions such as flat terrain, strong wind and neutral stability,
models exist that allow estimates of the wind velocity (1,2).

Without an adequate model for all combinations of variables, it is very
difficult to extrapolate from axisfing data at a glven recording station to
the surrounding regicn. Although twenty or more years of good data may ex-
ist for a given recording station at an airport, it is very difficult to
estimate the wind veloelty at a site on a hill just ten miles away. In re=-
glons of interest, such as the Great Plains, the situatioﬁ is acute, as extra-
polation of as much as one hundred miles is necessary due to the lack of
recording stations. Compounding the problem of horizontal extrapolation is
the fact that most recording stations are located at airports or in cities
where few, if any, large turbines will ever be erected. In fact, a siting
requirement for an airport is that it be located away from high wind locaticns.
As such, wind data from airports is expected to indicate less potential wind

in a region than there might actually be.



Vertlcal extrapclation i1s also a problem. When a wind site satisfies
certain terrain and stability requirements, an empirical relationship between
Zgs the anemometer height, Vi, the wind velocity at height Z;, and the vel-
ocity:V at helght Z, can be expressed as:

AR/}

Z Zo

II-1

where ot varies from zero to as much as 0.4. An accepted value of o« is 1/7.
Since this only holds for eertaln atmospheric and surface terrain econditions,
it is not a rule, but a2 guide in helping estimate wind velocities.

Thus there is the additional problem of vertical interpolation. Ths vert-
ical distribution of wind veloeitiass affects wind turbine deslign and sitinz.
Obviously if the wind varies with hsight as some v(z), then to estimate the

wind energy potential it will be necessary to evaluate the integral
b

p*' = v3(z) dz I1-2
a .
where p' will be directly proportional to the energy in the wind, e is the

height of the bottom of the turbine, and b the heizht of the top ¢f the tur-
bine. The varlable z represents the height above ground. Because of the var-
jation in wind veloceity with height, it should be expected that the wind will
exert a bending torque on the turbine. Since the force of the wind is pro-
portional to vz. tha vertical distribution of wind velocities can not be dis=
regarded during the design of the turbine or its supporting structure.

To date no wind energy potential studies have been published that attempt-
ed to extrapolate in a secientific manner, using known surface psrameters,
from existing wind data. Yet it is quite apparent that the wind does vary
in the horizontal and vertical planes away from a data recording statlon., All

studies assume uniform wind over the region surrounding the recording station.



Although this eases the computational problem, it can not accurately estimats
the wind energy potential of a region. Such studies ean help identify large
areas of greater or lesser relative potential, but there is a need for more
information in order to estimate the actual energy avallable.

Another source of error that has been noted by many is the assumed uni-
formity of o , the density of air. As is well known, the power in the wind

doe to its mass and velocity is

p = /A7 II-3
where o 1s the density of air, V is the instantaneous velocity and A is the

cross;secticnal area of the wind turbine. 2 can be determined as

= 1.2929 P = ), II-4
760 T

where P, 1s the atmospheric pressure in mm of mercury, VP is the vapor pres-
sure and T is the temperature in °K. The usual assumption is that all mea-
surements are made at standard temperature-pressure at sea level and that
subsequent. vapor pres;ure changes will have less than a 1% effect on power,
While vapor pressure and atmospheric pressure may be rastricted to fair-
ly narrow ranges, the temperature varies over a yearly range of nearly 50°%
in many regions of the U.S. This corresponds to changes in 2 of 104 to 15%
due only to changes in temperature from 298 XK. Accurate estimations of wind
energy should take temperature into acecount as it can have an important effect
on wind power. Although variations in barometrie and vapor pressure aren't
as large, their influenee on wind power ecan not be overlockei. The decrease
in pressure as elevation increases is well understood and should be inocluded

in the power estimation in all events.



Aside form the very difficult problem of extrapolation in space from a
recording station, there are various computational problems that are invelved
with the present methods of wind energy potential estimation. The effects
of averaging and insufficient sampling speed will now be considered.

The problems of averaging can best be appreciated by considering the dif-
ference between an average cubed and the cube of an average. Consider a non-
negative function f£(t) = 25+ 10 sin (wt), where w = 2n7r/T and T is the

period of the fundamental frequency. When averaged over its period,

My = _1_[(25 + 10 sin(wt)) dt = 25
i

where f(t) denotes the average of f(t). Thus Tt) = 15625. On the othar
hand £2(t) = 15625 + 18750 sin(wt) + 7500 sin?(wt) + 1000 sind(wt) and

T
£3(t) = _%_J;is(t) at = 19375
which is 244 larger than the cube of the average. Admittedly the wind does
not follow such a nice function as 25 + 10 sin(wt), but the point is well
made that. £3(t) = f(t) if £(t) is a non-negative function.

The analogy that comes to mind is that of the concept of average pow-

or in ac. Just as the effective current is defined to be

—
Tons = \/Tjiz(t) dt 1I-5

1t would be convenlent to define an effective wind velocity such that

v. = Q/%fvj(t) dt II-6

rme

where v(t) is the instantaneous wind veloeity and rmc is the "ocube root of
the mean of the cube". For the above example, v,,. = 26.86 .

The wind literature mentions two factors that are related to the idea of



effective wind velocity {3). The energy pattern factor is defined to be

T
4 j;VB(t) dt (t)
Ko = F = II-7

e 3 —(_7)
%.f*:’(t)d e

Likewise the cube factor has been defined by Golding as the ratioc of

to the average wind velocity:

3
- ‘\/% Zv3(t) dt _ Vrme i

[\] T
1-jv(t) dt hd
TJO

Vyme

Furthermore, Golding has defined a term called the usable energy pattern
factory Keons K, takes into account the necessity of physically limiting
the motion of the wind turbine, whether it be vertical or horizontal axis,
in times of high wind velocity. If the turbine were not restrained while
the wind velocity was high, damage could result to the turbine and possibly
to its supporting structure. This maximum allowable velocity is called the
furling veloeity. Kgy 2lso contains a term related to the rated velocity
of the turbine. The rated veloeity is that wind veloecity that will drive
the turﬁina's electrical generator to its rated electrical ocutput. Since
the rated velocity of a turbine-generator may well be less than the furling
speed, betwssn the rated velocity and the furling velocity the turbine is
mechanically restrained so that no more than rated electrical powsr is gen-
erated. The cut-in veloclty 1s that veloelty that will just start driving
the turbine hard encugh to overcome the inherent electrical and mechanical
losses and cause ths generator to produce useable power. Below the cut-in

veloclty no net powsr will be generated by the turbine-generator.
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So if Vp = the rated veloelty, T4y = the number of hours above furling
speed, T2 = number of hours above rated speed but less than furling speed,

and T3 = pumber of hours above cut-in speed, then K, is given as:

T2
%[V; (T2 - T1) + 3v3dt]

e e |

Figure 1 shows the effect of rejecting wind speeds above the furling

I1I-%

speed and limiting the output to the rated capacity for velocities between
the rated velocity and the furling veloeity. Figure 2 shows a represent-
ative wind speed versus duration curve. Although not all wind speed versus
duration curves will have this shape exactly, the curve serves as an exam-
ple of the_quantities T1, T2s T3 in the equation IF9 of K.

Figures 3 and 4 were taken from Golding's book. They were caleulated
from a large number of values tabulated from Meteorclogiecal Office stations
in Great Britain. Note that for relatively low mean wind velocities, X,
is greater than 2. Also note that for mean velocities of under 20 mph that
Kg itself is varying over a range of almost 2:1. Remembering that K, is the
ratio of the average of the eube to the cube of the averagze, there is the
indication that the use of the mean velocity to estimate wind energy will be
in error by a factor of Ky i.e. 2 or more.

The obvious point to be made is that long term mean veloecities can not
be used to correctly estimate wind emergy potential. This has been realized
by worlkters in the wind energy field for some time. So the approach has been

to use the distribution of wind velocities, the wind-speed vs. duration

emrves, instead of mean velocities. Two basic methods have evolved to est-

imate wind energy using wind spesd distributions.
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The most prevalent method is the histogram generation method. Here a
sultable time period, such as a month or a year, 1s examined and the range
of wind speeds are divided into 6 to 10 velocity cells. Typlcally a 6 cell
histogram consists of the groups 0-3 mph, 4=7 moh, 8-12 mph, 13-18 mph, 19-
24 mph, 25-32 mph. Then each of the obssrvations of wind speed, typically
8 per day x 30 days = 240 observations per month, is put into the approp-
riate cell and the various cells are summed up. The data for the hlstogram
of figure 5 is from the month of March, 1952 for Dodge City.

The underlying assumption in histogram generatlon and use is that the
distribution of velocities within the cell is uniform. Then by cubing the
average cell velocity, an estimate of the energy in that band of wveloeities
can be formed. Quite obviously the distribution of veloecities within the
cell will not be uniformly distributed in general. But if the cell width is
small enough, the error in assuming uniform energy distribution can be made
arbitrarily small, It is shown in appendix IV that the error in the uni-

form energy distribution assumption 1s

s 2
% erTor = 1 (width of cell in moh ) 5,410

4 (average cell velocity)2

If the percent error of each cell is then weighted by the cell height
and the welghted errors are summed up, the error in the energy estimate for
figure 5 due to assumed uniform ensrgy distribution is 0.26%. While this
is not a startling amount of error, it is a consistant error and further
indicates that cubed averages, even of small eells, will always underest-
imate the average of the velocity cubed. As the cell widths are decresased
and the number of eells increased, the approximation of the area under the

eurve is more exact and the estimate becomes better.
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The histogram is 5ut one method of estimating wind energy potential.. A
related approach that operates on the data as a whole, as opposed to sequen=-
tial analysis, is that of curve fitting. Instead of summing the areas
in histogram cells as an approximation to the area under the curve, an at-
tempt is made to fit a eurve through the data points on the wind speed-
duration curve., If a curve can be found that fits the data without too muen
error, then integration of an analytic funetion can be substituted for the
summing of cells as in the histogram approach. Various curves have been
proposed such as the gamma and Welbull probability distribution curves (4,5).

The method of fitting the curve to the data ean introduce srrors. The
first step in fitting the curve is to linearizs the function, then the para-
meters of the linearized curve are adjusted to minimize the sum of the squared
error via the well known least squares curve fit. If the straight line

¥y = ax '+ b 1s to be put through the n data palrs (xn, yh), then "a" is given

as
2: .1_ x ;
n i Ji
2= ‘ 2: m-11
3 1y, )°
);xi - n(i=1l
and b 1s
n n
b= i ¥Y1 -a X4 IT-12
n =1 n =1

Note that both the caleculation of a and b involve the generation of aver-
ages, averagzes of products, averages of squares znd squares of averages. As
such the reduction of data via a least squares fit is an averaging process,
and it has already been shown that the cube of an average is not necessarily

a good estimate of an average of a cube. Data reduction 1s a necessity when
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dealinz with masses of data, but there 1s a motivation to find a method
of analysis that will yield better estimates.

Sequential analysis of the data as it comes in 1s a general method that
can yleld improved results. Instead of reducing the data after it has all
oome in, the interest is now in the ordered sequence. Each vslocity sample,
v*, where ¥ denotes a sampled quantity, is cubed forming a v*3 sequence
that can then be numerieally integrated to estimate the wind energy. If the
samples are equally spaced, the interval between samples that minimlzes the
integration error must be determined.

It is well known that the error arising from numeric integration is a
function of the roughness of the function to be integrated. Thus if a
functlon is very rough and shows much variation in an interval of interest,
the original interval must be divided so that no one sub-interval has much
variation in it. In particular if some function f(x) 1is being integrated
wifh x on the interval a to b, the sum of the errors from each integration

interval 1s given as (6):

Eﬁ = - f(u)(oc) (121)4 (b-a)/180 for Simpson'’s rule II-13

Eﬁ =fr () (b-a) h2/24 for the midpoint rule II-ik

T -
Ey = f% (7)) (b-a) h%/12 for the trapezeid rule II-15

where b and a are the right and left endpoints respectively, h is the in-

tegrating interval width, h = —=2

g and e« , P , ¥ are unspecified points

on the interval a to b,

The corresponding integrals are given as:
N-1 N
' Ifb(f) = %- [fo + £y o+ ZZ £, + !-I-Z fi_%] Simpsons's rule II=-16
i=1 i=1
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N
I (£) = hz £ s widpoint: Fils 11-17
=1
N-1
TG00 = b) £y + B{ £o+£,) trepestod rule  II-18
1=1
where f(; is the left endpoint and fy is at the right endpoint.

An experiment, as detailed in Appendix III, was performed to try to eval=-
nate £f* and fcu) nuomerically. In this experiment a 3 cup anememeter was con-
nected to a microprocessor and a TTY, and the wind velocity was recorded each
0.28. From this data, estimates of the different derivatives were caleulated
using numeric methods on the KSU IBM 370/158. Alsc, the intezral of v*3 was
ecomputed using the three rules operating on the same source data. It was
caleulated that sampling intervals of approximately 0.368s, 0.097s, and
0.069s would be required for Simpson's, the midpoint and trapezoid rules
respectively to decrease the accumulated errer to 1% in the worst case.
Using average derivatives instead of maxima : as in the worst case, the
necessary interval widths were 0.622s, 0.356s and 0.252s for the Simpson's,
midpoint, and trapeziod rules respectively. Using all three rules it was
noted that I, converged to the same value when the sampling interval was
0.25. Using this estimated I, as being "ecorrect" for another similar LOs
set of sampled wind wvelocities, the percent errors for the three rules for
intervals of O.4s, 0.8s, 1.6s, 3.2s and 6.4s were calculated and gravhed
(see figure 6). Clearly the sampling interval is much more critical than
the integration rule in reducing error. It is also quite evident that 60
second average velocities sampled on either one hour or three hour intervals
would be totally inadequate for analysis by a sequential method.

1.2 -There is one observation that can be made at this point. All studies
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of wind potential avoid the issue of wind turbine response to the wind. The
studies are of the collectable energy in the wind and give only broad ideas
of how much energy can be collected with a given turbine in a given wind re-
gime. Because there is no accepted model of power response as a function of
instantaneous velocity and because there is no body of data collected relating
those velocities to observed powers, no generalized approach has been made
to take turbine response into aeccount.

In general, the response of a wind turbine is a dynamiecal one that is
a2 function of instantaneous velocity, tip speed ratio and other factors.
There is 2 strong possibility that the power developed is a non-linear funection
of these variables. Sinece the turbines under conslderation may have response
times of possibly the order of 10.seconds as a minimum, it may be necessary
to sample the wind velocity roughly once per second. Depending on the char-
acterization chosen, it is possible that even more frequent samples may be
required. The selection oflan adequate dynamic model for a given turbine
and the estimation of the coefficients that properly describe it is beyond
the scope of the discussion, but it can be said that onece a characterization

has been made it will be necessary tc use freguent samples of wind velocity.



CHAPTER III

SOME PROPOSED SOLUTIONS TO IMPROVE WIND ENERGY ESTIMATES

It has been noted that the biggest problem in wind energy estimation
is the lack of data. Although several thousand recording stations exist,
it 1s very difficult to make horizontal extravolations from the existing
records due to the lack of an adequate model for the predicticn of surface
winds. Furthermore it was noted that ecertain numerical errors can enter into
the estimates if care is not taken.

The most obvious solution to the secarcity of data 1s to install many
recording anemometers in diverse loeations of interest., With the generation
of more data it will be possible to come closer to developinz a model with
which to estimate wind energy potential. Hopefully a recording device
ean be placed at each potential wind energy collection site to verify the
adequacy of the site. Thls solution to the problem of insufficient data
may have a high price, however. Dependable, calibrated anemometers are not
cheap. With a recording device attached to the anemometer, -a cost of several
thousands of dollars is a possibility. First the problem of sampling inter-
val selection will be discussed.

It was noted in the example pertaining to the integration of v*3 that
integrating intervals of greater than 1 second could lead to sizeable errors
even for Simpson's ruls, a particularly good rule. The limit of roughly
1 second as an interval was verified by an examination of the predicted
error which was based on estimates of f% and fcq).

The same data sequence was also analyzed for frequency content via the

averaged periodogram technique. In this technique the data sequence is

22
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sagmentad into overlaﬁping sets, the fast Fourier Transform, FFT, of each
segment is computed, and the power density spectra are averaged togsther.
This ylelds a fairly good estimate of the spectral power in a long sequence
of data without taking the FFT of the entirs sequence (7,11). The final
result (see figure 7) indicated that a samplinz frequency of roughly 1 sample
per second, 1 sps, would be adequate to completely reconstruect the original
signal, v, Although reconstruction of the original waveform was not ths
goal, if the signal can be reconstructed there is the assurance that the
integral of v*3 can be computed.

Three means of estimating an appropriate sampling time have been tried .
When the sampling interval was increased beyond a certain limit, the ob-
sarved error increased rapidly. Using numerically derived derivatives, it
was shown that to bound the accumulated integration error it was necessary
to sample at a certaln rate., 4And finally it was shown that the frequency
content allowed a certain sampling rate. In all thres cases, a sampling
rate of 1 to 4 sps was deemed necessary.
i~ The problem of selecting an adequate integration rule 1is simplified
by the fact that the three integration rules considered yielded the same
nearly equivalent results. In that the trapezoidal rule is the easiest to
implement, it was chosen.

It has been seen that averaging of data before the cubing process under-
ostimates the wind energy potential., Consequently it was recommended that
averaging of velocity data be avoided whenever possible. Averages crept
into previous wind energy potentlal studies both in the sampling method
and the data reduction. The sampling process was one of visually averaging,

to the nearest mile per hour, a 60 second observation of wind speed. It was
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noted that data feduction techniques are averaging processes inherently.
This is the principal reason for choosing a sequential method of estimation.

There is another averaging process in anemometry that is well understood
and over which there is little control. The dynamic resvonse of mechanieal
snemometers is the problem. While the response time of such devices as the
laser anemomoter is instantaneous, other anemomesters such as soniec anemometers
and hot wire anemometers, ete. have slower response times. Cup and pro-
peller type anemometers have moments of inertia which act as low pass filters
on the wind speed spectra. Low pass filters are averagers of signals. Two
questions must be raised. Vhat is the effect of the moment of inertia on
the results? Is it possible to correct for these effects?

The asrodynamies of anemometers is beyond the scope of this discussion,
but the results of various investigations are available. The cup anetio-
meter has been characterized as a first order filter which is non-linear
due to the variability of the time constant. In fact it is proposed that
instead of a time constant that the response is better characterized by
consideration of a distance constant (8). If « 7represents the angular
velocity of the anemometer and a step change of wind veloecity strikes the

anemometer, an approximation to the response might be:
o =k Vg U(t) (1 - exp(-t/(L/v))) ITI-1

where L is the distance constant, Vy is the magnitude of the velocity step
and v is the instantaneous wind veloecity. k is a proportionality constant.
Clearly this is non-linear as o« depends upon not only Vy and t, but also
on ve The resulting effect of making the average wind speed slightly

greater than the true average speed can not be handled with a linear model.



The overostimation of the wind speed 1s dependant on the type of wind regime
encountered, but generally it is believed to be no more than 10 % in the
worst cases. Althongh a linear model may hold for a case where the wind
speed is fairly constant or without large gusts, there are times when use
of an average response time will not yield good results.

If a transfer function for the anemometer could be developed, then cor-
rections to the filtering effect could be made in the frequency domain.
For example, if the transfer function was some H(jw) and the power density
spectra of the anemometer output had been computed as Sy(jw), then the

input power density spectra could be calculated as

Sy( Jw) = W I11-2

Likewise the input phase spectra could be recovered from the output phasse
spectra. Then the input data sequence could be recovered via the inverse
FFT. This would be a very tedious task requiring at least a minicomputer
to keep up with the real time arrival of data. HMuch better would be the
incorporation of a hizh response speed anemometer or one whose response
wers a linear one.

Instead of a detailed numeriecal study, it can be reasoned that any com=-
mercial sized wind turbine will have an even greater inertia than elther a
eup or propeller anemometer. Thus it may be possible to avold the compu-
tation of the original data sequence and say that a wind turbine will be an
extremely low pass filter of a much lower cut-off frequency than an anem-
ometer. If the transfer funetion of the turbine, H(jw) were known, it would

then be possible to nse the data from the anemometer as being the "true"
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wind speed after a miﬁimal amount of processing. When it is considered that
the moment of inertia of the wind turbins will be hundreds of times greater
and the mechanical/electrical load will be of the order of at least kilowatts,
it 1s reasonable to expect the distance constant of a wind turbine to be at
least 10-100 times greater than that of an anemometer. In comparison to the
wind turbine, the anemometer will appear to have almost instantanecus responss
time.

Knowing the transfer function of the wind turbine would allow the econ-
struction of a digital filter having the same characteristies., It would
then be possible to process the digitized outnut of the anemometer and est-
imate the energy the turbine in question would be able to collect. There
are various techniques for the design of digital filters to meet specified
characteristies (9,10,11). Development of the model would be much more
difficult.

In summary it can be said that to estimate wind energy there is a need
for nmany more recording stations in more diverse areas and terrains than
at the present. HNumerically, a simple seguentizl method where the velocity
i1s cubed first, then integrated or averaged is suggested. A sampling speed
of 4 sps is recommended for typical cup anemometers. If the integral of the
velocity cubed is formed without modification, only the energy in the wind
will be estimated. If the turbine eollection response is desired, the wind

speeds must be filtered to simulate the response of the turbine.



CHAPTER IV

DESCRIPTION OF A WIND ENERGY ANALYZER BASED ON A MICROPROCESSOR

It has been indlcated that a better way of estimating wind energy is by
a simple sequential process of cubling the veloecities as they are samnled
and then integrating. A digital implementation of a2 wind energy analyzer
is proposed for a varlety of reasons.

First, it is known that each sampled velocity will have to be cubeds
using digital logle it 1s possible to form this cube with as muech precislon
as is warranted. Sinece it will be neéessary to accumulate apparent wind
energy and wind speed distributlon data for several weeks at a time, 2nalog
storage techniques will not suffiece. A programmable appreach is necessary
if changes in turbine simulation constantsare to be considered. Giiero-
processors would allow the additional flexibility necessary to change con-
stants, implement new filters and alter the way the data 1s processed if
other techniques are to be tested and yet be lnexpensive and mass affordable,

The wind energy analyzer is based on a MOS Technology KIM=-1 mierocomputer
and an anemometer that was assembled by the Physies Department of KSU. The
anemometer cup assembly 1s a standard 3 cup array fabricated by Electric
Speed Indicator Company. It 1s mounted on a " shaft that is supported by
two bearings within an aluminum housing. At the other end of the shaft is
a 2" diameter, 100 slot dual channel shaft encoder that interrupts a beam
of light. The light beam originates in an LED and termiﬂates in a light
sensitive diode. The encoder and LED-photodiode assembly are fabricated
by Theta Corporation. The 0=0.4v sinusoidal output of the encoder 1s sent
by shielded cable to the amplifier and counter circuitry which is remotely

W
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loeated. The eireuit is showm in figure 14,

The amplifier is an operational amplifier blased with 12 volts and
having a gain of about 10, The O-4v sinusoidal output of the op amp is
digitized by a CMOS non-inverting buffer. A CMOS CDUO16 transmission gate
functions as the enable gate to the counter. The counter is an 8 bit COS
CD4520 binary counter whose reset lines are controlled by the KIM. The
counter outputs are run through CCS buffers to ‘drive the input ports of
the KI¥. Within the XIK the sampling interval can be set by program con-
trol. In order to best understand the operation of the wind energy analyzer,
the operation of the KIM will first be described.

The KIM-1 is a single board mleroecomputer that has the MOS Technology
6502 CPU as the central most important element. The 6502 is very similar
to the Motorola 6800 in 1its internal structure and instruction sst. The
KIM has a 23 key keyboard and a 6 hex digit LZD display as the most rud-
imentary input-output devices. It is supolied with two 6530's each of which
eonteins-a 1024x8 RCM, 64 x 8 RAM, two 8 bit bi-directional data ports for
interface and a programmable interval timer. The 2K of ROM has an extensive
set of utility routines for control of the display and keybocard plus routines
for receiving and transmitting teo a cassette recorder and a TTY. Reacause
these routines are user accessible, the KIM is a very useful tool that allows
input from thres deviees and output to three devices not counting the pro-
grammzble I/0 data ports. The KIM has 1K of RAM of which 17 bytes are re-
served for the KIM operating system and at least another 8 bytes should
be user reserved for the stack.

It has been mentioned that the shaft encoder has 100 slots., The output

of the photo~diode is e near sinusoid of about O.4v peak amplitude. The
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cup assembly manufacturer has stated that a 600 rpm angular veloelty is to
be expected for a 62.4 :+ 1 mph steady wind when the cups are connected to
the companion F420-C wind spesd transmitter. So if 600 rpm = 10 revolutions
per second(rps), then 10 rps will yield 1000 pulses or counts per second from
the encoder and amplifier. It is assumed that winds of over 62 mph are so
rare as to be statistically unimportant in energy estimation. If a 10 bit
binary counter were used, a maximum count of 1023, corresponding to roughly
64 mph could be handled before overflow occurs. It was declded to 1limit the
counter length to 8 bits to be compatible with the 8 bit structure of the
KIM. Therefore a sampling frequency of 4 sps would yield a maximum count of
255 corresponding to roughly 64 mph. If a linear rpm versus incident wind
veloeity response of the cups is assumed, this would yield a veloeity re-
solution of 2bout + mph. It is shown later that the rpm versus mph curve
is highly linear.

The following block diagram of figure 8B is entered via a maskable inter-
rupt that is generated every ¢ second by the programmable interval timer.
The first four blocks read in the data and reset the counter. In that this
operation takes less than 100f s, and the mawimum pulse rate is approximatsly
1000 Hz, it is felt that no more than one count could be lost in even the
highest wind. The velocity calibration in the fourth block is implemented
with a short algebraic manipulation. The purpose of this block is only to
calibrate against a static wind speed versus angular veloelty curve and is
not intended to be a correction of the dynamic response.

The decision blocks are used to simulate equation IT-9 where vwelocities
above the furling velocity are completely rejected as input to the theoret-

dcal turbine due to protective shut-down. Velocitles between the rated
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veloelty and the furling veloclty are assumed to drive the turbine to rated
output and no more. Veloecities below cut-in are rejected as they will not
produce power and all veloelties between cut-in and rated speed add energy
proportional to their cube.

Many variations could be built upon this basic energy accumulation rout-
ine. The veloelty correction routine ecould be augmented to include a ro-
cursive algorithm to simulate the dynamiec response of a large turhine, A
wind speed vs. duration curve estimate could be implemented easily by de-
fining appropriate eell widths and assigning a counter to each cell that
would increment each time a velocity fell in the appropriate range. Est-
imation of the mean veloecity is easily implemented by merely summing the
corracted velocities as they arrive and later dividing the accumulated sum
by the total time interval. Such a running average could be used in est-
imation of the variance of the wind velocity alse. By multiplexing the inputs
other meteorologleal parameters such as temperature, solar insolatlion, and
atmospheric pressure could be entered into the microcomputer so that the
energy could be better estimated. Obviously other data manipulations and
meteorological variables could be handled with the proper software and hard-
ware,

In the most basie econfiguration that was constructed, there are but four
outputs of primary interest, namely accumulated energy, minutes over furling
veloelty, minutes when the wind velocity was below cut-in, and the wind speed
distribution between cut-in and furling velocitlies. In the basic config-
uration these variables are to be stored in various locations in memory
and accessed via the keyboard by the user. The user would record the data
on a regular basis such as bi-weelkly. Thus there is a need to estimate the

software accumulator lengths.
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The maximum velocity to be cubed is no more than.32 miles per hour, which
can be represented by 7 bits. Seven bits are necessary becausse the increment-
2l wind speed is 4+ mph, making 128 distinct speeds. Its cube would be 21
bits lonz. The minimum velocity will be approximately 8 mph or % of the
maximum velocity. It can be represented by 5 bltss 5 bits cubed will yield
15 bits. Assuming that a resolution of roughly 1/1000th of the smallest
number cubed 1s sufficient accuracy, the 5 least significant bits (1lsb) of
the 15 bit cut-in veloecity cubed could be discarded. Thus if the eut-in vel-
clty econtributed 215 = 32K ensrgy “"units", division by 2% = 32 would create
a new energy unit 32 times smaller with slightly less (0.1%) resolution. The
21 bit requirement would be reduced by a factor of 32 also to 16 bits. If
the maximum time interval between readouts was 1 month, there would be
30 x 24 x 3600 x 4 = 1.0368 x 107 addends into the energy accumulator per
month. In the worst case, if each addend were 16 bits long or 216 = 65K,
the total accumulated energy would coms to 65536 x 1.0368 x 107 = 6.795 x 101
This would require 40 bits or 5 bytes of memory.

. The other two underspeed/overspeed quantities to be accumulated would have
a maximum of 1.0368 x 107 addends requiring just 24 bits or 3 bytes each in
the worst case., The wind speed versus duration curve using cell widths of

% mph for velocities from 8 mph to 32 mph would require a total of 24 x 2 x 3
bytes/cell or 144 bytes total. If the cell widths were & mph then thers would
be twlce as many eslls and twice the memory requirement. A brief outline

of the wind speed versus duration generation routine could be as in figure 9.

All of these routines can be coded for execution in either of two arith-
metic modes, binary or binary coded decimal. The 6502 CPU has a decimal mode
for addition and subtraction. It must be noted that if the user decides to

code the algorithms in decimal that the resulting sums will require at least
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twlce as many bytes for storage since a single byte can represen£ only 99
as a maximum in bed versus 255 in binary for 8 bit bytes. For this reason
all algorithms are coded to use binary arithmetiec. Although the accumulated
sums are not as readable, the savings in memory for storage would be quite
appreciable if more than one anemometer's data were being processed and stored.
The cost of memory is not as significant as the cost of powering it in re-
mote loecations.

Additional Future Improvements.

Consider the KIM{'s power requirements. It draws about 0.7 amp at 5v
which is 3.5/, If in a remote location it is assumed that the analyzer will
be read and the batteries recharged every month and that a margin of 50% is
deemed necessary for the power supply, a total of at least 5 KvWh of storage
would be required. Zach additional 1K of statie RAM would increase the
battery storage and charging requirements by roughly 1 KW/h, On the othsr
hand, if the microprocessor and its peripheral and memory devices were
implemented in G0S a reduction in power consumption of almost 100 ecould be
realized. For this reason it is recommended that any wind analyzers built
for remote installations be constructed with all CMOS elements.

It has been mentioned that the cup anemometer is an averaging device,
actually a non-linear low pass filter. For the purposes of this project
where an attempt was made to estimate the energy in the wind, the relatively
fast response of the cups compared to a turbine makes a higher speed anem-
ometer unnecessary. But in the event that detailed spectral analyses are
. required for tower and turbine stability studies, a cup anemometer would not
be applicable.

Because of the turbulance found in the boundary layer next to the earth's

surface, the variation of wind speed with height is not easy to model. A



very limportant improvement to the analyzer would be the additlion of at least
one more ansmometer at a higher point on the same mast. In addition to the
energy accumulation and other deseriptive parameters mentioned above, it
would be of interest to get an idea of the correlation between two (or more)
anemometers by eomputingz Vhigh X Vo for entries of vhjon and vy, each
sampling instant. This sum could be compared to E:(vhigh)z and E:(vlow)z
to get an ldea of the turbulencs in the vertical plane. It is felt that
characterization of the correlation of the wind speed in the vertical di-
rection is important as some turbines will have hub heights of 30+ m and dia=-
meters of nearly 30 m. The shear on the turbine caused by differential wind
speeds has to be considered.

The primary output of the KIM is via a LED six digit (hex) display, 4
digits for the address being accessed by the user and 2 digits for the con-
tents of memory at the accessed location. The KIM utility routines contain
an algorithm for serial FSK output at roughly 130 bits/s to a cassette re-
corder. If a 60 minute/side audio tape could be recorded with inter-record
. gaps of only 25%, then 3/4 x 3600s x 130 bits/s = 43K bytes of information
conceptually could be recorded without changing a tape. Thus it would be
possible to record the daily totals of energy, lost time, wind speed vs. dur-
ation histogram data, ete. for intervals of several months, Because the FX
output would not be compatible with anything but other KIM's, it 1ls recom-
mended that some standard media and format such as an ineremental cassette
tape be used as the recording method instead. Thus the tapes created by the
wind energy analyzer would be usable by a broader community of interested
researchers.

Wind direction is an important paramster in the design of wind energy

eonverters. It too can be easily digitized via a shaft encoder. If a 5
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bit - gray code were implemented, wind direction could be resolved into 32
vectors. Or If a two channel encoder with a single set of slots were em=-
ployed, a simple phase comparator and counter, as shown in figure 10, could
be used to accurately determine wind direction., The comparator would indi-
“eate changes in direction of the wind vane and could control an up/down
counter that totallzed the angular displacement in one sampling period.

Since it would be possible for this eircuit to lose track of true north, it's
real value would be it's abllity to give the angular displacement in one
sampling period without converting a gray code difference. The net angular
displacements would be used in caleulations of the variance of the direction.

As with the wind velocities, the standard deviation could be estimated as:

= s
ap= \/%Z (2§ - 5,) V-1

where Dy represents the net angular displacement in the ith sampling period.

High variance in dirscticn might indicate that horizontal axis turbines
would not convert as much wind power because they would be spending more time
traclting the wind direction. A dizital filter could be implemented with the
ﬁicrocomputer to model the response of a horizontal axis machine to changes
in wind direction. If & is the wind direction and 6 is the direction the
turbine would be pointing due to inability to turn into the wind instantly,

then the power is a function of v and (e-8)of the form
p=v £(6-8) V-2

It should be reiterated that wind direction is an important parameter. How=-
ever, wind direction parameters were not calculated in this case as the em-
phasis of research at Kansas State has been with Savonius rotors which are

vertical axis machines.
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The variation of wind power with temperature has been pointed out, and
with the introduction of a sultable digital thermometer, estimation of wind
energy would be even better. Since the KIM has a programmable I/O port of
15 bits, various additional indieators such as direetion, temperature, hum-
idity, and other anemometers, etec. can be added with 1little additional hard-
ware. If eight of the fifteen lines were dedicated as input lines, the
seven remaining lines could be used as control lines from the mierccomputer
to the external devieces. With decoding, the seven lines eould eontrol 128
remote lines. This is more than adequate for even sophisticated applications.

The microcomputer could easily be programmed to perform the ealeulations
proposed by Reed (12) in his "Anemometry Data and Processing". He postu-
lated requirements for 15 second blocks of 5 sps readings that would be
used to calenlate the block average and variance within the bloek. These
statisties would then be output to an auxiliary recording deviee for later
ecentralized processing. Although these parameters are not computed in the
most basic configuration of the wind energy analyzer, it would be very
simple indeed to add them at a future date. It is precisely for this flex-
ibility that a microprocessor approach was originally decided uvon.

As previously indicated, it is necessary to determine the relationship
between incident wind veloeity and resultant angular velocity in the steady
state. A simple test was performed in which wind speed was varied between
discrete velocities in a wind tunnel and the anemometer count recorded.

The test took place in the USDA Viind Soll Erosion wind tunnel in Manhattan,

Kansas. A total of 18 veloeity points were recorded and plotted. The data

eonsisted of samples of the anemometer counter sampled at 4 sps for 4-6 sec-
onds. The mean and standard deviation were calculated for each velocity.

The true wind velocity was read from the instrumentation at the test faeility.



A plot of the count versus veloeity in m/s shows a very linear relation-
ship. See figure 11. In the velocity range from cut-in to rated veloclty
of typical wind turbines, the deviation from the straight line, as calecu-
lated by by a least sguares fit, averaged less than 1.5%. The equation for

the least squares fit was determined to be:

y(m/s) = 0.100812 (X) + 1.095 V-3

where X 1s the anemometer count.

Sinece the KIM is not a floating point machine, it is necessary to im-
plement the mechanizatlon of this caleulation with fixed point arithmetie
without losing accuracy. Fortunately the highly linear relatlonship between
angular veloely and incldent wind speed allows a very simple solution. By

defining a new variasble, y', as being
y' = (1/0.100812) y = 9.919 ¥ V-l
the relationship between y' and X, the anemometer count becomes

¥ = 9,919 y = 9.919 (0.100812) X + 9.919 (1.095)

This says, by adding 10.86 to the incoming anemometer count, a new
unit of veloeity 9.919 times larger in magnitude is created. By round-
ing 10.86 to 11.0 and adding this to the incoming count, the offset in
the angular velécity versus incident wind speed curve is accounted for.
The use of 11.0 instead of 10.86 causes a maximum error of about 1.2%
at cut-in velocity. Unfortunately the anemometer does not respond in a
predictdble manner for wind speeds of less than about 2 meters per sec-

ond, Since most wind turbines currently envisioned will not be able to
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generate any powser in such light winds the information lost will be of 1little
consequence.

To convert a number representing a wind speed within the micraocomputer
to true wind speed in m/s, it is necessary to divide by 9.919. If a num-
ber representing power 1s obtained by cubing the machine's representation
of velocity, it is necessary to divide by(9.919)3 = 975.86. Recalling that
accumulated enerzy was to be estimated via a set of operations such as in
figure 12, and that the samples were being taken at 4 sps, the conversion

of the computed accumulated onergy to true energy follows from the relation:
P(W) = 0.6125 v ¥ V-6

for one square mster of swept turbine area, V in m/s. Thus the energy is:

E(Kh) = (32)(0.6125) "
(4)(3600)(1000)(975.86) Z (y*)

1.3946 x 107 Z (v')? V-7
The factor of 32 arises from the shifting operation on the veloeity cubed
product., |

Diagrams of the auxiliary elrcultry, KIM data ports, and shaft encoder
hﬁusing are shown in figures 13, 14,15 and 16. The cost of the various com-

ponents is roughly

KIM=1 $250
Anemometer housing $ 70
3 cup assembly $ 35
power supply $ 40
battery $ 25
shaft encoder $ 70
Misc. components $ 15
Total cost $505

It should be emphasized that the above costs are only representative
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of single quantity prices. In larger quantities it could be expected that
cost reductions of at least 25% would be in order.

In summary it should be said that the implementation of the prototype
wind energy analyzer was quite straight-forward. Onece a given mierocomputer
is chosen the integration of the various components into a viable wind data
acquisition system is simple. Althouzh 1i£tle actual data has accumulated
from the field, figures 17 and 18 show some sample results. The histogram
of figure 17 was generated from the same 7 minute sequence of data as is used
in previous experiments. Additional input variables and output variables
can be easily added as nscessary since the heart of the analyzer is a miero-

computer.,

Figures 19 and 20 are photos of the prototype wind energy analyzer.

add 11 to shift off the sum to the

each |5 cube the o five least aceamulated
incoming count significant energy
count bits

Fig. 12 Basie flow of operations
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APPENDIX I

MICROCOMPUTER ROUTINES USED

1. Multiply routine

Label Ioecation VMnemonie Machine code Comments

MULT 0000 LDA #00 A9 00
0002 STA PSL B5 =it zero PSL
0004 STA PSM 85 55 zero PSM
0006 STA PSH 85 36 zero PSH
0008 STA MBH 85 E3 zero MBH
000A TAX AA zero X

MULTOP  000B CLC 18
000C LSR MA 45 EO shift multiplier (MA) to right
000E BCC SHIFT 90 13 chack to see 1f 1 or 0O
0010 CLC 18
0011 LDA MBL A5 E1 add multipliecand to
0013 ADC PSL 65 E4 partial sum (low order)
0015 STA PSL 85 E4
0017 1Da MBM A5 E2 add multiplicand's middle byte
0019 ADC PsSM 65 E5 to PS's middle byte
00iB STa PSM 85 E5
001D LDA MBH A5 &3 add multiplicand's high order
001iF ADC PSH 65 E6 byte to PS's high order byte
0021 STA PSH 85 E6

SHIFT 0023 ASL MBL 06 E1 shift multiplicand once to left
0025 ROL MBM 26 E2 :
0027 ROL MBH 26 B3
0029 INX E8 inecrement ¥ reg.
002A CPX #08 E0 08 go through routine just 8 times
002¢ BNE MULTOP DO DD
002E RTS 60 return

Deseription:

MA is the multiplier - 1 byte long. MBL,MEM, and ¥BH make up the 24 bit,
3 byte multiolicard. PSL,P3¥, and PSH are the partial sums. The multi-
plicand is shifted to the left to indicate multivlication by 2. The multi-
plier is shifted to the right to check to sees if the multiplicand 1s added
to the partiazl sum or not. To avoid overflow, only IBL and MBM should
be initialized to non-zero entries. The resnlt is a 3 byte number returned

in PSL, PSM, and P5H, MA = 0 after the final shift.



2. Sample wind and output counter to TTY each 1/5 sec. (used in calibration)

0300 LDA #C3 A9 C3 Interrunt vector rmoints to 0300:
0302 STA 170F 8D OF 17 reset timer to €3 for delay
0305 LDA #+00 A9 00 stop counter
0307 STA OUTPUT 8D 02 17 g
030A LDA COUNT AD 00 17 get counter and store in ANEM
030D STA AN®M 85 ®?
030F LDA #02 A9 02 reset counter
0311 STA OUTFUT 8D 02 17
0314 LDA #01 A9 01 enable counter
0316 STA OUTPUT 8D 02 17
0319 LDA ANEM A5 ®?
031B JMP HEXQUT 20 3R 1B output contents of accumulator via
031E CLY 58 KIM TTY routine
031F RTI 40
0320 CLC 18
WAIT 0321 BCC WAIT S0 FE Wait for next interrupt

Storinz C3 into 17 OF causes the programmable delay counter to be reset
to C3. The 170F loeation specifies that the counter will be decremented
once every 1024 machine cycles, each of 1 microsecond duration. 73 = 195,
and 195 x 1024 s = 0.19968 s (approx 1/5 s). Faster samoling can not
be accomedated as the TTY can only outpout 10 char/s or 5 x 2 hex digits per
second. The maximum delay that can be programmed (without additionzl soft-
ware) is 255 x 1024u= 0.261 s,

3. Interval timer use,

The fine details of using the 6530 interval timer are in the Hardware
Manual of the KIli. In summary, the counter is used as follows. Address
lines A6,A7, A8, and A9 control which 6530 will be addressed. Address
lines A0, A1, A2, A3 are decoded to control enabling of interrupt line and
division constant as

Address Division Constant Interrupt Enable
170C 1T w/IRQ

170D 8T w/IRQ

170E 64T w/IRQ

170F 10247 w/IRQ

1704 1T wo [IRQ
1705 BT wo/IRQ
1706 64T wo [IRQ
1707 10247 wo[IRQ

For example, to divide by 64 and disable the IRQ output, the address
written to would be 1706. The constant written to 1706 is that which will
be decremented once every 64 s. To use the timer a connection has to be
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made from PB7 of the application econnector to the IRQ line of the expan-
slon connector. Additionally PB7 has to be programmed as an input.

4. Histogram generation.

Initialization: same (see 5)3 requires multipliecation routine, MULT,
starting in loe 0000.

Description: Takes the corrected windspeed, in ANEM: loe Q00E7, and gen-
erates an address offset that is three times thse value of the speed minus
20, The offset is added to 0200 to caleulate the absolute address of the
software counter to be incremented. Becausse the resoonse of the anemometer
is inadequate below roughly 2m/s (a count of about 20 after adjustment),
all counts of less than 20 are added into the "zero cell". Since 5 mph reseo
lution is deemed adeguate, the incoming velocity is is then chopped to %
mph resclution by shifting off the l.s.b. The result of the choppinzg and
subtraction of 20 is that all velocities from 20 to 20 ¢ (2 x 84) = 188,
or roughly 2m/s through 18.7m/s, are mapped into memory locations 0203 to
02FC with a velocity resoclution of about 0.2m/s.

HISTO 00328 IDA ANEM A5 E7
003D oP 413 €9 13 check to sse if (D) 19
003F BCS cADDI RO 05
0041 LDY #00 A9 00 if less than 20, inecrement the
0043 JMP INCELL 4C 64 00 - zero cell by ons
CADD1 0046 SEC 38 subtract 19 from (ANEMY)
o047 SBC #13 E9 13
0049 LSR La chop off 1l.s.b.
004A QMP #54 €9 54 check to see if (ANEM) < 252/3 = 84
004C BCC CADD2 90 05
OOLE ILDX # FC A9 FC
0050 JUMP INCELL 4C 64 00 if (ANEM) S84 then increment cell
CADD2 0053 STA MA 85 EO # B4
0055 LDA #00 A9 00
0057 STA MBH 85 E3 ealculate the offsat
0059 STA BV 85 E2 by multiplying (ANEM)
0058 IDA #03 49 03 by three
005D STA 'BL 85 E1
005F JSR MULT  4C 00 00
0062 1DX PSL A6 Bl
INCELL  00éL INC 0200,X FE 00 02 inecrement the contents of the
0067 BNE ENDH DO 0A loecation 0200 + (¥)
0069 INX E8 1f incrementing causes a carry,inc
0064 INC 0200,X FT 00 02 next loe.
006D BNE ENDH DO O4 again, if incrementing causes a
006F INX E8 earry, inecrement next loc.
0070 INC 0200,X FE 00 02

ENDH 0073 RTS 60 return
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5. Initialization.

Baslcally, there are four entities that have to be initialized before
using the KIM.

A. The status has to be initialized so that the first instructions can
be executed properly. The status word, residing at loeation (00F1 has to be
set to the proper value. For these applications, setting 00OF1 to 00 has the
effect of enabling the IRQ line and putting the machine into the binary mode.

B. The stack pointer along with the accumulator and the two index reg-
isters have to be initialized in most applications. For this specific set
of routines the accumulator and index registers are left as is during the
initialization. The stack vpointer, at loc 00F2, should be set to FF. This
puts the top of the stack at the too of page 01.

C. The two interrupt vectors have to be loaded into the machine so that
on detection of IRQ or I the machine will go to the proper location. TFor
this application the IRQ vector, stored in 17FE and 17FF, is 0300, where the
main program always begins. The NMI vector, at 17FA and 17FB, is set io
1C00, tha bezinninz of the single step utility. To do this, load 00 into 17FA,
iC into 17FB, 00 into 177E, and 03 into 17FF.

D. The input/output ports have to be initialized as either input or
output. This is done by setting the Data Direction Register, DDR, to either
1's or 0's. A '0' causes that particular I/0 line to be set up as an input,
a '1' causes the correspondinz I/0 line to be an output line. In this ap-
lication £ADD, the data direction register for port A, is set up as all O's
as the input from the anemomster counter will be wired to come into the A
port. The incoming data will be accessed at loe 1700 for port A. PBDD is
set up as all outputs except PB7, the high order B I/C line which is set
up as an input as required for the programmable counter (ses comments on
use of the counter). Therefore load 7F into 1703, the FBDD and 00 into 1701,
the PADD. The input from the anermometer will come in at lceation 1700, and
the controlled output ecircuitry is addressed to 1702, the output port.

6. Main program for wind energy accumulation and histogram gensraticn.

The main prozram uses the multiplication routine, MULT, and the hist-
ogram generation routine, HISTO. The structure of the vrozram is very
simple. First the data 1s read in from the anemometer and it is corrected
for offset by the addition of 1143. Then the histogram routine is called
up and finally the cube of the velocity is formed and added into the accum-
ulated sum of cubes.

Label Loecation Mnemonie Op ecode Comments

MATN 0300 LDA # F4 A9 F4 when F4 is loaded into the
0302 STA 170F 8D OF 17 programmable counter, i &
0305 LDA 00 A9 00 intervals are defined
0307 NOP EA
0308 STA OUTPUT 8D 02 17
030B LDA COUNT AD 00 17
030E STA ANEM 85 E7

0310 LDA #02 A9 02



0312 STA OUTFOT 8D 02 17

0315 LDA #01 A9 01

0317 STA OUTFGT 8N 02 17

0314 LDA ANEM A5 E7

031¢ CLC 18

031D ADC #0B 69 OB add on 11 to correct for

031F STA ANEM 85 E7 offset

0321 JSR HISTO 20 3B 00 jump to histogram routine

0324 LDA #00 AG 00

0326 STA MBH 85 E3 initialize the multiplication

0328 STA MEM 85 E2 routine

032A LDA ANEM AS &7

032¢C STA :BL 85 E1

0328 STA MA 85 EO

0330 JSR MULT 20 00 00 form the first product

0333 LDa PSL A5 E4

0335 STA MBL 85 E1 now prepare for next multi-

0337 LDA PsM A5 E5 plication

0339 STA MBY 85 E2

033B LDA ANEM A5 E7

033D STA MA 85 E0

033F JSR MULT 20 00 00 now finish forming the cube

0342 LDX #00 A2 00 prepare for shifting operaticn
SHIFTOFF 0344 CLC i8

- 0345 ROL PSL 26 EA by shiftinz to the left 3 times

0347 ROL PSM 26 E5 the 5 1sb's are shifted

0349 ROL PSH 26 B off. )

0348 ROL MA 26 EO the msb's are now in MA

034D INX E8

034E CPX #03 E0 03 shift left just 3 times

0350 BNE SHIFTOFF DO F2

0352 CLC 18 prepare to add cube to energy

0353 IDA AE1 A5 80 accumulated

0355 ADC PSY 65 E5 AE1 1s the 1s byte in loc 80

0357 STA AEl 85 80

0359 LDA AR2 A5 81 AE2 15 next ms byte in loc 81

0358 ADC PSH 65 EH

035D STA AE2 85 81

035F LDA AE3 A5 82 AT3 1s in loc 0082

0361 ADC MA 65 EO

0363 STA AE3 85 82

0365 LDA #00 A9 00

0367 ADC ABA 65 83 AES is in loe 0083

0369 STA AE4 85 83

0368 LDA #00 A9 00

036D ADC AES 65 84 AE5 1s the ms byte of the

036F STA AE5 85 84 accumnlated energy

0371 RTI 140 return from interrupt

0372 CLC 18 '

WAIT 0373 BCC 90 FE
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APPENDIX II
CALCULATION OF WIND POWER SPECTRA

The power spectrum of the v3 sequence is of interest for a variety of
ieasons, a prineiple one being that it gives an idea of how fast to sample
the anemometer ocutnut. Care must be excerclsed in the use of the term
“power" in thils application. The power in the wind 1is proportional to the
velocity cubed. The power spectrum of a signal is actually the spectrum of
the signal squared. If the signal originally was a voltage or current, the
square of the signal wounld be proportional to electrical power. In spec-
tral analysis it is customary to speak of thse powef spectra of a signal even
though the original signal may not have been a voltage or ecurrent., Like-
wise in this application the signal of interest is actually v-, and the pow-
er spectra will be of the sequence v,

The problem that is addressed in this appendix is that of estimating

3 when the aetual seqﬁence is very long., DNot only

the power spectra of v
would an extremely long Fourier Transform (via the fast Fourier Transform
or FFT) be uneconcmical to compute, but it would yield much finer freq-
nency resolution than would be necessary for thls application. If there are
N elements in a sequence of numbers to be processed via the FFT, then the
fundamental frequency is fp = E%§ , where AT is thg time bestween samples
in the sequence. The FFT yields the phase and magnitude information for
each discrete multipls of fg from £-= 0 up to £ = 1/2AT. That is, there
are only N/2 independent phase-magnitude pairs that result from an N voint
Fourier Transform.

So instead of taking the FFT of a long sequence, the idea 1s them to
chop the original sequence up into segments that are amenable to processing.

Since the number of computations in the FFT is proportional to N logsN,



cutting the average length of each segment to be processed will reduce the
over-all computation time. After each segment ls processed, the magnitude

of the freguency spectra: 1s averaged with the frequency spectra of the
previous segments. This is the averaged periodogram technique. An exeell-
ent discusslon of this technique and other technlques based on autocorrelation
is to bs found in (14). For the purposes of this application a subroutine
found in (11) was appropriately modified to run on the KSU IBM 370/158

as shown below.

[* THE POWER SPECTRA BY AVERAGED PERIODOGRAMS *f
MAIN: PROC OPTIONS (MAIN):

NT= 643

NY=21963

NSP=NY*2/NT3

NT=NT*23

NQ=NT/k3

NH=NQNQ3

NT1=NT-13

BEGINS

DCL (Y(0:NY),S(0:NT),XR(0:NT1),XI(0sNT1),R,SINT(02NQ),W(02NT1),
51,52) FLOAT DECTMAL(16),
. M FIXED DECIMAL(15),

© . INV cHAR (1),
© X(0:NT1) COMPLEX FLOAT (16)3
DO J = 0 TO 603
IC=J*363
GET SKIP EDIT((Y(K) DO K=IC TO ICH35)) (36 F(2,0),X(8))s
END3
¥=0,1008+Y + 1.0953
Y=Ye3s
CALL SPECTRA:
DO I =0 TO NT/23
PUT 3KIP3
~ PUT EDIT (I,5(I)) (X(3),F(3),X(3),F(7,4))3
END;

SPECTRA: PROCEDURE$

/* THIS PROCEDURE COMPUTES AN ESTIMATE OF THE POWER SPECTRA OF THE wf
/* SEQUENCE Y(I) USING AVERAGED PERIODOGRAMS. NY IS THE LENGTH *f
/* OF Y, NSP IS THE NIMBER OF SEGMENTS, NT IS THE NUMBER OF EL~- */
/* EMENTS IN EACH DATA SEGMENT, PADDING WITH ZEROS IS PROVIDED FOR xf
§51=035=03

/* CALCULATE THE DATA WINDOW COEFFICIENTS *f
NT=NT/23



FFT:

w(J) 1-ABS(J= (qu-J.)/z)/((ﬂTn)/z).
SS1=551 ¥I(J)**23
END3
551=551/NT3
NT=NT*2 3
INV=10"
S1=6.283818530718E+00/FLOAT(NT) 3
DO J=0 TO NQs
S2=FLOAT(J)*S13
SINT(J)=SIN(S2)3
END3
/* NOJ CALCULATE THE NSP FFT'S EACH OF LENGTH NT
DO ISP=0 TO NSP-23

IT=0; XI=03XR=03

DO J =0 to MT/2-1,
YP=YT+7(JH(NT*ISP) /L)

END3

YT-'Z*YT/"TT'

DO J = 0 TO NTf2-1%
XR(J)=Y(J+(NT*ISP)/L)-YT3
XR(JI=XR(I)*I(JI)s

END3

X=CPLX(XR,XI)3

CALL FFT'3

DO J=0TO NP1
S(J)=5(J) +(ABS(X(J)))**23

ENDs

ENDs
S=S*(NT/(2*5S1*NSP) )3
/* NOW NOIMALIZE THE POWER SPECTRA
551=03
DO J=0 TO NT/2-1%
551=551+5(J)3
END3
S=s/ssis
RETURN
END SPECTRA3
PROCEDURZS
DCL (R,R1,33) COMPLEX FLOAT DECIMAL(16),
(ID,ND) BINARY FIXED (31)3
N=NT1:
J=03
DO I=0TO N-23

IF J I THEN DO
R=X(J)3$X(J)=X(I)s%(I)=Rs

END3

K=NHs

DO WHILE (J K)s3
J=J=K3
K=K/23

J=JHKS



END; -
ID=1:1IR=1;M=03IT=03%
/* CALCULATE THE DFT COEFFICIENTS
TRAN: I=ID;
ID=ID+ID3
DO J =0 TO I-13
S2=SINT(M)3
IF INV ='1' THEN S2=-523%
S1=SINT(NQ=M)1$
IF J =IR THEN DO$
¥=M-IT3
S1=-513
END3
ELSE M=M+IT3
DO ND=J TO N BY ID;
K=ND3
I=KIs
S3=00MPLEX(S51,52)3
R1=X(L)s
R=53*R13
R1=X(K)s
X(X)=R1tR3
X(L)=R1-R3
END3
END3
IR=I;
IT=NQ/I3
IF I NH THEY GO TO TRANS
IF INV = v1' THEN GO TO DONE3
X=X/N3
DONE: RETURNS
END FFT3
END3
END MAINg

60



APPENDIX III

ESTIMATION OF SAMPLING FREQUENCY BY

CALCULATION OF THE DERIVATIVES OF THE SEQUENCE V3

One of the problems in the design of the wind energy analyzer
is that of selecticn of the sampling fregqueney. The principle idea to
be proposed in this appendix 1s that through observation of the integ-
ration error and the derivatives of v*3 it should be possible to estimate
an appropriate sampling period.

As is well lmown, the error in numerie integration is a funetion of
the integration interval length and one of the derivatives of the fune-
tién being intezrated. Namely, for the three integration rules dis-
cussed the theoretical accumulated error in integrating the function f(x)

numerically from a to b is given by

B - =My @f2)*o-2)

Simpson's Ruie A3-1
180
£(P) n° (b-2)

E}g e Midpoint Rule A3-2

24
5 ‘

E% = (%) 1 (b-a) Trapezoid Rule A3-3

12

In this experiment the “true" integral of a 438 s sequence of
wind velocities sampled at 5 sps and then cubed was computed with the
three rules. All three rules converged to within 0.0271% of their av-
erage to Ig,= 1.02876 x 105 (mjlsz). Using I,,, the ealculated der-

ivatives and a specified error tolerance, the size of h that will yield

61
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that error was computed. Both the maximum and average values of the der-
ivatives were calculated and used to compute h. The derivatives were com-
puted numerically from the same data sequence using standard central dif-

erance formulations. The second derivatives were computed as (13):
P = (yyyq - 251+ 71-1) Qx)? 1st central differasnce A3-4

T = (Fpz + 16y441 - 35 + 167, - 7y p)/12(A%)?
2nd central differance A3-5

Likewrise the fourth derivatives were:

L
v = (yy4p = lyyyy + 67y = b5 + 34 ) (AX)
ist central differancs A3-6
4
y(’-}) = (-yi'i'j + 12}?1‘_2 - 39}“1._1 + 56}"1 - 393’1_1 + 123?'1_2 - Yi_B)/(AX)

2nd contral differance A3=7

The following results were obtained from the 438s sequence with x,

the original sampling period, equal to 0.2s.
g0 = b 8x10% (nfs)’/s?
= 3,2
L 5.986x103 (m/s) /s
f“”av = b.,519x10% (n/s)3/s"

(4) _ 3,4
£ e = 3.688x10° (m/s)”/s

Defining the percent error to be

% FN = 100XEIT
Iab
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for Simpson's rule

4By = £(#) (hlz)u(b-a)liﬁo Tab o

16x180(9Ey) I.n
f(u)(b-a)

Similarly for the midpoint and travezoid rules

2h (%Ey) Iy

h & Al 13-9
B . £ (bea) )
12 (48;) T
SR e Lo Rt A3-10
By 1 (b=a)

Letting E; = 1% and using maximum derivatives, then hg = 0.368s,
hm = 0,097a and hy = 0.069s. If average derivatives are usasd then hy = 0.622s,
hy = 0.356s, and hy = 0.252s. On the other hand 1if 5% scecuracy and average
derivatives were used in the ealeculations, then hS = 0,930s, B = 0.796s,
and hy = 0.%83s.

Without lmowing f(u)(oc), f(B) and (¥ ) it is impossible to det-
ermine h. But with an idea of the range of values that these derivatives
take it 1s possible to get a bound on h. Certalnly a samplingz frequency of
4sps is in the range of values that would be supported by the resuits of

the above experiment.



APPENDIX IV

HISTOGRAM ERROR IN APPROXIMATING THE INTEGRAL -jﬂvj dv

In histogram generation and use, the wind veloclties are grouped into
cells or sets of contiguous velocities prior to the cubing process. The aver-
age cell veloelty is then taken to be the center veloclty of the ecell without
regarding the actual distribution of velocitles within the cell. The sum of
the veloecities (within the eell) cubed is then approximated by the cube of the
center velocity and weighted by the height of the cell. There are two sources of
potential error in this process. One 1s an integration error assoclated with
the use of the midpoint rule. In the process of cubing the center velocity and
welghting, the center velocity 1s representing all the velocities within the cell.
In essence, the cube of the average is being substituted for the average of the
cube.

If there are N cells, numbered from 1=1-to i=N, where Vi represents the
width of the ith cell, and vy is the velocity at the lower boundary of the th

cell, then the histogram would look like figure App VI-i.

6.
frequency of
oceurance
Vi
— F...._
Vq
= e
::
vy Vo vy Virl velocity

Fig. App. IV-1 Generalized histogram
Then a comparison of the average cubed and the average of the cube for a

wind distribution that assumes uniform velocity distribution in the 1! cell

would be:
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3 v
vy kb Vi il
< 1 a2
= dv
2 ViK'= vy vy
v Vin
v
= i 1
= ) "’ilfi =¥
Virl = V3 Vi = V3

<

=%

; 3
Vy P V34
2

2 2
Vipg Vi) Virg "1)

Calling the differance between the two sides the histogram integration er-

ror in ith cell, let eiy be that differance:

2 - 2 \ 3
oy = Vipl b vy Vit + Vi Viet t Vs
2 ] 2 = T k-1
= 1/8 2
(Vi = Vi) (Vipq +vy)
=1/8 (V;)?
8 (") (Vipq * vs)
ey = (wid.th)z {average cell velocity) Ay-2

Again, it must be emphasized that this is only the error involved with
approximating the sum of the cubes with a cube of the average. The other prob-
lem comes from the assumed uniformity of wind speeds within the histozram cell.
For example, within a given eell it is quite possible that the actual distribution

of wind speeds is such that they all fall near the lower boundary. If the ecell
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oenter veloeity 1s then used to represent the actual distribution, an overest-

imate of true veloecity, and thus the power, will result. Sinece this distribution

error can be such that true veloelty is either overestimated or underestimated,
no attempt at analysis was made. However, it should be pointed out that if
"enough" hlstograms are averaged together that the errors associzted with the
particular distributions will “average out". Unfortunately the integration errer
pointed out above 1s consistant. due to the nature of the problem and will not
average out.

The remedy to both the integration error and the distribution error is to

make the width of the cells narrower. In eguationff-2 it is seen that the inte-
gratlon error is a function of the square of the cell width, and so narrovwing the

cell and thus making more cells within the histogram will reduce this type of error.
Sinece the analysis of the distributlon error would depend on ths specific case,
the assumption should probably be made that accumulated error will not be

consequential due to the averaging effect.
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ABSTRACT

Wind energy estimation methods are presented and the common errors
in wind energy estimation are discussed. Cubing the wind veloeity be-
fore summation is showm to result in bet;ter estimates than cubing the
average wind speed. The dependence of histogram integration error on
class interval is showm to be a quadratic one.

A sequentizl wind energy estimation method is presented where each
sampled wind velocity is cubed before the summation process. Analysis
of typleal data indieates that a samplinz frequency of 4 samples per
second is adeguate when .a. standard 3 cup anemometer is used as the wind
sensor. The power spectrum of.the v sequencs is computed for the 3
cup anemoneter data.

A microcomputer is coupled to the 3 cup anemometer via a shaft
encoder and binary counter. The resulting wind en?rgy analyzer is thsn
programmed to accumniate sensed wind energy and to gensrate a wind speed
versus duratlon histogram. It is showm that due to the programmability
of the wind energy analyzer, numerous other variables snech as wind speed
variance, msan wind speed, wind direction, ete. can be computed easily.

Future improvements to the existing prototype analyzer are suggested.



