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## INTRODUCTION

Wiener introduced a fresh approach to the study of information transmission in the presence of perturbing noise in 1942. His pioneering work showed that the two problems, prediction of random signals, and separation of random signals from random noise, lead to the Wiener-Hopf integral equation. He also presented the solution for the special case of stationary statistics and rational spectra. Many extensions and generalizations of Wiener's work followed. Most of the work has been done in the frequency domain using transform methods to obtain the specifications of a linear dynamical system which accomplishes the prediction and filtering of the random signals. These ideas form the so-called "Classical Filtering Theory". During the past seven years, many new techniques and concepts have been introduced in this area of study because of the advances in digital computer technology and the challenge of aerospace technology. Most of this work has been done in the time domain using the concepts of state and matrix theory. These ideas form what is called "Modern Filtering Theory". There is no doubt that Kalman's work is the most notable. In 1960, Kalman presented a new approach to the standard filtering and prediction problems. His work combined two well known ideas. One is that a dynamical system is described by the "state-transition" method. The other is that linear filtering is regarded as an orthogonal projection in Hilbert space. (Hilbert space is a Banach space whose norm has the parallelogram property, Ref. 18.)

He also assumed that the required statistical data is given in such a form that determination of the optimal filter is highly simplified, with a single equation covering all cases. This single equation is called the variance equation; it is a nonlinear differential (difference) equation of the Riccati type. Hence the variance equation is closely related to the Hamiltonian differential equations of the calculus of variations. An exact formula for the solution of the variance equation is available. The actual solution consists of the specification of the differential equation governing the optimal filter.

Wiener described the random process by its power spectral density or correlation function. Kalman assumes the random process to be Markovian. In other words, Kalman describes the linear dynamic system by a set of first-order differential (or difference) equations and the Wiener problem is approached from the point of view of conditional distributions. All statistical calculations and results are based on means and covariances. No other statistical data are needed.

## FUNDAMENTALS OF KALMAN FILTERING

## Notation

Vectors will be denoted by small underlined letters:
$\underline{u}, \underline{v}, . ., \underline{x}, \mathbb{X}, \underline{z}$ with coordinates $u_{i}, v_{i}, . ., x_{i}, y_{i}, z_{i}$. Matrices will be denoted by underlined Roman and Greek capitals: F, G, . . ., 区, $\underline{P}$ with elements $f_{i j}, g_{i j}$, . ., $p_{i j}$. The unit
matrix is I; the prime denotes the transposed matrix. Constants will be denoted by small Greek letters. Time will be denoted by $t$, $t_{0}, t_{1}$, or $\tau$. These may be arbitrary real numbers (continuous time case) or arbitrary integers (discrete time case). The inner product of $\underline{x}$ and $\mathbb{Z}$ is denoted by $\underline{x} y$. The norm $\|\underline{x}\|$ is $\left(\underline{x}^{\prime} \underline{x}\right)^{1 / 2}$ or $(\underline{x}, \underline{x})^{1 / 2}$. The quadratic form $\underline{x}^{\prime} \underline{A x}$ is denoted by $\|x\|^{2} \underline{A}$, if $\underline{A}$ is a symmetric nonnegative definite matrix. Numerical quantities will always be real numbers. The symbol $\mathbb{E}\}$ denotes the expectation operator. Covariance matrices are denoted by $\operatorname{cov}[\underline{x}, \underline{x}]$ and $\operatorname{cov}[\underline{x}, \underline{y}]$, where

$$
\begin{aligned}
\operatorname{cov}[\underline{x}, \underline{x}] & =E\left\{(\underline{x}-E\{\underline{x}\})(\underline{x}-E\{\underline{x}\})^{\prime}\right\} \\
& =E\left\{\underline{x}, \underline{x}^{\prime}\right\} \quad \text { if } E\{\underline{x}\}=\underline{0} \\
\operatorname{cov}[\underline{x}, \underline{y}] & =E\left\{(\underline{x}-E\{\underline{x}\})(\underline{y}-E\{\underline{y}\})^{\prime}\right\} \\
& =E\left\{\underline{x} \underline{x}^{\prime}\right\} \quad \text { if } E\{\underline{x}\}=\underline{0} \text { and } E\{y\}=\underline{0} .
\end{aligned}
$$

## Preliminaries

A linear dynamical system governed by a difference equation (discrete time case) can always be described in the standard form.

$$
\begin{equation*}
\underline{x}(t+1)=\underline{\Phi}(t+1, t) \underline{x}(t)+\underline{\Delta}(t+1, t) \underline{u}(t) \tag{1}
\end{equation*}
$$

The output equation is

$$
\begin{equation*}
\underline{y}(t)=\underline{H}(t) \underline{x}(t) . \tag{2}
\end{equation*}
$$

The observed signal is

$$
\begin{equation*}
\underline{z}(t)=\underline{y}(t)+\underline{v}(t)=\underline{H}(t) \underline{x}(t)+\underline{v}(t) . \tag{3}
\end{equation*}
$$

A linear dynamical system governed by an ordinary differential equation (continuous time case) can always be described in the standard form.

$$
\begin{equation*}
\frac{d \underline{x}}{d t}=\underline{F}(t) \underline{x}+\underline{G}(t) \underline{u}(t) \tag{4}
\end{equation*}
$$

The output equation is

$$
\begin{equation*}
\underline{Y}(t)=\underline{H}(t) \underline{x}(t) . \tag{5}
\end{equation*}
$$

The observed signal is

$$
\begin{equation*}
\underline{z}(t)=\underline{Y}(t)+\underline{v}(t)=\underline{H}(t) \underline{x}(t)+\underline{v}(t) . \tag{6}
\end{equation*}
$$

In both cases, $x$ is an n-vector, called the state. The coordinates $x_{i}$ of $\underline{x}$ are called state variables. $\underline{u}(t)$ is an $m-$ vector, called the control function. It is the input of the system. $\underline{v}(t)$ is a p-vector. It is an additional input. It reflects the fact that physical measurement of observables can never be made with infinite precision. It is the measurement noise. $Y(t)$ is the output of the system. It is also a p-vector whose components are linear combinations of the state variables. $\underline{z}(t)$ is the observed value of the output of the system. It is a p-vector too. $F(t)$ is an $n x n$ matrix. The structure of this matrix decides the nature of the state transition matrix; thus the nature of all solutions, whether forced or unforced, depend upon this matrix. $G(t)$ is an $n x m m a t r i x$. It is a coupling
matrix, as the structure of this matrix determines how the input is coupled to the various state variables. $H(t)$ is a $p \times n$ matrix. It is also a coupling matrix, coupling the state variables to the output. $\Phi(t)$ is a transition matrix. Its properties will be discussed later. $\underline{\Delta}(t)$ is an $n x$ matrix. If $\underline{u}(t)$ is piecewise constant, then

$$
\begin{equation*}
\Delta(t+1, t)=\int_{t}^{t+1} \Phi(t+1, \tau) \underline{G}(\tau) d \tau . \tag{7}
\end{equation*}
$$

If $\mathbb{G}, \mathcal{H}, \mathrm{F}$ are constant, then the system is said to be stationary; if $\underline{u}(t)=\underline{0}$, then the system is free.

The general solution of equation (4) has the form

$$
\begin{equation*}
\underline{x}(t)=\underline{\Phi}\left(t, t_{0}\right) \underline{x}\left(t_{0}\right)+\int_{t_{0}}^{t} \underline{\Phi}(t, \tau) \underline{G}(\tau) \underline{u}(\tau) d \tau, \tag{8}
\end{equation*}
$$

where the transition matrix is characterized by the properties (Ref. 10)

$$
\begin{align*}
& \frac{d}{d t} \Phi\left(t, t_{0}\right)=\underline{F}(t) \Phi\left(t, t_{0}\right),  \tag{9}\\
& \Phi\left(t_{0}, t_{0}\right)=I \quad \text { for all } t_{0}, \tag{10}
\end{align*}
$$

inverse rule

$$
\begin{equation*}
\left.\$^{-2} \cdot\left({ }_{0}\right)={ }^{+}{ }_{0}, t_{1}\right) \text { for all } t_{0}, t_{1} \text {, } \tag{11}
\end{equation*}
$$

product rule

$$
\begin{equation*}
\Phi\left(t_{2}, t_{0}\right)=\Phi\left(t_{2}, t_{1}\right) \Phi\left(t_{1}, t_{0}\right) . \tag{12}
\end{equation*}
$$

The last property of $\Phi$ justifies its being called a transition matrix. Because of the manner in which $\Phi$ is defined, this matrix can never be singular.

If $F$ is a constant matrix, then

$$
\begin{equation*}
\Phi\left(t, t_{0}\right)=\exp F\left(t-t_{0}\right)=\sum_{i=0}^{\infty} \frac{\left[\left(F\left(t-t_{0}\right)\right]^{i}\right.}{i!} \tag{13}
\end{equation*}
$$

There is no simple way to compute $\Phi$ explicitly when $F$ is not constant.

The first term of equation (8) represents the initial condition response of the system state variables. The second term represents the forced response.

If the $\underline{u}(t)$ is piecewise constant, then any linear differential equation may be converted into a linear difference equation in such a way that at integer values of time the solutions of the differential equation agree with the solution of the difference equation.

Statement of the Problem

The statistical correlation between random signals observed over some interval of time is explained by the presence of a dynamic (linear or nonlinear) system between the primary random source and the observer. Hence random processes may be thought of as the output of a dynamic system (linear or nonlinear) excited by an independent gaussian random process. If the observed random signal $\underset{Z}{Z}(t)$ is also gaussian, one may assume that the dynamic system which is between the observer and the primary source $\underline{u}(t)$ is linear.

Consider a linear dynamical system subjected to random disturbances and measurement noise. Assume that the state $x(t)$ of
the system cannot be observed directly but only through the output $Y(t)$, which can be measured only in the presence of additive gaussian white noise $\underline{v}(t)$. In addition, the system is subjected to a random input disturbance in the form of gaussian white noise $\underline{u}(t)$. Assume that physical relationships between the state $\underline{x}(t)$ and the driving noise $\underline{u}(t)$ and between the observed values $\underline{z}(t)$ and the state $\underline{x}(t)$ and the measurement noise $\underline{v}(t)$ are given. The statistical characteristics of the driving noise $\underline{u}(t)$ and measurement noise $\underline{v}(t)$ are also assumed. Then, from the actually observed values, $\underline{z}(\tau)$, over some interval of time, $t_{0} \leqslant \tau \leqslant t$, one wants to find the optimal (in some sense) estimate $\hat{\underline{x}}\left(t_{1}\right)$ of $\underline{x}\left(t_{1}\right)$ at time $t_{1}$. In the case where $t_{1}<t$, the problem is referred to as a data-smoothing (interpolation) problem; if $t_{1}=t$, it is called the filtering problem; and if $t_{I}>t$, it is called the prediction (extrapolation) problem. Collectively, these cases are referred to as the estimation problem.

Kalman made three key assumptions, which are: ( $A_{1}$ ) The original message $\underline{x}(t)$ is assumed to be a random process generated by a mathematical model of the type described by either equation (1) or equation (4). ( $\mathrm{A}_{2}$ ) The observed signal $\underline{z}(t)$ is an additive combination of the output signal and a white noise described either by equations (3) or (6). ( $\mathrm{A}_{3}$ ) The measurement of $\underline{z}(t)$ starts at some fixed instant $t_{0}$ (which may be $-\infty$, at which time $\operatorname{cov}\left[\underline{x}\left(t_{0}\right), \underline{x}\left(t_{0}\right)\right]$ is known.

From these three assumptions, there are two cases to be discussed. These are the case where the message is a Gauss-Markov Sequence and the case where the message is a Gauss-Markov Process.

The message is a Gauss-Markov Sequence generated by the recursive relation

$$
\begin{equation*}
\underline{x}(t+1)=\underline{\Phi}(t+1, t) \underline{x}(t)+\underline{\Delta}(t+1, t) \underline{u}(t) . \tag{1}
\end{equation*}
$$

The observed signal (which is message plus noise) is

$$
\begin{equation*}
\underline{z}(t)=\underline{y}(t)+\underline{v}(t)=\underline{H}(t) \underline{x}(t)+\underline{v}(t) . \tag{3}
\end{equation*}
$$

$\underline{u}(t)$ is a gaussian white noise sequence; $\underline{u}(t)$ evaluated at different times is independent. Hence

$$
\begin{equation*}
\operatorname{cov}\left[\underline{u}\left(t_{1}\right), \underline{u}\left(t_{2}\right)\right]=\underline{0} \quad \text { if } t_{1} \neq t_{2} . \tag{14}
\end{equation*}
$$

$\underline{u}(t)$ has zero mean, that is,

$$
\begin{equation*}
E\{\underline{u}(t)\}=\underline{0} \quad \text { for all } t . \tag{15}
\end{equation*}
$$

Then the covariance matrix is

$$
\begin{equation*}
\operatorname{cov}[\underline{u}(t), \underline{u}(t)]=\underline{Q}(t) \quad \text { for all } t . \tag{16}
\end{equation*}
$$

$\underline{x}(t)$ is a gaussian random sequence with zero mean and arbitrary covariance, independent of $\underline{u}(t)$. $\underline{x}(t)$ satisfies the Markov property, that is, the conditional probability distribution of $\underline{x}(t)$, given $\underline{x}(\tau), t_{0} \leqslant \tau \leqslant t$, is identical with the probability distribution of $\underline{x}(t)$ given the last observation $\underline{x}(t-1)$ (Ref. 6).

$$
\begin{gather*}
P_{r}\left\{\underline{x}(t) \leqslant \Sigma_{1} \mid \underline{x}(t-2) \cdots \underline{x}\left(t_{0}\right)\right\} \\
=\operatorname{Pr}\left\{\underline{x}(t) \leqslant \Sigma_{1} \mid \underline{x}(t-1)\right\} \tag{17}
\end{gather*}
$$

Hence $\underline{X}(t)$ is a Gauss-Markov sequence.
$\underline{z}(t)$ is also a gaussian random sequence, because gaussian random signals remain gaussian after passing through a linear system.
$\underline{\mathrm{v}}(\mathrm{t})$ is also a gaussian white noise with zero mean and covariance $\underline{R}(t)$, independent of $\underline{u}(t)$.

$$
\begin{array}{ll}
\operatorname{cov}\left[\underline{v}\left(t_{1}\right), \underline{v}\left(t_{2}\right)\right]=\underline{0} & \text { if } t_{1} \neq t_{2} \\
E\{\underline{v}(t)\}=\underline{0} & \text { for all } t \\
\operatorname{cov}[\underline{v}(t), \underline{v}(t)]=\underline{R}(t) & \\
\operatorname{cov}[\underline{u}(t), \underline{v}(t)]=\underline{0} & \text { for all } t \tag{21}
\end{array}
$$

Thus a random sequence may be thought of as the output of a dynamical system excited by two independent gaussian random sequences.

A Gauss-Markov Process is the limiting case of Gauss-Markov sequence when the interval between successive values of time tends to zero. Then equations (1) and (3) convert to the continuous time case as follows:

$$
\begin{align*}
& \frac{d x}{d t}=\underline{F}(t) \underline{x}(t)+\underline{G}(t) \underline{u}(t)  \tag{4}\\
& \underline{z}(t)=\underline{y}(t)+\underline{v}(t)=\underline{H}(t) \underline{x}(t)+\underline{v}(t) \tag{6}
\end{align*}
$$

The random processes $\underline{u}$ and $\underline{v}$ are defined in such a way that at integer values of time the random processes $\underline{x}$ and $\underline{z}$ generated by equations (4) and (6) agree with those generated by equations (1) and (2). Hence the sample functions are assumed to be piecewise constant over intervals of length 1.

Fig. 1. Representation of Gauss-Markov sequence.

$$
\begin{aligned}
& \underline{u}(T)=\underline{u}(T+\tau) \\
& \underline{v}(T)=\underline{v}(T+\tau)
\end{aligned}
$$

where $T$ is an integer and

$$
0 \leqslant \tau \leqslant 1
$$

It is assumed that

$$
\begin{align*}
& E\{\underline{u}(t)\}=\underline{0} \\
& E\{\underline{v}(t)\}=\underline{0} \\
& E\{\underline{u}(t), \underline{u}(t)\}=\underline{Q}(t) \delta(t-\tau)  \tag{22}\\
& \operatorname{cov}[\underline{v}(t), \underline{v}(\tau)]=\underline{R}(t) \underline{\delta}(t-\tau) \tag{23}
\end{align*}
$$

and

$$
\operatorname{cov}[\underline{v}(t), \underline{u}(t)]=\underline{0} \quad \text { for all } t, \tau .
$$

$\delta(t)$ is the Dirac-delta function, which has the following characteristic properties (Ref. 3):

$$
\begin{equation*}
\delta\left(t-t_{0}\right)=\frac{d}{d t}\left[I\left(t-t_{0}\right)\right] \tag{24}
\end{equation*}
$$

where $I(t)$ is a unit step function, and

$$
\begin{align*}
& \int_{-\infty}^{t_{0}} \delta\left(t-t_{0}\right) d t=\int_{t_{0}}^{\infty} \delta\left(t-t_{0}\right) d t=1 / 2  \tag{25}\\
& \int_{-\infty}^{\infty} f(t) \delta\left(t-t_{0}\right) d t=\int_{-\infty}^{\infty} f(t) \delta\left(t_{0}-t\right) d t=f(t) \tag{26}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} f(t) \delta\left(t-t_{0}\right) d t=\frac{1}{2} f\left(t_{0}\right) \tag{27}
\end{equation*}
$$

if $t_{1}=t_{0}$, or $t_{2}=t_{0}$.

The values of the sample functions of $\underline{u}$ and $\underline{v}$ are to be regarded as Dirac-delta functions of vanishing small areas. Mathematically speaking, this definition of course is not rigorous, since $\delta(t)$ is not a well defined function.

The block diagram of this system is shown in Fig. 2.
The estimation problem is formulated as follows. Given the actually observed value of a random process $\underline{Z}(\tau)$ over some interval of time, $t_{0} \leqslant \tau \leqslant t$, find the optimal estimate, $\hat{\hat{x}}\left(t_{1}\right)$, of another related random process $x\left(t_{1}\right)$ such that the estimate $\hat{\underline{x}}\left(t_{1}\right)$ minimizes the expected losses

$$
\begin{equation*}
E\left\{E\left\{L\left(\underline{x}\left(t_{1}\right)-\underline{\hat{x}}\left(t_{1}\right)\right) \mid \underline{z}(\tau), \quad t_{0} \leqslant \tau \leqslant t\right\}\right\} \tag{28}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
E\left\{I\left(\underline{x}\left(t_{1}\right)-\underline{\hat{x}}\left(t_{1}\right)\right) \mid \underline{z}(\tau), \quad t_{0} \leqslant \tau \leqslant t\right\} \tag{29}
\end{equation*}
$$

The loss function $L(\epsilon)$ is a scalar valued, positive, nondecreasing function of the estimation error

$$
\underline{\epsilon}=\underline{x}\left(t_{1}\right)-\underline{\hat{x}}\left(t_{1}\right)
$$

The loss function $L(\underline{\underline{\epsilon}})$ must satisfy

$$
\begin{aligned}
& L(\underline{0})=0 \\
& L\left(\underline{\epsilon}_{1}\right) \geqslant L\left(\underline{\epsilon}_{2}\right) \geqslant 0
\end{aligned}
$$

where $\left\|\underline{E}_{1}\right\| \geqslant\left\|\epsilon_{2}\right\| \geqslant 0$.
Let $x$ be an n-dimensional random vector with mean $\xi$ and distribution function $F(\underline{\xi})$. Suppose $F(\underline{\xi})$ has the following properties. F is symmetrical about its mean ' $\underline{\xi}$.

Fig. 2. Representation of Gauss-Markov process.

$$
F(\underline{\xi}-\underline{\xi})=1-F(\bar{\xi}-\underline{\xi})
$$

convex for $\xi_{i} \leqslant \bar{\xi}_{i}$

$$
F\left(\lambda \xi_{i 1}+(1-\lambda) \xi_{i 2}\right) \leqslant \lambda F\left(\xi_{i 1}\right)+(1-\lambda) F\left(\xi_{i 2}\right)
$$

for all $\xi_{i 1}, \xi_{i 2} \leqslant \bar{\xi}_{i}$ and $0 \leqslant \lambda \leqslant 1$.
Then the estimate $\underline{\hat{x}}\left(t_{1}\right)$ which minimizes the expected loss is the conditional expectation

$$
\begin{equation*}
\underline{\hat{x}}\left(t_{1}\right)=\underline{\hat{x}}\left(t_{1} \mid t\right)=E\left\{\underline{x}\left(t_{1}\right) \mid \underline{z}(\tau), \quad t_{0} \leq \tau \leq t\right\} \tag{30}
\end{equation*}
$$

If the loss function is defined by the mean squared error, ie.,

$$
L(\underline{\epsilon})=(\underline{\epsilon}, \underline{\epsilon})=([\underline{x}-\underline{\hat{x}}],[\underline{x}-\underline{\hat{x}}])=\sum_{i=1}^{n}\left(x_{i}-\hat{x}_{i}\right)^{2}
$$

then the optimal estimate is also the conditional expectation,

$$
\underline{\hat{x}}\left(t_{1}\right)=\underline{\hat{x}}\left(t_{1} \mid t\right)=E\left\{\underline{x}\left(t_{1}\right) \mid \underline{z}(\tau) \quad t_{0} \leqslant \tau \leq t\right\}
$$

without imposing the restrictions that the distribution function $F(\underline{\xi})$ be both symmetric and convex (Ref. 8).

The conditional mean, which supplies the minimum expected loss for many loss functions, plays an important role in the filtering problem. Of course, if the conditional distribution is known, the optimal estimate $\hat{\underline{x}}(t)$ can be computed for any loss function.

A gaussian distribution is both convex and symmetric about the mean. It is obvious that the optimal estimate is always the conditional expectation $\hat{\underline{x}}\left(t_{1} \mid t\right)$. The conditional probability
distribution of a gaussian process is completely described by its mean and covariance. If in addition the process is also Markovian, then it suffices to know the mean and covariance at one instant of time. The calculation of the optimal estimate involves only the means and covariance matrices of the gaussian process. Thus $\underline{\hat{x}}\left(t_{1}\right)=\underline{\hat{x}}\left(t_{I} \mid t\right)$ is clearly the optimal estimate for the class of all of the random processes with the same means and covariance matrices as the gaussian process.

In the gaussian process, the optimal estimate $\underline{\hat{x}}\left(t_{1}\right)$ of $\underline{x}\left(t_{1}\right)$ is

$$
\begin{equation*}
\underline{\hat{x}}\left(t_{1}\right)=\underline{\hat{x}}\left(t_{1} \mid t\right)=E\left\{\underline{x}\left(t_{1}\right) \mid \underline{z}(\tau), t_{0} \leqslant \tau \leqslant t\right\} \tag{31}
\end{equation*}
$$

where $\hat{\underline{x}}\left(t_{I} \mid t\right)$ is an unbiased estimate of $\underline{x}\left(t_{1}\right)$. That is,

$$
E\left\{\underline{\hat{x}}\left(t_{1} \mid t\right)\right\}=E\left\{\underline{x}\left(t_{1}\right)\right\}=\underline{0}
$$

Define

$$
\begin{equation*}
\underline{\tilde{x}}\left(t_{1} \mid t\right)=\underline{x}\left(t_{1}\right)-\underline{\hat{x}}\left(t_{1} \mid t\right) \tag{32}
\end{equation*}
$$

where $\underline{\tilde{x}}\left(t_{1} \mid t\right)$ is the error between the actual value $\underline{x}\left(t_{1}\right)$ and its conditional expectation. The conditional expectation of gaussian random process $\underline{x}(t)$ is identical with the orthogonal projection of $\underline{x}\left(t_{1}\right)$ upon the sample space $\underline{z}(\tau), t_{0} \leqslant \tau \leqslant t$ (Ref. 8). Hence the optimal estimate $\hat{\underline{x}}\left(t_{I} \mid t\right)$ of $\underline{x}\left(t_{I}\right)$ is the orthogonal projection $\underline{x}\left(t_{1}\right)$ on a linear manifold or vector space, generated by $\underline{z}(\tau), t_{0} \leqslant \tau \leqslant t . \quad \hat{x}\left(t_{l} \mid t\right)$ will minimize the expected loss,

$$
E\{\underline{L}(\underline{x}(t)-\underline{\hat{x}}(t \mid t))\}=E\left\{\sum_{i=1}^{n}\left[x_{i}(t)-x_{i}(t \mid t)\right]^{2}\right\}
$$

That will be discussed in more detail in the continuous case. By gaussianness, $\underline{\hat{x}}\left(t_{1} \mid t\right)$ and $\underline{\tilde{x}}\left(t_{1} \mid t\right)$ are independent random variables. The covariance matrix of $\underline{\tilde{x}}\left(t_{1} \mid t\right)$ is defined by

$$
\begin{equation*}
\underline{p}\left(t_{1} \mid t\right)=\operatorname{cov}\left[\underline{\hat{x}}\left(t_{1} \mid t\right), \underline{\tilde{x}}\left(t_{I} \mid t\right)\right] \tag{33}
\end{equation*}
$$

The quantities $\underline{\hat{v}}(t \mid t), \underline{\tilde{v}}(t \mid t), \underline{\underline{u}}(t \mid t) \cdots{ }_{\underline{\tilde{z}}}(t \mid t)$ are defined similarly.

## Solution of the Problem

In a Gauss-Markov sequence the message is a random sequence generated by the equation

$$
\underline{x}(t+1)=\underline{\underline{\phi}}(t+1, t) \underline{x}(t)+\underline{\Delta}(t+1, t) \underline{u}(t) .
$$

Repeated use of the above equation yields

$$
\begin{aligned}
\underline{x}(t+2)= & \underline{\Phi}(t+2, t+1) \underline{x}(t+1)+\underline{\Delta}(t+2, t+1) \underline{u}(t+1), \\
\underline{x}(t+3)= & \underline{\Phi}(t+3, t+2) \underline{x}(t+2)+\underline{\Delta}(t+3, t+2) \underline{u}(t+2) \\
= & \underline{\Phi}(t+3, t+1) \underline{x}(t+1) \\
& +\underline{\Phi}(t+3, t+2) \underline{\Delta}(t+2, t+1) \underline{u}(t+1) \\
& +\underline{\Phi}(t+3, t+3) \underline{\Delta}(t+3, t+2) \underline{u}(t+2), \\
\underline{x}(t+4)= & \underline{\Phi}(t+4, t+3) \underline{x}(t+3)+\underline{\Delta}(t+4, t+3) \underline{u}(t+3) \\
= & \underline{\Phi}(t+4, t+1) \underline{x}(t+1) \\
& +\Phi(t+4, t+2) \underline{\Delta}(t+2, t+1) \underline{u}(t+1)
\end{aligned}
$$

$$
\begin{aligned}
& +\Phi(t+4, t+3) \underline{\Delta}(t+3, t+2) \underline{u}(t+2) \\
& +\Phi(t+4, t+4) \underline{\Delta}(t+4, t+3) \underline{u}(t+3) \\
& \left.=\underline{\Phi}(t+4, t+1) \underline{x}(t+1)+\sum_{\tau_{1}} \sum_{\underline{1}+1}^{t+1}\right)-1 \\
& \Phi\left(t+4, \tau_{1}+1\right) \underline{\Delta}\left(\tau_{1}+1, \tau_{1}\right) \underline{u}\left(\tau_{1}\right) .
\end{aligned}
$$

Hence by induction

$$
\begin{align*}
& \underline{x}\left(t_{1}\right)=\underline{\Phi}\left(t_{1}, t+1\right) \underline{x}(t+1) \\
&+\sum_{\tau_{1}=t+1}^{t_{1}-1} \Phi\left(t_{1}, \tau_{1}+1\right) \Delta\left(\tau_{1}+1, \tau_{1}\right) \underline{u}\left(\tau_{1}\right) \\
& \quad \text { for } t_{1} \geqslant t+2 \tag{34}
\end{align*}
$$

Taking conditional expectation of both sides with respect to $\underline{z}(\tau), t_{0} \leqslant \tau \leqslant t$, yields

$$
\begin{aligned}
& E\left\{\underline{x}\left(t_{1}\right) \mid \underline{z}(\tau), t_{0} \leqslant \tau \leqslant t\right\}=E\left\{\underline{\Phi}\left(t_{1}, t+1\right) \underline{x}(t+1)\right. \\
& \left.+{ }_{\tau_{1}}^{t_{1}=t+1}{ }^{-1} \underline{\Phi}\left(t_{1}, \tau_{1}+1\right) \underline{\Delta}\left(\tau_{1}+1, \tau_{1}\right) \underline{u}\left(\tau_{1}\right) \mid \underline{z}(\tau), t_{0} \leqslant \tau \leqslant t\right\}
\end{aligned}
$$

since $\underline{u}(t)$ is independent of $\underline{z}(\tau), t_{0} \leqslant \tau \leq t$, and $E\left\{\underline{u}\left(\tau_{1}\right)\right\}=\underline{0}$. Hence

$$
\hat{\underline{x}}\left(t_{1} \mid t\right)=\underline{\underline{I}}\left(t_{1}, t+1\right) \underline{\hat{x}}(t+1 t) \text { for } t_{1} \geqslant t+1 . .\left(v_{d}\right) .
$$

This equation applies to the optimal prediction (extrapolation) problem. So far, no similarly simple formula is known for data smoothing (interpolation) case, for $t_{1}<t$.

Supposing $\underline{\hat{x}}(t \mid t-I)$ is known. $\hat{x}(t+I \mid t)$ can be computed by induction.

Consider the linear manifold $M(t)$ generated by the
observation $\underline{z}\left(t_{0}\right)$, . ., $\underline{z}(t)$. This manifold can be decomposed into two parts. One part is the space $M(t-1)$ generated by $\underline{z}\left(t_{0}\right), \underline{z}\left(t_{0}+1\right) \cdot \cdot \cdot \underline{z}(t-1)$, while the second part is the space $\underline{N}(t)$ generated by $\underset{\tilde{Z}}{( } t \mid t-1)$, the component of $\underline{z}(t)$ that is orthogonal to $M(t-1)$.

$$
\underline{\tilde{\underline{z}}}(t \mid t-1)=\underline{z}(t)-\underline{H}(t) \underline{\hat{x}}(t \mid t-1)=\underline{H}(t) \underline{\tilde{x}}(t \mid t-1)+\underline{v}(t)
$$

Two linear manifolds $M(t-1)$ and $N(t)$ are said to be orthogonal, if every vector in one manifold is orthogonal to every vector in the other manifold. The two sets of gaussian random variables are independent; hence the conditional expectations may be computed separately.

$$
\begin{aligned}
& E\{\underline{x}(t+1) \mid M(t)\}=E\{\underline{x}(t+1) \mid M(t-1)\}+E\{\underline{x}(t+1) \mid N(t)\} \\
& E\left\{\underline{x}(t+1) \mid \underline{z}(\tau), t_{0} \leq \tau \leq t=E\left\{\underline{x}(t+1) \mid \underline{z}(\tau), t_{0} \leqslant \tau \leqslant t-1\right\}\right. \\
& \\
& +E\{\underline{x}(t+1) \mid \underline{z}(t \mid t-1)\}
\end{aligned}
$$

Then

$$
\begin{aligned}
\underline{\hat{x}}(t+1 \mid t)= & \underline{\underline{\Phi}}(t+1, t) \underline{\hat{x}}(t \mid t-1) \\
& +\underline{\Delta}(t+1, t) E\{\underline{u}(t) \mid M(t-1)\} \\
& +E\{\underline{x}(t+1) \mid \underline{\tilde{z}}(t \mid t-1)\}
\end{aligned}
$$

Since $E\{\underline{u}(t) \mid M(t-1)\}=\underline{0}$,

$$
\begin{equation*}
\underline{\hat{x}}(t+1 \mid t)=\underline{\underline{\Phi}}(t+1, t) \underline{\hat{x}}(t \mid t-1)+E\{\underline{x}(t+1) \mid \underline{\underline{\tilde{x}}}(t \mid t-1)\} . \tag{35}
\end{equation*}
$$

By gaussianness and knowing that (Ref. 9)

$$
\begin{aligned}
E\{\underline{x}(t & +1) \mid \underline{\tilde{z}}(t \mid t-1)\}=E\{\underline{x}(t+1)\} \\
& +\operatorname{cov}[\underline{x}(t+1), \underline{\tilde{\tilde{x}}}(t \mid t-1)] \operatorname{cov}\left[\underline{\tilde{\underline{\tilde{x}}}(t \mid t-1), \underline{\tilde{z}}(t \mid t-1)]^{-1}}\right. \\
& \cdot[\underline{\tilde{z}}(t \mid t-1)-E\{\underline{\tilde{z}}(t \mid t-1)\} \mid
\end{aligned}
$$

one can write

$$
\begin{align*}
E\{\underline{x}(t+1) \mid \underline{\tilde{z}}(t \mid t-1)\}= & \operatorname{cov}[\underline{x}(t+1), \underline{\tilde{z}}(t \mid t-1)] \\
& \operatorname{cov}[\underline{\tilde{\tilde{z}}}(t \mid t-1), \underline{\tilde{z}}(t \mid t-1)]^{-1} \\
& \cdot[\underline{\tilde{\tilde{z}}}(t \mid t-1)] \tag{36}
\end{align*}
$$

since

$$
E\{\underline{x}(t+1)\}=\underline{0}
$$

and

$$
E\{\underline{\tilde{z}}(t \mid t-1)\}=E\{\underline{H}(t) \underline{\tilde{x}}(t \mid t-1)+\underline{v}(t)\}=\underline{0} .
$$

The first factor on the right-hand side of equation (36) can be written

$$
\begin{aligned}
& \operatorname{cov}[\underline{x}(t+1), \underline{\tilde{z}}(t \mid t-1)]=\operatorname{cov}[\underline{\Phi}(t+1, t) \underline{x}(t) \\
& \quad+\underline{\Delta}(t+1, t) \underline{u}(t), \underline{H}(t) \underline{\tilde{x}}(t \mid t-1)+\underline{v}(t)] \\
& =\operatorname{cov}[\underline{\Phi}(t+1, t) \underline{x}(t), \underline{H}(t) \underline{\tilde{x}}(t \mid t-1)] \\
& \quad+\operatorname{cov}[\underline{\Phi}(t+1, t) \underline{x}(t), \underline{v}(t)] \\
& \quad+\operatorname{cov}[\underline{\underline{\Delta}}(t+1, t) \underline{u}(t), \underline{H}(t) \underline{\tilde{x}}(t \mid t-1)] \\
& \quad+\operatorname{cov}[\underline{\Delta}(t+1, t) \underline{u}(t), \underline{v}(t)]
\end{aligned}
$$

which reduces to

$$
\begin{aligned}
& \operatorname{cov}[\underline{x}(t+1), \underline{\tilde{z}}(t \mid t-1)] \\
&=\operatorname{cov}[\underline{\Phi}(t+1, t) \underline{x}(t), \underline{H}(t) \underline{\tilde{x}}(t \mid t-1)] \\
&=E\left\{\underline{\underline{\Phi}}(t+1, t) \underline{x}(t) \underline{\tilde{x}}^{\prime}(t \mid t-1) \underline{H}^{\prime}(t)\right\} \\
&=\underline{\underline{\Phi}}(t+1, t) E\left\{\underline{x}(t) \underline{\tilde{x}}^{\prime}(t \mid t-1)\right\} \underline{H}^{\prime}(t) .
\end{aligned}
$$

since

$$
\operatorname{cov}[\underline{x}(t), \underline{v}(t)]=\operatorname{cov}[\underline{u}(t), \underline{\tilde{x}}(t \mid t-1)]=\operatorname{cov}[\underline{u}(t), \underline{v}(t)]=\underline{0}
$$

and since

$$
E\{\underline{x}(t)\}=E\{\underline{\tilde{x}}(t \mid t-1)\}=\underline{0} .
$$

Furthermore, in view of the fact that

$$
\underline{x}(t)=\underline{\hat{x}}(t \mid t-1)+\underline{\tilde{x}}(t \mid t-1)
$$

and the fact that

$$
E\left\{\left\{\underline{\hat{x}}(t \mid t-1) \tilde{\underline{x}}^{\prime}(t \mid t-1)\right\}=\underline{0},\right.
$$

the first factor of the equation can be written

$$
\begin{align*}
& \operatorname{cov}[\underline{x}(t+1), \underline{\tilde{z}}(t \mid t-1)] \\
&=\underline{\underline{\Phi}}(t+1, t) E\left\{\underline{\tilde{x}}(t \mid t-1) \tilde{\tilde{x}}^{\prime}(t \mid t-1)\right\} \underline{H}^{\prime}(t) \\
&=\underline{\underline{\Phi}}(t+1, t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t) . \tag{37}
\end{align*}
$$

The second factor on the right-hand side of equation (36) can be reduced in a similar manner to

$$
\begin{align*}
& \operatorname{cov}[\underline{\tilde{\underline{z}}}(t \mid t-1), \underline{\tilde{z}}(t \mid t-1)] \\
&= \operatorname{cov}[\underline{H}(t) \underline{\tilde{x}}(t \mid t-1), \underline{H}(t) \underline{\tilde{x}}(t \mid t-1)] \\
&+\operatorname{cov}[\underline{H}(t) \underline{\tilde{x}}(t \mid t-1), \underline{v}(t)] \\
& \cdot \operatorname{cov}[\underline{v}(t), \underline{H}(t) \underline{\tilde{x}}(t \mid t-1)]+\operatorname{cov}[\underline{v}(t), \underline{v}(t)] \\
&= \underline{H}(t) \operatorname{cov}[\underline{\tilde{\underline{x}}}(t \mid t-1), \underline{\tilde{x}}(t \mid t-1)] \underline{H}^{\prime}(t)+\operatorname{cov}[\underline{v}(t), \underline{v}(t)] \\
&= \underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t) . \tag{38}
\end{align*}
$$

Substituting equations (37) and (38) into equation (36) yields

$$
\begin{align*}
& E\{\underline{x}(t+1) \mid \underline{\tilde{z}}(t \mid t-1)\} \\
&= {\left[\underline{\underline{\Phi}}(t+1, t) \underline{P}(t \mid t-1) \underline{H^{\prime}}(t)\right] } \\
& \cdot\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right]^{-1} \\
& \cdot[\underline{z}(t)-\underline{H}(t) \underline{\hat{x}}(t \mid t-1)] . \tag{39}
\end{align*}
$$

Combining equations (35) and (39) yields

$$
\begin{align*}
\underline{\hat{x}}(t+1 \mid t)= & \underline{\Phi}(t+1, t) \underline{\hat{x}}(t \mid t-1) \\
& +\left[\underline{\Phi}(t+1, t) \underline{\underline{P}}(t \mid t-1) \underline{H}^{\prime}(t)\right] \\
& \cdot\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\left.\underline{R}(t)\right|^{-1}\right. \\
& \cdot[\underline{z}(t)-\underline{H}(t) \underline{\hat{x}}(t \mid t-1)] \\
= & \underline{\psi}(t+1, t) \underline{\hat{x}}(t \mid t-1)+\underline{\underline{K}}(t) \underline{\underline{Z}}(t) \tag{Id}
\end{align*}
$$

where

$$
\underline{\psi}(t+1, t)=\underline{\Phi}(t+1, t)-\underline{K}(t) \underline{H}(t)
$$

and

$$
\begin{align*}
\underline{K}(t)= & {\left[\underline{\Phi}(t+1, t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)\right] } \\
& \cdot\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right]^{-1} \tag{lId}
\end{align*}
$$

From equation (32) one can obtain the equation

$$
\begin{equation*}
\underline{\tilde{x}}(t+I \mid t)=\underline{x}(t+I)-\underline{\hat{x}}(t+I \mid t) . \tag{40}
\end{equation*}
$$

Substituting equations (I) and (Id) into equation (40) yields

$$
\begin{align*}
\underline{\tilde{x}}(t+1 \mid t)= & \underline{\Phi}(t+1, t) \underline{x}(t)+\underline{\Delta}(t+1), t) \underline{u}(t) \\
& -\underline{\Psi}(t+1, t) \underline{\hat{x}}(t \mid t-1)-\underline{K}(t) \underline{z}(t) \\
= & \underline{\Psi}(t+1, t) \underline{\tilde{x}}(t \mid t-1) \\
& +\underline{\Delta}(t+1, t) \underline{u}(t)-\underline{K}(t) \underline{v}(t) \quad . \tag{II}
\end{align*}
$$

The solution of the filtering problem can be computed by deriving a recursion relation for the conditional covariance matrix $\underline{P}(t \mid t-1)$, which is the only remaining unknown in equations (Id) and (IIId).

$$
\begin{aligned}
& \underline{P}(t+I \mid t)= \operatorname{cov}[\underline{\tilde{x}}(t+I \mid t), \underline{\tilde{x}}(t+I \mid t)] \\
&= \operatorname{cov}[\underline{\psi}(t+1, t) \underline{\tilde{x}}(t \mid t-1) \\
&+\underline{\Delta}(t+1, t) \underline{u}(t)-\underline{K}(t) \underline{v}(t), \\
& \underline{\psi}(t+1, t) \underline{\tilde{x}}(t \mid t-1)+\underline{\Delta}(t+1, t) \underline{u}(t) \\
&-\underline{K}(t) \underline{v}(t)] \\
&= \operatorname{cov}[\underline{\psi}(t+1, t) \underline{\tilde{x}}(t \mid t-1), \\
&\underline{\psi}(t+1, t) \underline{\tilde{x}}(t \mid t-1)]
\end{aligned}
$$

$$
\begin{align*}
+ & \operatorname{cov}[\underline{K}(t) \underline{v}(t), \underline{K}(t) \underline{v}(t)] \\
& +\operatorname{cov}[\underline{\Delta}(t+1, t) \underline{u}(t), \underline{\Delta}(t+1, t) \underline{u}(t)] \\
= & \underline{\Psi}(t+1, t) \underline{P}(t t-1) \underline{\Psi}^{\prime}(t+1, t) \\
& +\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t)+\underline{\Delta}(t+1, t) \underline{Q}(t) \underline{\Delta}^{\prime}(t+1, t) \tag{41}
\end{align*}
$$

The first two terms of equation (41) are

$$
\begin{align*}
\underline{\Psi}(t+ & +1, t) \underline{P}(t \mid t-1) \underline{\Psi}^{\prime}(t+1, t)+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t) \\
= & {[\underline{\Phi}(t+1, t)-\underline{K}(t) \underline{H}(t)] \underline{P}(t \mid t-1) } \\
& {\left[\underline{\Phi}^{\prime}(t+1, t)-\underline{H}^{\prime}(t) \underline{K}^{\prime}(t)\right]+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t) } \\
= & \underline{\Phi}(t+1, t) \underline{P}(t \mid t-1) \underline{\Phi}^{\prime}(t+1, t) \\
& -\underline{K}(t) \underline{H}(t) \underline{P}(t \mid t+1) \underline{\Phi}^{\prime}(t+1, t) \\
& -\underline{\Phi}(t+1, t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t) \underline{K}^{\prime}(t) \\
& +\underline{K}(t) \underline{H}(t) \underline{P}(t \mid t+1) \underline{H}^{\prime}(t) \underline{K}^{\prime}(t)+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t) \\
= & \underline{\Phi}(t+1, t) \underline{P}(t \mid t-1) \underline{\Phi}^{\prime}(t+1, t) \\
& -\underline{K}(t) \underline{H}(t) \underline{P}(t \mid t-1) \underline{\Phi}^{\prime}(t+1, t) \\
& -\Phi(t+1, t) \underline{\underline{\Phi}}(t \mid t-1) \underline{H}^{\prime}(t) \underline{K}^{\prime}(t) \\
& +\underline{K}(t)\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}^{\prime}(t)\right] \underline{K}^{\prime}(t) \tag{42}
\end{align*}
$$

Substituting equation (III) into the last two terms of equation (42),

$$
\begin{aligned}
\underline{K}(t) & {\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right] \underline{K}^{\prime}(t) } \\
& -\underline{\underline{\Phi}}(t+1, t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t) \underline{K}^{\prime}(t) \\
= & {\left[\underline{\Phi}(t+1, t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)\right]\left[\underline{H}^{\prime}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right]^{-1} } \\
& {\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right] \underline{K}^{\prime}(t) } \\
& -\underline{\Phi}(t+1, t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t) \underline{K}^{\prime}(t) \\
= & \underline{0} .
\end{aligned}
$$

Then the first two terms of equation (41) are

$$
\begin{align*}
& \Psi^{\prime}(t+1, t) \underline{P}(t \mid t-1) \underline{\Psi}^{\prime}(t+1, t)+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t) \\
&= \underline{\Phi}(t+1, t) \underline{P}(t \mid t+1) \underline{\Phi}^{\prime}(t+1, t) \\
&-\underline{K}(t) \underline{H}(t) \underline{P}(t \mid t-1) \underline{\Phi}^{\prime}(t+1, t) \\
&= \underline{\Phi}(t+1, t)\{\underline{P}(t \mid t-1) \\
&-\left[\underline{P}(t \mid t-1) \underline{H}^{\prime}(t)\right]\left[\underline{H}^{\prime}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right]^{-1} \\
&\cdot \underline{H}(t) \underline{P}(t \mid t-1)\} \cdot \underline{\Phi}^{\prime}(t+1, t) \tag{43}
\end{align*}
$$

Hence equation (41) becomes

$$
\begin{align*}
\underline{P}(t+ & I \mid t) \\
= & \underline{\Phi}(t+1, t)\left\{\underline{P}(t \mid t-1)-\left[\underline{P}(t \mid t-1) \underline{H}^{\prime}(t)\right]\right. \\
& \left.\cdot\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right]^{-1} \underline{H}(t) \underline{P}(t \mid t-1)\right\} \\
& \cdot \underline{\Phi}^{\prime}(t+1, t)+\underline{\Delta}(t+1, t) \underline{Q}(t) \underline{\Delta}^{\prime}(t+1, t) \tag{IVd}
\end{align*}
$$

Equations (Id) to (Vd) are the solutions for a GaussMarkov sequence. They will be discussed later.

In a Gauss-Markov process the message is a random process generated by the equation

$$
\frac{d \underline{x}}{d t}=\underline{F}(t) \underline{x}+\underline{G}(t) \underline{u}(t) .
$$

and the observed value is

$$
\underline{z}(t)=\underline{y}(t)+\underline{v}(t)=\underline{H}(t) \underline{x}(t)+\underline{v}(t) .
$$

The solution of this problem can be directly derived from the Wiener-Hopf equation. Pugachev pointed out thet the WienerHopf equation is nothing more than a special case of the
orthogonal-projection theorem (Ref. 20).
The orthogonal-projection lemma can be stated as follows: A necessary and sufficient condition for

$$
\begin{equation*}
\|\underline{x}-\underline{w}\| \geqslant\left\|\underline{x}-\underline{w}_{0}\right\| \quad \text { for all } \underline{w} \text { in } \underline{W} \tag{44}
\end{equation*}
$$

is that

$$
\begin{equation*}
\left(\underline{x}-\underline{w}_{0}, \underline{w}\right)=0 \quad \text { for all } \underline{w} \text { in } \underline{W} . \tag{45}
\end{equation*}
$$

Moreover, if there is another vector $\underline{w}_{1}$ satisfying

$$
\left(\underline{x}-\underline{w}_{I}, \underline{w}\right)=0
$$

then

$$
\left\|\underline{w}_{0}-\underline{w}_{1}\right\|=0
$$

where $\underline{x}$ is an element of abstract space $\underline{X}$
$W$ is a subspace of $\mathbb{Z}$
$\underline{W}$ is an element of $\underline{W}$.

Proof:

$$
\begin{equation*}
\|\underline{x}-\underline{w}\|^{2}=\left\|\underline{x}-\underline{w}_{0}\right\|^{2}+z\left(\underline{x}-\underline{w}_{0}, \underline{w}_{0}-\underline{w}\right)+\left\|\underline{w}-\underline{w}_{0}\right\|^{2} \tag{46}
\end{equation*}
$$

Since

$$
\left(\underline{x}-\underline{w}_{0}, \underline{w}_{0}-\underline{w}\right)=0
$$

and

$$
\left\|\underline{w}-\underline{w}_{0}\right\| \geqslant 0
$$

it follows that

$$
\|\underline{x}-\underline{w}\| \geqslant\left\|\underline{x}-\underline{w}_{0}\right\|
$$

Substituting $\underset{\sim}{w} \underline{w}_{1}$ into equation (46),

$$
\begin{equation*}
\left\|\underline{x}-\underline{w}_{1}\right\|^{2}=\left\|\underline{x}-\underline{w}_{0}\right\|^{2}+\left\|\underline{w}_{1}-\underline{w}_{0}\right\|^{2} \tag{47}
\end{equation*}
$$

Since $\underline{W}_{1}$ satisfies condition (45)

$$
\begin{align*}
\left\|\underline{x}-\underline{w}_{0}\right\|^{2} & =\left\|\underline{x}-\underline{w}_{1}\right\|^{2}+2\left(\underline{x}-\underline{w}_{1}, \underline{w}_{1}-\underline{w}_{0}\right)+\left\|\underline{w}_{0}-\underline{w}_{1}\right\|^{2} \\
& =\left\|\underline{x}-\underline{w}_{1}\right\|^{2}+\left\|\underline{w}_{0}-\underline{w}_{1}\right\|^{2} \tag{48}
\end{align*}
$$

Combining equations (47) and (48) yields

$$
\left\|\underline{x}-\underline{w}_{0}\right\|^{2}=\left\|\underline{x}-\underline{w}_{0}\right\|^{2}+\left\|\underline{w}_{1}-\underline{w}_{0}\right\|^{2}+\left\|\underline{w}_{0}-\underline{w}_{1}\right\|^{2}
$$

hence

$$
\left\|\underline{w}_{0}-\underline{w}_{1}\right\|=0
$$

Consider a vector $\underline{W}_{2}$ such that

$$
\left(\underline{x}-\underline{w}_{0}, \underline{w}_{2}\right)=\alpha \neq 0 .
$$

Then

$$
\left\|\underline{x}-\underline{w}_{0}-\beta \underline{w}_{2}\right\|=\left\|\underline{x}-\underline{w}_{0}\right\|^{2}-2 \alpha \beta+\beta^{2}\left\|\underline{w}_{2}\right\|^{2}
$$

where $\alpha$ is given, but the value could vary with $\beta$. For suitable choice of $\beta$, the last two terms could be negative; then

$$
\left\|x-\underline{w}_{0}-\beta \underline{w}_{2}\right\|^{2} \leqslant\left\|\underline{x}-\underline{w}_{0}\right\|^{2} .
$$

This inequality contradicts the optimality of $\underline{w}_{0}$.
The optimal estimation problem for the multidimensional situation is one in which the values of $\underline{z}(\tau), t_{0} \leqslant \tau \leqslant t$ are given, and one wishes to find an estimate $\hat{\underline{x}}\left(t_{1} \mid t\right)$ of $\underline{x}\left(t_{1}\right)$ haveing the form

$$
\begin{equation*}
\underline{\hat{x}}\left(t_{1} \mid t\right)=\int_{t_{0}}^{t} \underline{A}\left(t_{1}, \tau\right) \underline{z}(\tau) d \tau \tag{49}
\end{equation*}
$$

which minimizes the expected squared error sum,

$$
E\left\{\sum_{i=1}^{n}\left[x_{i}(t)-\hat{x}_{i}(t)\right]^{2}\right\}
$$

$\underline{A}\left(t_{1}, \tau\right)$ is an $n x$ matrix whose elements are continuously differentiable in both arguments. $\hat{\underline{x}}\left(t_{1} \mid t\right)$ is an unbiased minimum variance linear estimate of $\underline{x}\left(t_{1}\right)$. That is,

$$
E\left\{\underline{x}\left(t_{I}\right)\right\}=E\left\{\underline{\hat{x}}\left(t_{I} \mid t\right)\right\}=\underline{0}
$$

A necessary and sufficient condition that $\hat{\underline{x}}\left(t_{I} \mid t\right)$ be a minimum variance estimator for $\underline{x}\left(t_{1}\right)$ is that the matrix function A $\left(t_{1}, \tau\right)$ satisfy the matrix form of the Wiener-Hopf equation (Ref. 17).

$$
\begin{array}{r}
\operatorname{cov}\left[\underline{x}\left(t_{1}\right), \underline{z}(\sigma)\right]-\int_{t_{0}}^{t} \underline{A}\left(t_{1}, \tau\right) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau=0 \\
\text { for } t_{0} \leqslant \sigma<t
\end{array}
$$

Since

$$
\begin{aligned}
& \operatorname{cov}\left[\underline{x}\left(t_{1}\right), \underline{z}(\sigma)\right]=\operatorname{cov}\left[\underline{\hat{x}}\left(t_{I} \mid t\right)+\underline{\tilde{x}}\left(t_{I} \mid t\right), \underline{z}(\sigma)\right] \\
& \quad=\operatorname{cov}\left[\underline{\hat{x}}\left(t_{1} \mid t\right), \underline{z}(\sigma)\right]+\operatorname{cov}\left[\underline{\tilde{x}}\left(t_{1} \mid t\right), \underline{z}(\sigma)\right] \\
& \quad=E\left\{\int_{t_{0}}^{t} \underline{A}\left(t_{I}, \tau\right) \underline{z}(\tau) \underline{z}^{\prime}(\sigma) d \tau\right\}+\operatorname{cov}\left[\underline{\tilde{x}}\left(t_{I} \mid t\right), \underline{z}(\sigma)\right]
\end{aligned}
$$

and assuming that the interchange of expectation and integration is a valid operation, yields

$$
\begin{aligned}
& \operatorname{cov}\left[\underline{x}\left(t_{1}\right), \underline{z}(\sigma)\right] \\
& =\int_{t_{0}}^{t} \underline{A}\left(t_{I}, \tau\right) E\left\{\underline{z}(\tau) \underline{z}^{\prime}(\sigma)\right\} d \tau \\
&
\end{aligned}
$$

$$
\begin{array}{r}
=\int_{t_{0}}^{t} \underline{A}\left(t_{1}, \tau\right) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau \\
+\operatorname{cov}\left[\underline{\tilde{x}}\left(t_{1} \mid t\right), \underline{z}(\sigma)\right]
\end{array}
$$

Hence the matrix form of the Wiener-Hopf equation reduces to

$$
\begin{equation*}
\operatorname{cov}\left[\underline{\tilde{x}}\left(t_{1} \mid t\right), \underline{z}(\sigma)\right]=0 \quad \text { for } t_{0} \leqslant \sigma<t \tag{51}
\end{equation*}
$$

This is equivalent to saying

$$
\hat{\underline{x}}\left(t_{I} \mid t\right)=\int_{t_{0}}^{t} \underline{A}\left(t_{I}, \tau\right) \underline{z}(\tau) d \tau
$$

will be optimal estimator for $\underline{x}\left(t_{1}\right)$ if and only if $\underline{A}\left(t_{1}, \tau\right)$ satisfies (51).

Proof:
Let $\chi$ denote the space generated by the random vectors $\underline{x}\left(t_{1}\right)$. The subspace $\underline{W}$ is generated by

$$
\begin{equation*}
\underline{w}\left(t_{1}\right)=\int_{t_{0}}^{t} \underline{B}\left(t_{1}, \tau\right) \underline{z}(\tau) d \tau \tag{52}
\end{equation*}
$$

where $\underline{B}(t ; \tau)$ is an $m$ p matrix whose elements are continuously differentiable in both arguments. Let

$$
\underline{w}_{0}=\hat{\underline{x}}\left(t_{1} \mid t\right)
$$

The orthogonal-projection lemma implies that

$$
\begin{aligned}
&(\underline{x}-\underline{w} 0, \underline{w})=0 \\
&\left(\underline{x}-\underline{w}_{0}, \underline{w}\right)=E\left\{\left[\underline{x}-\underline{w}_{0}\right] \underline{w}^{\prime}\right\} \\
&=E\left\{\left[\underline{x}\left(t_{1}\right)-\underline{\hat{x}}^{\prime}\left(t_{1} \mid t\right)\right] \underline{w}^{\prime}\left(t_{1}\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =E\left\{\int_{t_{0}}^{t} \underline{\tilde{x}}\left(t_{1} \mid t \underline{z}^{\prime}(\sigma) \underline{B}^{\prime}(t, \sigma) d^{\prime} \sigma\right\}\right. \\
& =\int_{t_{0}}^{t} E\left\{\underline{\tilde{x}}\left(t_{1} \mid t\right) \underline{z}^{\prime}(\sigma)\right\} \underline{B}^{\prime}\left(t_{1}, \sigma\right) d \sigma \\
& =\int_{t_{0}}^{t} \operatorname{cov}\left[\underline{\tilde{x}}\left(t_{1} \mid t\right), \underline{z}(\sigma)\right] \underline{B}^{\prime}\left(t_{1}, \sigma\right) d \sigma \\
& =\underline{0}
\end{aligned}
$$

Then $\operatorname{cov}\left[\underline{\tilde{x}}\left(t_{1} \mid t\right), \underline{z}(\sigma)\right]=\underline{0}$ establishes the sufficiency of the condition, because $\underline{B}$ is an arbitrarily selected matrix subject only to the differentiability conditions. Let

$$
\underline{B}\left(t_{1}, \sigma\right)=\operatorname{cov}\left[\underline{\widetilde{x}}\left(t_{1} \mid t\right), \underline{z}(\sigma)\right],
$$

then the matrix $\underline{B}^{\prime} \underline{B}^{\prime}$ is nonnegative definite. Then the integral is zero only if $\underline{B}(t, \sigma)$ vanishes identically for all $t_{0} \leqslant \sigma<t$. Therefore the necessity condition is verified.

A canonical form for the optimal filter can be derived from the Wiener-Hopf equation. Let $t_{1}=t$, then the Wiener-Hopf equation becomes

$$
\begin{equation*}
\operatorname{cov}[\underline{x}(t), \underline{z}(\sigma)]=\int_{t_{0}}^{t} \underline{A}(t, \tau) \cdot \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau \tag{53}
\end{equation*}
$$

Differentiating both sides with respect to $t$ and interchanging the order of operations of differentiation and expectation, then the left-hand side is

$$
\begin{aligned}
\frac{\partial}{\partial t} & \operatorname{cov}[\underline{\underline{x}}(t), \underline{z}(\sigma)]=E\left\{\frac{\partial}{\partial t}\left[\underline{x}(t) \underline{z}^{\prime}(\sigma)\right]\right. \\
& =E\left\{[\underline{F}(t) \underline{x}(t)+\underline{G}(t) \underline{u}(t)] \underline{z}^{\prime}(\sigma)\right\}
\end{aligned}
$$

$$
=\underline{F}(t) E\left\{\underline{x}(t) \cdot \underline{z}^{\prime}(\sigma)\right\}+\underline{G}(t) E\left\{\underline{u}(t) \underline{z}^{\prime}(\sigma)\right\}
$$

By assumption, $\underline{u}(t)$ is independent of $\underline{v}(\sigma)$ and $\underline{x}(\sigma)$ when $\sigma<t$. Hence

$$
E\left\{\underline{u}(t) \underline{z}^{\prime}(\sigma)\right\}=\underline{0} .
$$

The matrix form of the Wiener-Hopf equation yields

$$
E\left\{\underline{x}(t)_{\underline{z}}(\sigma)\right\}=\int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau .
$$

Hence

$$
\begin{align*}
\frac{\partial}{\partial t} & \operatorname{cov}[\underline{x}(t), \underline{z}(\sigma)] \\
& =\int_{t_{0}}^{t} \underline{F}(t) \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau \tag{54}
\end{align*}
$$

The derivative of the right side of equation (53) becomes

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau \\
& = \\
& \quad \int_{t_{0}}^{t} \frac{\partial}{\partial t} \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau  \tag{55}\\
& \\
& \quad+\underline{A}(t, t) \operatorname{cov}[\underline{z}(t), \underline{z}(\sigma)]
\end{align*}
$$

since

$$
\begin{align*}
\operatorname{cov} & {[\underline{z}(t), \underline{z}(\sigma)] } \\
& =\operatorname{cov}[\underline{H}(t) \underline{x}(t)+\underline{v}(t), \underline{z}(\sigma)] \\
& =\underline{H}(t) \operatorname{cov}[\underline{x}(t), \underline{z}(\sigma)]+\operatorname{cov}[\underline{v}(t), \underline{z}(\sigma)] \\
& =\int_{t_{0}}^{t} \underline{H}(t) \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau . \tag{56}
\end{align*}
$$

Combining equations (55) and (56), the derivative of the right side of equation (53) is

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{Z}(\sigma)] d \tau \\
& \cdot=\int_{t_{0}}^{t}\left[\frac{\partial}{\partial t} \underline{A}(t, \tau)+\underline{A}(t, t) \underline{H}(t) \underline{A}(t, \tau)\right] \\
& \operatorname{cov}[\underline{Z}(\tau), \underline{Z}(\sigma)] d \tau \tag{57}
\end{align*}
$$

Combining the results of equation (54) and equation (57) yields

$$
\begin{align*}
\int_{t_{0}}^{t} & {\left[\underline{F}(t) \underline{A}(t, \tau)-\frac{\partial}{\partial t} \underline{A}(t, \tau)\right.} \\
& -\underline{A}(t, t) \underline{H}(t) \underline{A}(t, \tau)] \operatorname{cov}[\underline{Z}(\tau), \underline{Z}(\sigma)] d \tau=\underline{0} \\
& \text { for } t_{0} \leqslant \sigma<t \tag{58}
\end{align*}
$$

If the optimal matrix $A$ is a solution of the differential equation,

$$
\begin{align*}
\underline{F}(t) \underline{A}(t, \tau) & -\frac{\partial}{\partial t} \underline{A}(t, \tau)-\underline{A}(t, t) \underline{H}(t) \underline{A}(t, \tau)=\underline{0} \\
\text { for } t_{0} & \leqslant \tau \leqslant t \tag{59}
\end{align*}
$$

then equation (58) is certainly satisfied.
If $\underline{R}(\tau)$ is positive definite in the interval $t_{0} \leqslant \tau \leqslant t$, then the covariance matrix $\operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)]$ is also positive definite in this interval $t_{0} \leqslant \tau \leqslant t$. Then the condition (59) is necessary.

The optimal filter is generated by differentiating

$$
\underline{\hat{x}}(t \mid t)=\int_{t_{0}}^{t} \underline{A}(t, \tau) \underline{z}(\tau) d \tau
$$

with respect to $t$ and combining the result with equation (59). Thus

$$
\begin{aligned}
\frac{d \hat{\underline{\hat{x}}}(t \mid t)}{d t}= & \frac{\partial}{\partial t} \int_{t_{0}}^{t} \underline{A}(t, \tau) \underline{\underline{z}}(\tau) d \tau \\
= & \int_{t_{0}}^{t} \frac{\partial}{\partial t} \underline{A}(t, \tau)_{\underline{Z}}(\tau) d \tau+\underline{A}(t, t) \underline{z}(t) \\
= & \int_{t_{0}}^{t}[\underline{F}(t) \underline{A}(t, \tau)-\underline{A}(t, t) \underline{H}(t) \underline{A}(t, \tau)] \underline{\underline{z}}(\tau) d \tau \\
& +\underline{A}(t, t) \underline{\underline{z}}(t) .
\end{aligned}
$$

Let $\underline{A}(t, t)=\underline{K}(t)$, then

$$
\begin{align*}
\frac{d \underline{\hat{x}}(t \mid t)}{d t}= & \int_{t_{0}}^{t}[\underline{F}(t) \underline{A}(t, \tau)-\underline{K}(t) \underline{H}(t) \underline{A}(t, \tau) \underline{z}(\tau)] d \tau \\
& +\underline{K}(t)_{\underline{z}}(t) \\
= & {[\underline{F}(t)-\underline{K}(t) \underline{H}(t)] \int_{t_{0}}^{t} \underline{A}(t, \tau) \underline{z}(\tau) d \tau+\underline{K}(t) \underline{z}(t) } \\
= & {[\underline{F}(t)-\underline{K}(t) \underline{H}(t)] \underline{\hat{X}}(t \mid t)+\underline{K}(t) \underline{z}(t) } \\
= & \underline{F}(t) \underline{\hat{x}}(t \mid t)+\underline{K}(t)[\underline{z}(t)-\underline{H}(t) \underline{\hat{x}}(t \mid t)] \tag{Ic}
\end{align*}
$$

Substituting $\underline{\hat{x}}(t \mid t)=\underline{x}(t)-\underline{\tilde{x}}(t \mid t)$ into equation (Ic)

$$
\begin{aligned}
\frac{d}{d t}[\underline{x}(t)-\underline{\tilde{x}}(t \mid t)]= & {[\underline{F}(t)-\underline{K}(t) \underline{H}(t)][\underline{x}(t)} \\
& -\underline{\tilde{x}}(t \mid t)]+\underline{K}(t) \underline{z}(t) \\
\frac{d \underline{x}(t)}{d x}-\frac{d \underline{\tilde{x}}(t \mid t)}{d x}=[ & {[\underline{F}(t)-\underline{K}(t) \underline{H}(t)][\underline{x}(t)-\underline{\tilde{x}}(t \mid t)] } \\
& +\underline{K}(t)[\underline{H}(t) \underline{x}(t)+\underline{v}(t)]
\end{aligned}
$$

Then

$$
\frac{d \underline{\tilde{x}}(t \mid t)}{d t}=[\underline{F}(t)-\underline{K}(t) \underline{H}(t)] \underline{\tilde{x}}(t \mid t)+\underline{G}(t) \underline{u}(t)-\underline{K}(t) \underline{v}(t) \text { (II) }
$$

The next step is to derive an explicit form of the optimal gain (or optimal weighting matrix) $\underline{K}(t)$. It is obtained from the Wiener-Hopf equation

$$
\begin{aligned}
& \operatorname{cov}[\underline{x}(t), \underline{z}(\sigma)]-\int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau=\underline{0} \\
& \operatorname{cov}[\underline{x}(t), \underline{z}(\sigma)]-\int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{z}(\tau), \underline{z}(\sigma)] d \tau \\
& =\operatorname{cov}[\underline{x}(t), \underline{y}(\sigma)+\underline{v}(\sigma)]-\int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{y}(\tau)+\underline{v}(\tau)+\underline{v}(\sigma)] d \tau \\
& =\operatorname{cov}[\underline{x}(t), \underline{y}(\sigma)]-\int_{t_{0}}^{t} \underline{A}(t, \tau)\{\operatorname{cov}[\underline{y}(\tau), \underline{y}(\sigma)] \\
& =\operatorname{cov}[\underline{x}(t), \underline{y}(\sigma)]-\int_{t_{1}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{y}(\tau), \underline{y}(\sigma)] d \tau \\
& =\underline{0} \\
& t_{0} \leqslant \sigma<t<t
\end{aligned}
$$

Hence

$$
\begin{align*}
& \operatorname{cov}[\underline{x}(t), \underline{Y}(\sigma)]-\int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{Y}(\tau), \underline{Y}(\sigma)] d \tau \\
& \quad=\underline{A}(t, \sigma) \underline{R}(\sigma) \tag{60}
\end{align*}
$$

Both sides of equation (60) are continuous functions of $\sigma$. Therefore that equality holds also at $\sigma=t$. Hence

$$
\begin{aligned}
& \underline{A}(t, t) \underline{R}(t)= \operatorname{cov}[\underline{\hat{x}}(t \mid t)+\underline{\tilde{x}}(t \mid t), \underline{y}(t)] \\
&-\int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{y}(\tau), \underline{y}(t)] d \tau \\
&=\operatorname{cov}[\underline{\hat{x}}(t[t), \underline{y}(t)]+\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{y}(t)] \\
&-\int_{t_{0}}^{t} \underline{A}(t, \tau) \operatorname{cov}[\underline{y}(\tau), \underline{y}(t)] d \tau
\end{aligned}
$$

since

$$
\begin{aligned}
\operatorname{cov}[\underline{\hat{x}}(t \mid t), \underline{y}(t)] & =E\left\{\int_{t_{0}}^{t} \underline{A}(t, \tau) \underline{z}(\tau) \underline{y}^{\prime}(t) d \tau\right\} \\
& =\int_{t_{0}}^{t} \underline{A}(t, \tau) E\left\{\underline{z}(\tau) \underline{y}^{\prime}(t)\right\} d \tau \\
& =\int_{t_{0}}^{t} A(t, \tau) \operatorname{cov}[\underline{y}(\tau), \underline{y}(t)] d \tau
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\underline{K}(t) \underline{R}(t)=\underline{A}(t, t) \underline{R}(t)=\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{y}(t)] \tag{6I}
\end{equation*}
$$

since

$$
\begin{aligned}
\operatorname{cov} & {[\underline{\tilde{x}}(t \mid t), \underline{y}(t)] } \\
& =\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{H}(t)(\underline{\tilde{x}}(t \mid t)+\underline{\hat{x}}(t \mid t))] \\
& =\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{\tilde{x}}(t \mid t)] \underline{H}^{\prime}(t)+\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{x}(t \mid t)] H^{\prime}(t) \\
& =\underline{P}(t) \underline{H^{\prime}}(t) .
\end{aligned}
$$

And $\underline{R}(t)$ is assumed positive definite, so that $\underline{R}^{-1}(t)$ exists. Multiplying both sides of equation (6I) by $\underline{R}^{-1}(t)$, yields

$$
\begin{equation*}
\underline{K}(t)=\underline{P}(t) \underline{H}^{\prime}(t) \underline{R}^{-1}(t) \tag{III}
\end{equation*}
$$

The general solution of equation (TIc) is

$$
\begin{align*}
\underline{\tilde{x}}(t \mid t)= & \underline{\psi}_{c}\left(t, t_{0}\right) \underline{\tilde{x}}\left(t_{1} \mid t_{0}\right) \\
& +\int_{t_{0}}^{t} \underline{\psi}_{c}(T, \tau)[\underline{G}(\tau) \underline{u}(\tau)-\underline{K}(\tau) \underline{v}(\tau)] d \tau \tag{62}
\end{align*}
$$

where $\Psi_{c}(t, \tau)$ is the common transition matrix of (Ic) and (III). Then one can derive the variance equation

$$
\underline{p}(t)=\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{\tilde{x}}(t \mid t)]
$$

Since $\underline{x}\left(t_{0} \mid t_{0}\right)$ is independent of $\underline{u}(\tau)$ and $\underline{v}(\tau)$ as $t_{0} \leqslant \tau \leqslant t$, this becomes

$$
\begin{aligned}
\underline{P}(t)= & \underline{\psi}_{c}\left(t, t_{0}\right) \operatorname{cov}\left[\underline{\tilde{x}}\left(t_{0} \mid t_{0}\right), \underline{\tilde{x}}\left(t_{0} \mid t_{0}\right)\right] \underline{\psi}_{c}^{\prime}\left(t, t_{0}\right) \\
& +E\left\{\int_{t_{0}}^{t} \underline{\psi}_{c}^{\prime}(t, \tau)[\underline{G}(\tau) \underline{u}(\tau)-\underline{K}(\tau) \underline{v}(\tau)] d \tau\right. \\
& \left.\cdot \int_{t_{0}}^{t}\left[\underline{u}^{\prime}\left(\tau^{\prime}\right) \underline{G}^{\prime}\left(\tau^{\prime}\right)-\underline{v}^{\prime}\left(\tau^{\prime}\right) \underline{K}^{\prime}\left(\tau^{\prime}\right)\right] \underline{\Psi}_{c}^{\prime}\left(t, \tau^{\prime}\right) d \tau^{\prime}\right\}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\underline{P}(t) & -\underline{\Psi}_{c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \underline{\Psi}_{c}^{\prime}\left(t, t_{0}\right) \\
= & \int_{t_{0}}^{t} \Psi_{-}(t, \tau)\left[\int_{t_{0}}^{t} \underline{G}(\tau) E\left\{\underline{u}(\tau) \underline{u}^{\prime}\left(\tau^{\prime}\right)\right\} \underline{G}^{\prime}\left(\tau^{\prime}\right) \underline{\Psi}_{c}^{\prime}\left(t, \tau^{\prime}\right) d \tau^{\prime}\right. \\
& \left.+\int_{t_{0}}^{t} \underline{K}(\tau) E\left\{\underline{v}^{\prime}(\tau) \underline{\underline{V}}^{\prime}\left(\tau^{\prime}\right)\right\} \underline{K}^{\prime}(\tau) \underline{\Psi}_{c}^{\prime}\left(t, \tau^{\prime}\right) d \tau^{\prime}\right] d \tau \\
= & \int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau)\left[\int_{t_{0}}^{t} \underline{G}(\tau) \underline{Q}(\tau) \delta\left(\tau-\tau^{\prime}\right) \underline{G}^{\prime}\left(\tau^{\prime}\right) \underline{\Psi}_{c}^{\prime}\left(t, \tau^{\prime}\right) d \tau^{\prime}\right. \\
& \left.+\int_{t_{0}}^{t} \underline{K}(\tau) \underline{R}(\tau) \delta\left(\tau-\tau^{\prime}\right) \underline{K}^{\prime}\left(\tau^{\prime}\right) \cdot \underline{\psi}_{c}^{\prime}\left(t, \tau^{\prime}\right) d \tau^{\prime}\right] d \tau
\end{aligned}
$$

$$
\begin{equation*}
=\int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau)\left[\underline{G}^{(\tau)} \underline{\underline{Q}}(\tau) \underline{G}^{\prime}(\tau)+\underline{K}(\tau) \underline{R}(\tau) \underline{K}^{\prime}(\tau)\right] \underline{\Psi}_{c}^{\prime}(t, \tau) d \tau \tag{63}
\end{equation*}
$$

Differentiating with respect to $t$, the left side of equation (63) is

$$
\begin{aligned}
\frac{d}{d t} & {\left[\underline{p}(t)-\psi_{-c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \underline{\Psi}_{c}^{\prime}\left(t, t_{0}\right)\right] } \\
& =\frac{d \underline{p}}{d t}-\frac{d}{d t}\left[\Psi_{-c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \Psi_{c}\left(t, t_{0}\right)\right]
\end{aligned}
$$

This equation becomes

$$
\begin{align*}
& \frac{d}{d t}\left[\underline{\underline{P}}(t)-\underline{\psi}_{c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \underline{\Psi}_{c}^{\prime}\left(t, t_{0}\right)\right] \\
&= \frac{d \underline{p}}{d t}-[\underline{F}(t)-\underline{K}(t) \underline{H}(t)] \underline{\psi}_{c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \underline{\psi}_{c}^{\prime}\left(t, t_{0}\right) \\
&-\underline{\psi}_{c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \underline{\Psi}_{c}^{\prime}\left(t, t_{0}\right)\left[\underline{F}^{\prime}(t)-\underline{H}^{\prime}(t) \underline{K}^{\prime}(t)\right] \tag{64}
\end{align*}
$$

since

$$
\begin{aligned}
& \frac{d}{d t} \Psi_{c}\left(t, t_{0}\right)=[\underline{F}(t)-\underline{K}(t) \underline{H}(t)] \underline{\psi}_{c}^{\prime}\left(t, t_{0}\right) \\
& \frac{d}{d t} \Psi_{c}{ }_{c}^{\prime}\left(t, t_{0}\right)=\underline{\psi}_{c}^{\prime}\left(t, t_{0}\right)\left[\underline{E}^{\prime}(t)-\underline{H}^{\prime}(t) \underline{K}^{\prime}(t)\right]
\end{aligned}
$$

The derivative of the right side of equation (63) is

$$
\begin{aligned}
= & \frac{d}{d t} \int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau)\left[\underline{G}(\tau) \underline{Q}(\tau) \underline{G}^{\prime}(\tau)\right. \\
& \left.\quad+\underline{K}(\tau) \underline{R}(\tau) \underline{K}^{\prime}(\tau)\right] \underline{\Psi}_{c}^{\prime}(t, \tau) d \tau \\
= & \int_{t_{0}}^{t} \frac{\partial}{\partial t} \underline{\Psi}_{c}(t, \tau)\left[\underline{G}(\tau) \underline{Q}(\tau) \underline{G}^{\prime}(\tau)\right. \\
& \left.+\underline{K}(\tau) \underline{R}(\tau) \underline{K}^{\prime}(\tau)\right] \underline{\Psi}_{c}^{\prime}(t, \tau) d \tau .
\end{aligned}
$$

$$
\begin{align*}
& +\underline{\Psi}_{c}(t, t)\left[\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t)+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t)\right] \underline{\psi}_{c}{ }^{\prime}(t, t) \\
& =[\underline{\underline{F}}(t)-\underline{K}(t) \underline{H}(t)] \int_{t_{0}}^{t} \underline{\psi}_{c}(t, \tau)\left[\underline{G}(\tau) \underline{\underline{Q}}(\tau) \underline{G}^{\prime}(\tau)\right. \\
& \left.+\underline{\underline{K}}(\tau) \underline{R}(\tau) \underline{K}^{\prime}(\tau)\right] \underline{\Psi}_{c}^{\prime}(t, \tau) d \tau \\
& +\int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau)\left[\underline{G}(\tau) \underline{Q}(\tau) \underline{G^{\prime}}(\tau)+\underline{K}(\tau) \underline{R}(\tau) \underline{K}^{\prime}(\tau)\right] \\
& \underline{\Psi}_{c}^{\prime}(t, \tau) d \tau\left[\underline{F}^{\prime}(t)-\underline{H}^{\prime}(t) \underline{K}^{\prime}(t)\right] \\
& +\left[\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t)+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t)\right] \\
& =[\underline{F}(t)-\underline{K}(t) \underline{H}(t)]\left[\underline{P}(t)-\underline{\psi}_{c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \underline{\psi}_{c}{ }^{\prime}\left(t, t_{0}\right)\right] \\
& +\left[\underline{P}(t)-\underline{\psi}_{c}\left(t, t_{0}\right) \underline{P}\left(t_{0}\right) \underline{\psi}_{c}{ }^{\prime}\left(t, t_{0}\right)\right] \cdot\left[\underline{F}^{\prime}(t)-\underline{H}^{\prime}(t) \underline{K}^{\prime}(t)\right] \\
& +\left[\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t)+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t)\right] \tag{65}
\end{align*}
$$

Combining equations (64) and (65) and solving the result for $d \underline{p} / d t$ yields

$$
\begin{gathered}
\frac{d}{d t} \underline{P}(t)=[\underline{F}(t)-\underline{K}(t) \underline{H}(t)] \underline{P}(t)+[\underline{P}(t)] \cdot\left[\underline{F^{\prime}}(t)-\underline{H}^{\prime}(t) \underline{K}^{\prime}(t)\right] \\
+\left[\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t)+\underline{K}(t) \underline{R}(t) \underline{K}^{\prime}(t)\right]
\end{gathered}
$$

Substituting $\underline{K}(t)=\underline{P}(t) \underline{H}^{\prime}(t) \underline{R}^{-1}(t)$ into the above equation yields

$$
\begin{align*}
\frac{d \underline{P}(t)}{d t}=\underline{F}(t) \underline{P}(t) & +\underline{P}(t) \underline{F}^{\prime}(t)-\underline{P}(t) \underline{H}^{\prime}(t) \underline{R}^{-1}(t) \underline{H}(t) \underline{P}(t) \\
& +\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t) \tag{IV}
\end{align*}
$$

Now one can evaluate the following covariance matrix.

$$
\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{u}(t)]=\operatorname{cov}\left[\underline{u}_{c}\left(t, t_{0}\right) \underline{\tilde{x}}\left(t_{0} \mid t_{0}\right)\right.
$$

$$
\left.+\int_{t_{0}}^{\mathrm{t}} \underline{\Psi}_{c}(t, \tau)[\underline{G}(\tau) \underline{u}(\tau)-\underline{K}(\tau) \underline{\mathrm{v}}(\tau)] d \tau, \underline{u}(\tau)\right]
$$

However, since $\underline{\tilde{x}}\left(t_{0} \mid t_{0}\right)$ is independent of $\underline{u}(t)$ and $\underline{v}(t)$ is also independent of $\underline{u}(t)$, hence this equation can be reduced.

$$
\begin{aligned}
& \operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{u}(t)] \\
&=\operatorname{cov}\left[\int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau) \underline{G}(\tau) \underline{u}(\tau) d \tau, \underline{u}(t)\right] \\
&=\int_{t_{0}}^{t} \Psi_{c}(t, \tau) \underline{G}(\tau) E\left\{\underline{u}(\tau) \underline{u^{\prime}}(t)\right\} d \tau \\
&=\int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau) \underline{G}(\tau) \underline{Q}(\tau) \delta(\tau-t) d \tau \\
&=\frac{1}{2} \underline{G}(t) \underline{Q}(t) \\
& \operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{z}(t)] \\
&=\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{H}(t)(\underline{\hat{x}}(t \mid t)+\underline{\tilde{x}}(t \mid t))+\underline{v}(t)]
\end{aligned}
$$

The above equation can be reduced

$$
\begin{aligned}
& \operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{z}(t)] \\
&=\operatorname{cov}\left[\underline{\tilde{x}}(t \mid t), \underline{\tilde{x}}(t \mid t) \underline{H}^{\prime}(t)+\operatorname{cov} \underline{\tilde{x}}(t \mid t), \underline{v}(t)\right] \\
&=\underline{P}(t) \underline{H}^{\prime}(t)-\int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau) \underline{K}(\tau) \underline{E}\left\{\underline{v}(\tau) \underline{v}^{\prime}(t)\right\} d \tau \\
&=\underline{P}(t) \underline{H}^{\prime}(t)-\int_{t_{0}}^{t} \underline{\Psi}_{c}(t, \tau) \underline{K}(\tau) \underline{R}(\tau) \delta(\tau-t) d \tau \\
&= \underline{P}(t) \underline{H}^{\prime}(t)-1 / 2 \underline{K}(t) \underline{R}(t)
\end{aligned}
$$

since

$$
\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{\hat{x}}(t \mid t)]=0 .
$$

Substituting $\underline{P}(t) \underline{H}^{\prime}(t)=\underline{K}(t) \underline{R}(t)$ into the above equation yields:

$$
\operatorname{cov}[\underline{\tilde{x}}(t \mid t), \underline{z}(t)]=\frac{1}{2} \underline{K}(t) \underline{R}(t)
$$

To derive the formula for prediction, it is noted that if $t_{1}>t$, then

$$
\underline{x}\left(t_{1}\right)=\underline{\underline{\Phi}}\left(t_{1}, t\right) \underline{x}(t)+\int_{t_{0}}^{t} \underline{\Phi}\left(t_{1}, \tau\right) \underline{G}(\tau) \underline{u}(\tau) d \tau
$$

Since $\underline{u}(\tau)$ for $t<\tau \leqslant t_{1}$ is independent of $\underline{x}(\tau)$ in the interval $t_{0} \leqslant \tau \leqslant t$, the term $\int_{t_{0}}^{t} \underline{\Phi}\left(t_{I}, \tau\right) \underline{G}(\tau) \underline{u}(\tau) d \tau$ vanishes in $\left.E\left\{\underline{x}^{( } t_{1} \mid t\right)\right\}$; therefore

$$
\begin{equation*}
\underline{\underline{x}}\left(t_{1} \mid t\right)=\underline{\underline{\Phi}}\left(t_{1}, t\right) \underline{x}(t \mid t) \quad \text { for } t_{1} \geqslant t_{0} \tag{Vc}
\end{equation*}
$$

If $t_{1}<t$, one does not know whether $\underline{x}(\tau)$ and $\underline{u}(\tau)$ would be independent in the required interval. Hence the same conclusion cannot be drawn for the interpolation case.

These five equations are discussed in the following paragraphs.

The differential (difference) equation for optimal filter is

$$
\begin{align*}
& \underline{\hat{x}}(t+I \mid t)= \underline{\underline{\Phi}}(t+I, t) \underline{\hat{x}}(t \mid t-1)+\underline{K}(t) \\
& \cdot[\underline{z}(t)-\underline{H}(t) \underline{\hat{x}}(t \mid t-I)]  \tag{Id}\\
& \frac{d \underline{\hat{x}}(t \mid t)}{d t}=\underline{F}(t) \underline{\hat{x}}(t \mid t)+\underline{K}(t)[\underline{z}(t)-\underline{H}(t) \underline{\hat{x}}(t \mid t)] \tag{Ic}
\end{align*}
$$

It governs the optimal filter, which is excited by the observed signals and generates the best linear estimate of the message.

The initial state $\underline{x}\left(t_{0} \mid t_{0}\right)=\underline{0}$, since initially there are no observations and the mean of $\underline{x}\left(t_{0}\right)$ is zero. It is noted here that the first term of the equation is the estimate of $x$ based on the observation before $t$. The quantity in the brackets is then the difference between the observation and the estimated Value of the $\underline{x}(t)$. The weighting matrix $K(t)$ weights the error signal to produce an increment to be added to the estimate; the value of $\hat{\hat{x}}(t+I \mid t)$ is known immediately after time $t$, but it is not needed to compute the next estimate until time $t+I$; this delay makes it possible to compute $\underline{K}(t)$ by digital computer. The general block diagram of the optimal filter is shown in Figs. 3 and 4 . It is a feedback system. The input is the actual observation from which the latest estimate of the observable vector is subtracted. The difference is then multiplied by the weighting matrix $\underset{K}{K}(t)$ to decrease the error of the new estimate $\hat{x}$.

The prediction formula for Gauss-Markov sequence or process is:

$$
\begin{array}{ll}
\underline{\underline{x}}\left(t_{1} \mid t\right)=\underline{\Phi}\left(t_{1}, t\right) \underline{\hat{x}}(t \mid t-1) & \text { for } t_{1} \geqslant t+1 \\
\underline{\hat{x}}\left(t_{1} \mid t\right)=\underline{\Phi}\left(t_{1}, t\right) \underline{x}(t \mid t) & \text { for } t_{1} \geqslant t \tag{c}
\end{array}
$$

These are the formulas for prediction only and are also shown in Figs. 3 and 4.

The differential (difference) equation for optimal estimation error is
$\Gamma \Phi\left(t_{1}, t=\hat{x}\left(t_{1} \mid t\right)\right.$


Fig. 4. General block diagram of optimal filter for continuous time case.

$$
\begin{align*}
& \underline{\tilde{x}}(t+I \mid t)= \underset{\underline{\Phi}}{ }(t+1, t) \underline{\tilde{x}}(t+1 \mid t)+\underline{\Delta}(t+1, t) \underline{u}(t)-\underset{(I I d)}{\underline{K}(t)} \\
& {[\underline{H}(t) \underline{\tilde{x}}(t \mid t-1)+\underline{v}(t)] }  \tag{II}\\
& \frac{d \underline{\tilde{x}}(t \mid t)}{d t}=\underline{F}(t) \underline{\tilde{x}}(t \mid t)+\underline{G}(t) \underline{u}(t)-\underline{K}(t) \\
& {[\underline{H}(t) \underline{\tilde{x}}(t \mid t)+\underline{v}(t)] } \tag{II}
\end{align*}
$$

It governs the optimal estimation error. General block diagram of the optimal estimation error is shown in Figs. 5 and 6.

Optimal gain formulas are:

$$
\begin{align*}
& \underline{K}(t)= {\left[\underline{\Phi}(t+1, t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)\right] } \\
& {\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right]^{-1} }  \tag{III}\\
& \underline{K}(t)=\underline{P}(t) \underline{H}^{\prime}(t) \underline{R}^{-1}(t) \tag{TIc}
\end{align*}
$$

They are gains of the optimal filter expressed in terms of the error covariance matrix $\underline{P}(t)$. The magnitude of the elements of $\underline{K}(t)$ are indicative of the amount of information contained in the signal $\underline{z}(t)$ at time $t$. In Figs. 3 and 4 , it is shown that the optimal properties of the filter depend upon the proper selection of the weighting matrix $K(t)$.

Variance equations are:

$$
\begin{align*}
& \underline{P}(t+I \mid t)= \underline{\Phi}(t+1, t)\left\{\underline{P}(t \mid t-1)-\left[\underline{P}(t \mid t-1) \underline{H}^{\prime}(t)\right]\right. \\
& {\left[\underline{H}(t) \underline{P}(t \mid t-1) \underline{H}^{\prime}(t)+\underline{R}(t)\right]-1 } \\
&\underline{H}(t) \underline{P}(t \mid t-1)\} \underline{\underline{\Phi}}^{\prime}(t+1, t) \\
&+\underline{\Delta}(t+1, t) \underline{Q}(t) \underline{\underline{D}}^{\prime}(t+1, t)  \tag{IV}\\
& \frac{d \underline{P}(t)}{d t}=\underline{F}(t) \underline{P}(t)+\underline{P}(t) \underline{F}^{\prime}(t)-\underline{P}(t) \underline{H}^{\prime}(t) \underline{R}^{-1}(t) \underline{H}(t) \underline{P}(t) \\
&+\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t) \tag{IV}
\end{align*}
$$




They are nonlinear differential or difference equations which govern the variance matrix of the errors of the optimal linear estimate. No $\underline{z}(t)$ terms are involved in the variance equations. This means the conditional covariance matrix does not depend on the values of conditional variables. Hence the variance equation is independent of the observations $\underset{\sim}{z}(t)$. This is a special property of the Kalman filter. Since the gains of the optimal filter are governed by the variance equation, this means the structure of the optimal filter can be determined independently of the random data $\underline{z}(t)$. Given $\underline{z}(\tau), t_{0} \leqslant \tau \leqslant t$, one can completely determine the conditional distribution of the random variable $\underline{\hat{x}}(t)$ for all $t_{\mathcal{I}} \geqslant t$ from equations (I), (III), (IV), and (V). This is due to the gaussian and markovian assumptions. The variance equation is just another form of the Wiener-Hopf equation. Its solution yields the covariance matrix of the minimum filtering error which contains all the necessary information for the design of the optimal filter. The variance equation is also closely related to the calculus of variations as will be discussed later. The initial state of $\underline{P}$ is given as part of the problem statement. Then the solution of the variance equation is determined. If $\underline{P}_{0}(t)$ is nonnegative definite, then $\underline{P}(t)$ is also nonnegative definite for all $t \geqslant t_{0}$. In the stationary case, $\underline{\Phi}(t+1, t), \underline{\Delta}(t+1, t), \underline{H}(t), \underline{R}(t), \underline{Q}(t)$ are constants. Hence the covariance matrix is independent of time and can be calculated readily. The chief task in filtering theory is the study of the variance equation. This is difficult because the variance equation is nonlinear. But it is a very
special one in that it is a matrix Riccati equation. A generalized matrix Riccati equation has the form

$$
\frac{d \Gamma}{d t}+\Gamma \underline{G}_{3} \underline{P}+\Gamma \underline{G}_{4}-\underline{G}_{1} \Gamma-\underline{G}_{2}=\underline{0},
$$

where $\underline{G}_{1}, \underline{G}_{2}, \underline{G}_{3}$, and $\underline{G}_{4}$ are $n_{1} \times n_{1}, n_{1} \times n_{2}, n_{2} \times n_{1}$, and $n_{2} \times n_{2}$ matrices, respectively. It is a classical (or scalar) Riccati equation when $n_{1}=n_{2}=1$. It has the same form as the variance equation, with $n_{1}=n_{2}=n$; (Ref. 19), which is well known from the calculus of variations. An exact formula for the solution of the variance equation will be derived from the quadratic Hamiltonian function. Consider the Hamiltonian function $\mathcal{H}$ as defined by (Ref. 2).

$$
\begin{equation*}
\mathcal{H}=-\frac{1}{2}\left\|\underline{G}^{\prime}(t) \underline{x}\right\|^{2} \underline{Q}(t)-\underline{s} \underline{F}^{\prime}(t) \underline{x}+\frac{1}{2}\|\underline{H}(t) \underline{s}\|^{2} \tag{66}
\end{equation*}
$$

The canonical differential equations of Hamilton are:

$$
\begin{align*}
& \frac{d \underline{x}}{d t}=\operatorname{grad}_{s} \mathcal{H}=\frac{\partial \mathcal{H}}{\partial \underline{s}}=-\underline{F}^{\prime}(t) \underline{x}+\underline{H}^{\prime}(t) \underline{R}^{-1}(t) \underline{H}(t) \underline{s} \\
& \frac{d \underline{s}}{d t}=\operatorname{grad}_{x} \mathcal{H}=\frac{-\partial \mathcal{H}}{\partial \underline{x}}=\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t) \underline{x}+\underline{F}(t) \underline{S} \tag{67}
\end{align*}
$$

Let $\underline{S}(t), \underline{X}(t)$ be the matrix solutions of the system (67) which satisfy the initial conditions.

$$
\begin{align*}
& \underline{X}(0)=\underline{I} \\
& \underline{S}\left(t_{0}\right)=\underline{P}\left(t_{0}\right)=\underline{P}_{0} \tag{68}
\end{align*}
$$

As sume

$$
\begin{equation*}
\underline{S}(t)=\underline{P}(t) \underline{X}(t) \tag{69}
\end{equation*}
$$

Substituting equation (69) into equation (67), one obtains

$$
\begin{align*}
\frac{d \underline{x}(t)}{d t} & =\left[-\underline{F}^{\prime}(t)+\underline{H}^{\prime}(t) \underline{R}^{-1}(t) \underline{H}(t) \underline{P}(t)\right] \underline{X}(t)  \tag{70}\\
\frac{d \underline{S}(t)}{d t} & =\frac{d \underline{P}(t)}{d t} \underline{x}(t)+\underline{P}(t) \frac{d \underline{x}(t)}{d t} \\
& =\left[\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t)+\underline{F}(t) \underline{P}(t)\right] \underline{X}(t) \tag{71}
\end{align*}
$$

Combining equations (70) and (71), one gets

$$
\begin{align*}
\frac{d \underline{P}(t)}{d t}= & \underline{P}(t) \underline{\underline{F}}^{\prime}(t)+\underline{F}(t) \underline{P}(t)-\underline{P}(t) \underline{H}^{\prime}(t) \underline{R}^{-1}(t) \underline{H}(t) \underline{P}(t) \\
& +\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t) \tag{72}
\end{align*}
$$

It is identical with equation (I VC), hence the identity $\underline{S}(t)=$ $\underline{P}(t) \underline{X}(t)$ is valid. Let $\underline{T}$ be the matrix of coefficients of the system (67).

$$
\underline{T}=\left[\begin{array}{cc}
-\underline{F}^{\prime}(t) & \underline{C}(t) \\
\underline{D}(t) & \underline{F}(t)
\end{array}\right]
$$

where

$$
\begin{aligned}
& \underline{C}(t)=\underline{H}^{\prime}(t) \underline{R}^{-1}(t) \underline{H}(t) \\
& \underline{D}(t)=\underline{G}(t) \underline{\underline{Q}}(t) \underline{\underline{G}}^{\prime}(t)
\end{aligned}
$$

Hence the system becomes

$$
\left[\begin{array}{l}
\frac{d \underline{x}}{d t}  \tag{73}\\
\frac{d \underline{s}}{d t}
\end{array}\right]=\left[\begin{array}{ll}
-\underline{F}^{\prime}(t) & \underline{C}(t) \\
\underline{D}(t) & \underline{F}(t)
\end{array}\right]\left[\begin{array}{l}
\underline{x}(t) \\
\underline{s}(t)
\end{array}\right]
$$

Let $\underline{\theta}\left(t, t_{0}\right)$ be $2 n x 2 n$ transition matrix of the system (73). $\underline{\theta}\left(t, t_{0}\right)$ be partitioned into four $n \times n$ submatrices as follows:

$$
\underline{\theta}\left(t, t_{0}\right)=\left[\begin{array}{cc}
\underline{\theta}_{11}(t, & \left.t_{0}\right)
\end{array} \underline{\theta}_{12}\left(t, t_{0}\right)\right]
$$

where

$$
\frac{d \underline{\theta}}{d t}=\underline{T} \underline{\theta} .
$$

Thus

$$
\left[\begin{array}{l}
\underline{\underline{x}}(t)  \tag{74}\\
\underline{\underline{s}}(t)
\end{array}\right]=\left[\begin{array}{ll}
\underline{\theta}_{11}(t, & \left.t_{0}\right)
\end{array} \underline{\theta}_{12}\left(t, t_{0}\right)\right]\left[\begin{array}{l}
\underline{x}\left(t_{0}\right) \\
\underline{\theta}_{21}\left(t, t_{0}\right) \\
\underline{\theta}_{22}\left(t, t_{0}\right)
\end{array}\right]\left[\begin{array}{l}
\underline{s}\left(t_{0}\right)
\end{array}\right]
$$

Substituting the initial condition (68) into the above equalion, one has

$$
\begin{align*}
& \underline{x}(t)=\underline{\theta}_{12}\left(t, t_{0}\right)+\underline{\theta}_{22}\left(t, t_{0}\right) \underline{P}_{0} \\
& \underline{s}(t)=\underline{\theta}_{21}\left(t, t_{0}\right)+\underline{\theta}_{22}\left(t, t_{0}\right) \underline{P}_{0} \tag{75}
\end{align*}
$$

Combining equations (75) and (69), one gets an exact solution of variance equation (IV).

$$
\begin{align*}
\underline{P}(t)= & {\left[\underline{\theta}_{21}\left(t, t_{0}\right)+\underline{\theta}_{22}\left(t, t_{0}\right) \underline{P}_{0}\right] } \\
& {\left[\underline{\theta}_{11}\left(t, t_{0}\right)+\underline{\theta}_{12}\left(t, t_{0}\right) \underline{P}_{0}\right]^{-1} } \tag{76}
\end{align*}
$$

## EXAMPLE OF KALIAN FILTERING

Suppose a particle leaves the origin at time $t=0$ and moves thereafter with a constant but unknown velocity of zero mean and known variance. The position of the particle is measured, the data being contaminated by the addition of white
noise. What is the optimal estimate of the position and velocity of the particle at the time of the last measurement? Let $\underline{x}_{1}(t)$ be the position and $\underline{x}_{2}(t)$ the velocity of the particle. Then the problem is represented by the model

$$
\begin{aligned}
& \underline{x}_{1}(t+1)=\underline{x}_{1}(t)+\underline{x}_{2}(t) \\
& \underline{x}_{2}(t+1)=\underline{x}_{2}(t) \\
& \underline{z}_{1}(t)=\underline{x}_{1}(t)+\underline{v}(t) .
\end{aligned}
$$

That is,

$$
\underline{x}(t+1)=\underline{\Phi}(t+1, t) \underline{x}(t)+\underline{\Delta}(t+1, t) \underline{u}(t)
$$

and

$$
\underline{z}(t)=\underline{H}(t) \underline{x}(t)+\underline{v}(t)
$$

where

$$
\Phi(t+1, t)=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right], \quad \underline{\Delta}(t)=0, \quad \underline{H}(t)=[1,0]
$$

The additional conditions are

$$
\begin{aligned}
& t_{1}=t, t_{0}=0 \\
& E\left\{\underline{x}_{1}(0)\right\}=E\left\{\underline{x}_{1}^{2}(0)\right\}=E\left\{\underline{x}_{2}(0)\right\}=0 \\
& E\left\{\underline{x}_{2}^{2}(0)\right\}=a^{2}
\end{aligned}
$$

and

$$
E\left\{\underline{v}^{2}(t)\right\}=\underline{R}(t)=b^{2}, \quad \text { for } a l l t
$$

First, one wants to predict the position and velocity of the particle one step ahead.
$\underline{P}(0)=\operatorname{cov}[\underline{x}(0), \underline{x}(1)]$

$$
\begin{aligned}
& \left.=E\left\{\begin{array}{lr}
{\left[\begin{array}{l}
x_{1} \\
\end{array}{ }^{2}(0)\right.} & \underline{x}_{1}(0) \underline{x}_{2}(0) \\
\underline{x}_{2}(0) \underline{x}_{1}(0) & \underline{x}_{2}{ }^{2}(0)
\end{array}\right]\right\}=\left[\begin{array}{ll}
0 & 0 \\
0 & a^{2}
\end{array}\right] \\
& \underline{P}(1)=\Phi\left\{\underline{\underline{P}}(0)-\underline{P}(0) \underline{H}^{\prime}\left[\underline{H P}(0) \underline{H}^{\prime}+\underline{R}^{-1} \underline{H P}(0)\right\} \underline{\Phi}\right. \\
& =\left[\begin{array}{ll}
a^{2} & a^{2} \\
a^{2} & a^{2}
\end{array}\right]
\end{aligned}
$$

Then from equation (IV), the covariance matrix is

$$
\begin{align*}
& \underline{P}(t+1)=\underline{\Phi}\left\{\underline{P}(t)-\underline{P}(t) \underline{H}^{\prime}(t)\left[\underline{H}(t) \underline{P}(t) \underline{H}^{\prime}(t)+\underline{R}(t)\right]^{-1} \underline{H}(t) \underline{P}(t)\right\} \underline{\Phi} \\
& {\left[b^{2}\left[p_{11}(t)+2 p_{12}(t)+p_{22}(t)\right]+\left[p_{11}(t) p_{22}(t)-p_{12}^{2}(t)\right]\right. \text {, }} \\
& =\frac{1}{p_{11}(t)+b^{2}} \\
& b^{2}\left[p_{12}(t)+p_{22}(t)\right]+\left[p_{11}(t) p_{22}(t)-p_{12}^{2}(t)\right] \\
& b^{2}\left[p_{22}(t)+p_{12}(t)\right]+\left[p_{11}(t) p_{22}(t)-p_{12}^{2}(t)\right] \text {, } \\
& b^{2} p_{22}(t)+\left[p_{11}(t) p_{22}(t)-p_{12}^{2}(t)\right] \tag{77}
\end{align*}
$$

By simple substitutions of $t=0, t=1, t=2, \ldots$, into equation (77), it can be shown that

$$
\begin{aligned}
& p_{11}(t) p_{22}(t)=p_{12}^{2}(t) \\
& p_{11}(t)=t^{2} p_{22}(t) .
\end{aligned}
$$

Then

$$
p_{12}(t)=p_{21}(t)=t p_{22}(t)
$$

Substituting these equations into equation (77), the covariance matrix is:

$$
\begin{aligned}
\underline{P}(t+1) & =\frac{1}{t^{2} p_{22}(t)+b^{2}}\left[\begin{array}{cc}
b^{2}\left(t^{2}+2 t+1\right) p_{22}(t) & b^{2}(t+1) p_{22}(t) \\
b^{2}(t+1) p_{22}(t) & b^{2} p_{22}(t)
\end{array}\right] \\
& =\frac{b^{2} p_{22}(t)}{t^{2} p_{22}(t)+b^{2}}\left[\begin{array}{cc}
(t+1)^{2} & (t+1) \\
(t+1) & 1
\end{array}\right]
\end{aligned}
$$

where

$$
p_{22}(t+1)=\frac{b^{2} p_{22}(t)}{t^{2} p_{22}(t)+b^{2}} \quad \text { for } t \geqslant 0
$$

As sume

$$
c(t)=t^{2}+\frac{b^{2}}{p_{22}(t)}
$$

and

$$
\begin{aligned}
c(t+1) & =(t+1)^{2}+\frac{b^{2}}{p_{22}(t+1)}=(t+1)^{2}+\frac{b^{2}}{\frac{b^{2} p_{22}(t)}{t^{2} p_{22}(t)+b^{2}}} \\
& =(t+1)^{2}+\left[t^{2}+\frac{b^{2}}{p_{22}(t)}\right]=(t+1)^{2}+c(t)
\end{aligned}
$$

where

$$
c(0)=\frac{b^{2}}{a^{2}}
$$

Hence

$$
\underline{P}(t+1)=\frac{b^{2}}{c(t)}\left[\begin{array}{cc}
(t+1)^{2} & (t+1) \\
(t+1) & 1
\end{array}\right] \quad \text { for } t \geqslant 0
$$

Hence

$$
\underline{P}(t)=\frac{b^{2}}{c(t-1)}\left|\begin{array}{ll}
t^{2} & t \\
t & 1
\end{array}\right| \quad \text { for } t \geqslant 1
$$

where

$$
\begin{aligned}
& c(0)=\frac{b^{2}}{a^{2}} \\
& c(t)=c(t-1)+t^{2}
\end{aligned}
$$

Then $K(t)$ is found from equation (III).

$$
\begin{aligned}
& \underline{K}(t)=\left[\underline{\underline{\Phi}} \underline{P}(t) \underline{H}^{\prime}\right]\left[\underline{H} P(t) \underline{H}^{\prime}+\underline{R}(t)\right]^{-1} \\
&=\frac{1}{t^{2}+c(t-1)}\left[\begin{array}{c}
t(t+1) \\
t
\end{array}\right] \\
& \underline{\hat{x}}(t \mid t)=\underline{\underline{\Phi}} \underline{\hat{x}}(t \mid t-1)+\underline{K}(t)[\underline{z}(t)-\underline{H}(t) \underline{\hat{x}}(t \mid t-1)]
\end{aligned}
$$

where

$$
\underline{\hat{x}}\left(t_{0}\right)=\underline{\hat{x}}(0)=\underline{0} .
$$

If $t \gg 1$, then

$$
\begin{aligned}
c(t) & =c(t-1)+t^{2} \\
& =c(t-2)+t^{2}+(t-1)^{2} \\
& =c(0)+t^{2}+(t-1)^{2}+\ldots+1 \\
& =c(0)+\frac{t(t+1)(2 t+1)}{6} \\
& \cong c(0)+\frac{t^{3}}{3} \\
& \cong \frac{b^{2}}{a^{2}}+\frac{t^{3}}{3}
\end{aligned}
$$

Hence

$$
\underline{P}(t) \cong \frac{b^{2}}{\frac{b^{2}}{a^{2}}+\frac{t^{3}}{3}}\left[\begin{array}{ll}
t^{2} & t \\
t & 1
\end{array}\right] \cong \frac{a^{2} b^{2}}{b^{2}+\frac{a^{2} t^{3}}{3}}\left[\begin{array}{ll}
t^{2} & t \\
t & 1
\end{array}\right]
$$

and

$$
\underline{K}(t) \cong \frac{1}{t^{2}+\left(\frac{b^{2}}{a^{2}}+\frac{t^{3}}{3}\right)}\left[\begin{array}{c}
t(t+1) \\
t
\end{array}\right]=\frac{a^{2}}{b^{2}+\frac{a^{2} t^{3}}{3}}\left[\begin{array}{l}
t^{2} \\
t
\end{array}\right]
$$

for $t \gg 1$.

It is obvious that $k_{1} \rightarrow 0$ and $k_{2} \rightarrow 0$ for $t \gg 1$. This means that as the number of observations becomes large, the estimates $\hat{\underline{x}}_{1}(t+I \mid t+I)$ and $\hat{\underline{x}}_{2}(t+I \mid t+I)$ will depend on the previous estimate. It will be shown later that for $t \gg 1$, the discrete observation case is essentially the same as prediction based on continuous observations. Shinbrot (11), who treated this problem on the continuous data case using a completely different method, obtained the same results as here. (See Appendix A.)

If the position of the particle is continually observed in the presence of additive white noise, the problem is represented by the model,

$$
\left.\begin{array}{l}
\frac{d \underline{x}_{1}}{d t}=\underline{x}_{2} \\
\frac{d \underline{x}_{2}}{d t}=0 \\
\underline{z}=\underline{x}_{1}+\underline{v}
\end{array}\right\} \quad \begin{aligned}
& d \underline{x} \\
& d t \\
& \underline{F}(t) \underline{x}(t)+\underline{G}(t) \underline{u}(t)
\end{aligned}
$$


Fig. 7. Block diagram of optimal filter of the example.
where

$$
\underline{F}(t)=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad \underline{G}(t)=\underline{0}, \quad \text { and } \underline{H}=[1,0] .
$$

The initial state of covariance matrix is

$$
\begin{aligned}
& \underline{P}(0)=\operatorname{cov}\left[\underline{x}_{1}\left(t_{0}\right), \underline{x}_{0}\left(t_{0}\right)\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & a^{2}
\end{array}\right] \\
& \frac{d \underline{P}(t)}{d t}=\underline{F P}+\underline{P F^{\prime}}-\underline{P H}^{\prime} \underline{R}^{-1} \underline{H P}+\underline{G Q G}{ }^{\prime} \\
& =\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
p_{11} & p_{12} \\
p_{21} & p_{22}
\end{array}\right]+\left[\begin{array}{ll}
p_{11} & p_{12} \\
p_{21} & p_{22}
\end{array}\right]\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right] \\
& -\left[\begin{array}{ll}
p_{11} & p_{12} \\
p_{21} & p_{22}
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\frac{1}{b^{2}}\right][1,0]\left[\begin{array}{ll}
p_{11} & p_{12} \\
p_{21} & p_{22}
\end{array}\right] \\
& =\left[\begin{array}{lr}
2 p_{12} & p_{22} \\
p_{22} & 0
\end{array}\right]-\frac{1}{b^{2}}\left[\begin{array}{ll}
p_{11}{ }^{2} & p_{11} p_{12} \\
p_{11} p_{21} & p_{12} p_{21}
\end{array}\right] \\
& {\left[\begin{array}{ll}
\frac{d p_{11}}{d t} & \frac{d p_{12}}{d t} \\
\frac{d p_{21}}{d t} & \frac{d p_{22}}{d t}
\end{array}\right]=\left[\begin{array}{cc}
2 p_{12}-\frac{1}{b^{2}} p_{11}^{2} & p_{22}-\frac{1}{b^{2}} p_{11} p_{12} \\
p_{21}-\frac{1}{b^{2}} p_{11} p_{21} & -\frac{1}{b^{2}} p_{12} p_{21}
\end{array}\right]}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \frac{d p_{11}}{d t}=2 p_{12}-\frac{p_{11}^{2}}{b^{2}} \\
& \frac{d p_{12}}{d t}=\frac{d p_{21}}{d t}=p_{22}-\frac{p_{11} p_{21}}{b^{2}}
\end{aligned}
$$

$$
\frac{d p_{22}}{d t}=\frac{-p_{12}^{2}}{b^{2}}
$$

Using Adam's method (5), one can solve these nonlinear differential equations by digital computer. (See Appendix B.)

One can get an exact solution of the variance equation from the canonical differential equations of Hamilton.

$$
\begin{aligned}
& \frac{d \underline{x}}{d t}=\frac{\partial \mathcal{H}}{\partial \underline{s}}=-\underline{F}^{\prime}(t) \underline{x}+\underline{H}^{\prime}(t) \underline{R}^{-1}(t) \underline{H}(t) \underline{s} \\
& \frac{d \underline{s}}{d t}=\frac{-\partial \mathcal{H}}{\partial \underline{x}}=\underline{G}(t) \underline{Q}(t) \underline{G}^{\prime}(t) \underline{x}+\underline{F}^{( }(t) \underline{s}
\end{aligned}
$$

In this case

$$
\begin{aligned}
& \frac{d \underline{x}}{d t}=-\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]+\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\frac{1}{b^{2}}\right]\left[\begin{array}{ll}
1, & 0
\end{array}\right]\left[\begin{array}{l}
\underline{s}_{1} \\
\underline{s}_{2}
\end{array}\right] \\
& \frac{d \underline{s}}{d t}=\frac{-9 \mathcal{H}}{d \underline{x}}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\underline{s}_{1} \\
\underline{s}_{2}
\end{array}\right] .
\end{aligned}
$$

Then the matrix of coefficients of the Hamiltonian equations is:

$$
I=\left[\begin{array}{cccc}
0 & 0 & \frac{1}{b^{2}} & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

and the corresponding transition matrix is

$$
\begin{aligned}
\underline{\theta}\left(t, t_{0}\right) & =\exp \underline{T}\left(t-t_{0}\right)=\sum_{i=0}^{\infty} \frac{\left[\underline{T}\left(t-t_{0}\right)\right]^{i}}{i!} \\
& =\underline{T}^{0}+\underline{T} t+\underline{T}^{2} t^{2} / 2+\underline{T}^{3} t^{3} / 6+\ldots . \text { as } t_{0}=0
\end{aligned}
$$

where

$$
\begin{aligned}
& \underline{T}^{0}=\underline{\underline{I}}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \\
& \underline{\underline{T}}=\left[\begin{array}{cccc}
0 & 0 & \frac{1}{b^{2}} & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& \underline{\underline{T}}^{2}=\left[\begin{array}{cccc}
0 & 0 & 0 & \frac{1}{b^{2}} \\
0 & 0 & \frac{-1}{b^{2}} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& \underline{\mathbb{T}}^{3}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{-1}{b^{2}} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& \underline{T}^{4}=\underline{\underline{T}}^{5}=\underline{T}^{6}=\cdots \cdot
\end{aligned}
$$

Hence

$$
\underline{\theta}(t)=\left[\begin{array}{cccc}
1 & 0 & \frac{t}{b^{2}} & \frac{t^{2}}{2 b^{2}} \\
-t & 1 & \frac{-t^{2}}{2 b^{2}} & \frac{-t^{3}}{6 b^{2}} \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The four submatrices of $\underline{\theta}$ are as follows:

$$
\begin{array}{ll}
\underline{\theta}_{11}(t)=\left[\begin{array}{cc}
1 & 0 \\
-t & 1
\end{array}\right] & \underline{\theta}_{12}(t)=\left[\begin{array}{cc}
t / b^{2} & t / 2 b^{2} \\
-t^{2} / 2 b^{2} & -t^{3} / 6 b^{2}
\end{array}\right] \\
\underline{\theta}_{21}(t)=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] & \underline{\theta}_{22}(t)=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]
\end{array}
$$

From equation (76), one gets

$$
\begin{aligned}
\underline{P}(t) & =\left[\underline{\theta}_{21}(t)+\underline{\theta}_{22}(t) \underline{\underline{P}}_{0}\right]\left[\begin{array}{l}
\left.\underline{\theta}_{11}(t)+\underline{\theta}_{12}(t) \underline{P}_{0}\right]^{-1} \\
\\
\end{array}=a^{2}\left[\begin{array}{cc}
0 & t \\
0 & 1
\end{array}\right] \cdot\left[\begin{array}{cc}
1 & \frac{a^{2} t^{2}}{2 b^{2}} \\
-t & \frac{6 b^{2}-a^{2} t^{3}}{6 b^{2}}
\end{array}\right]^{-1}\right. \\
& =\frac{a^{2} b^{2}}{b^{2}+\frac{a^{2} t^{3}}{3}}\left[\begin{array}{cc}
t^{2} & t \\
t & 1
\end{array}\right] \\
\underline{K}(t) & =\underline{\underline{P}(t) \underline{H}^{\prime}(t) \underline{R}^{-1}(t)}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{a^{2} b^{2}}{b^{2}+\frac{a^{2} t^{3}}{3}}\left[\begin{array}{ll}
t^{2} & t \\
t & 1
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left(\frac{1}{b^{2}}\right) \\
& =\frac{a^{2}}{b^{2}+\frac{a^{2} t^{3}}{3}}\left[\begin{array}{l}
t^{2} \\
t
\end{array}\right]
\end{aligned}
$$

This is the same result as before.

CONCLUSION

A Kalman filter is constructed using matrix theory and the state and state transition approach to linear system theory to solve the Wiener problem. Kalman's derivations are not affected by the nonstationarity of the process or the finiteness of available data. Hence Kalman filtering can be applied to both the stationary and the nonstationary cases. An important feature of the Kalman filter is that the structure of the filter can be determined independent of the random data inputs. It provides the error analysis independent of any data inputs. Further, it performs this error analysis in a very efficient way. The highspeed digital computer plays an important role in this error analysis. Theoretically speaking, Kalman filtering enlarges the realm of Wiener filtering and clarifies the fundamental assumptions and their consequences. Practically speaking, Kalman filtering is well adapted to digital computer usage, while Wiener filtering is not.

A Kalman filter can be applied to estimate the position, velocity, and altitude of a terrestrial or space navigator. For example (Ref. 13), Kalman filter estimates of the position and velocity of a space vehicle can be used for the purpose of midcourse guidance. The source of information is the sequence of measurements of three space angles. The measurements cannot be determined exactly because of the presence of additive white noise. The equation of motion is nonlinear, but it can be linearized by Taylor's expansion. The Kalman filter solves the estimation problem using a computation scheme which weights the incoming measurements in an optimal sense to produce an up-todate optimal estimate of position and velocity. This computation scheme is readily implemented by a digital computer. The restrictions on the speed of the digital computer are that the time required to complete the computation cycle must be less than the time interval between successive observations. Hence it is clear that a Kalman filter is heavily dependent upon digital computer technology.
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APPENDICES

## APPENDIX A

Sinbrot solved example 1 in his paper "Optimization of Time-varying Linear Systems with Nonstationary Inputs" with correlation functions as follows.

The input to the system is

$$
f_{i}(t, p, Q)=f_{m}(t, p)+f_{n}(t, Q)
$$

where $f_{m}$ and $f_{n}$ are message and noise, respectively.

$$
f_{m}(t, p)=P t
$$

$P$ is the unknown velocity of the particle. The mean square value of $P$ is $a^{2}$. The hoise is white and is independent of the message. Hence

$$
\begin{aligned}
& \phi_{\mathrm{dd}}(t, \tau)=\varnothing_{\mathrm{dm}}(t, \tau)=\phi_{\mathrm{di}}(t, \tau)=\varnothing_{\mathrm{mm}}(t, \tau)=a^{2} t \tau \\
& \phi_{\mathrm{nn}}(t, \tau)=b^{2} \delta(t-\tau) \\
& \phi_{\mathrm{ii}}(t, \tau)=\varnothing_{\mathrm{mm}}(t, \tau)+\varnothing_{\mathrm{mn}}(t, \tau)=a^{2} t \tau+b^{2} \delta(t-\tau)
\end{aligned}
$$

The cross correlation of input and desired output is

$$
\begin{array}{r}
\phi_{d i}(t, \tau)=\phi_{d m}(t, \tau)=\int_{0}^{t} h(t, \sigma) \phi_{m m}(\tau, \sigma) d \sigma+b^{2} h(t, \tau) \\
\text { for } 0 \leqslant \tau \leqslant t .
\end{array}
$$

Hence

$$
a^{2} t \tau=a^{2} \tau \int_{0}^{t} \sigma h(t, \sigma) d \sigma+b^{2} h(t, \tau)
$$

and multiplying by $\tau$ on both sides and integrating with respect to $\tau$ from zero to t yields

$$
\int_{0}^{t} a^{2} t \tau^{2} d \tau=\int_{0}^{t} a^{2} \tau^{2}\left[\int_{0}^{t} \sigma h(t, \sigma) d \sigma\right] d \tau+\int_{0}^{t} b^{2} h(t, \tau) d \tau .
$$

Let

$$
j(t)=\int_{0}^{t} \sigma h(t, \sigma) d \sigma .
$$

Hence

$$
\begin{aligned}
& a^{2} t \frac{t^{3}}{3}=a^{2} \frac{t^{3}}{3} j(t)+b^{2} j(t) \\
& j(t)=\frac{a^{2} t^{4}}{a^{2} t^{3}+3 b^{2}} .
\end{aligned}
$$

Shinbrot pointed out that the optimal system response is

$$
h(t, \tau)=a^{2} \tau\left[\frac{t-j(t)}{b^{2}}\right]=\frac{3 a^{2} t \tau}{a^{2} t^{3}+3 b^{2}} \quad t \geqslant \tau
$$

and the mean square error is

$$
\begin{aligned}
\epsilon^{2} & =b^{2} h(t, t) \\
& =\frac{3 a^{2} b^{2} t^{2}}{a^{2} t^{3}+3 b^{2}} \\
& =\frac{a^{2} b^{2} t^{2}}{\frac{a^{2} t^{3}}{3}+b^{2}} .
\end{aligned}
$$

## APPENDIX B

C $C$
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| 14．6．6 | $3 \cdot 2663 \cdot 55$ | － 23007726 | ．O1996812 |
|  | － 2267 しこう | －くぐくらくら17 | ． 01935445 |
|  | 3.18007921 | －\ll 2 1 1 34 | ． 01567259 |
|  | 3．1b64c．63．． | － $11 / 0554 \%$ | ． 01006448 |
| 12.4 －L．．．． | 3．113049くし | －$\angle 1$ く14もらy |  |
| いいい．．． | 3． 77776 b | －く6137ソ78 | ． $016543 う 3$ |
| 15．0．ルし．．． | 3．427574 | － 10278233 | － 01641172 |
| 10・サー吅 | 3．$\because 856451$ | －1y034263 | ． 01291481 |
| 15．26id | 2.9751685 | －+ ソイヂ 5213 | － 1543354 |
| － $4: 4$ \％${ }^{\text {a }}$ | 2.4425432. | －Lovo2472 | － 149727 C |
|  |  | －1 559267 ． | － 11452118 |
| 1 | 2．8795．3b | － 26205174 | － 0141 －795 |
| 17． $3 .$. | 2．c49 4 41 | ． 17832388 | ． 01370202 |
| 17.20 | 2．01ヶ2532 | －17470747 | ． 01331250 |
| 17.4 .66. | 2．7961181： | －17120719 | － 01293852 |
| 17.0 .0 | 2．76101こ0し | － 10781806 | ． 01257929 |
| 17•0い | 2.73312400 | －104つうこ1j | ． 01223406 |
| ic．しいい | 2．70042ち80 | －1013240゙7 | ． 01192213 |
| 1．くく，－ | 2．0797620u | －15027しよ4 | － 21158284 |
| 10．4．．．．．．． | 2． $533534 \%$ | －1כ528049 | ． 01127557 |
| 26．6iN儿．．1 | 2.6279 .75 t | － 12230 しく8 | －11097974 |
|  | $2 \cdot 60281134$ | ．14556266 | ． 01069480 |
|  | 2．5722168山 | －14083377 | － 11042023 |
| 15．2，\％ | ？．541 266 | ． 14418112 | －C1015554 |
| 15．4．68 ． | 2．53：47626 | ． 1415 c459 | －Cu99r－29 |
| －biviu | 2．5．73136 | －13う1－121 | －$\cap$ NS65402 |
| 1才・をい界 | 2．4846～14．） | ． 13666815 | －00941634 |
| $2 \cdot . .<$ | $2.46 \angle 32650$ | － $12430<7 \%$ | ． 04910687 |
| STOP－O．ご | Ul：Al｜AT STA | ｜（v1u＋ |  |

$$
t(\sec )
$$
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Kalman approached the Wiener problem from the "state" point of view and thought of linear filtering as orthogonal projection in Hilbert space. The physical relationship among the state $\underline{x}(t)$, the white noises $\underline{u}, \underline{v}$, and the observation $\underline{z}(t)$ is described by a linear system which is specified by a system of first-order linear differential (difference) equations. The statistical description of the white noises $\underline{u}$, $\underline{v}$ is given as part of the problem statement. The problem is that one observes $\underline{z}(\tau)$ over some interval of time, $t_{0} \leqslant \tau \leqslant t$, and one wants to find the optimal estimate $\hat{x}\left(t_{1}\right)$ of $\underline{x}\left(t_{1}\right)$ given these observations. This optimal estimate $\underline{\hat{x}}\left(t_{1}\right)$ of $\underline{x}\left(t_{1}\right)$ will minimize the expected loss

$$
E\left\{I\left(\underline{x}\left(t_{1}\right)-\underline{x}\left(t_{1}\right)\right)\right\}=E\left\{\sum_{i=1}^{n}\left[x_{i}\left(t_{1}\right)-\hat{x}_{i}\left(t_{1}\right)\right]^{2}\right\}
$$

In the case where $t_{I}<t$, this is called the data-smoothing (interpolation) problem; where $t_{I}=t$, this is called the filtering problem; where $t_{I}>t$, this is called the prediction (extrapolation) problem. Using the conditional distributions and expectations, Kalman transformed the Wiener-Hopf integral equation into a nonlinear differential equation of the Riccati type which is closely related to the Hamiltonian differential equations of the calculus of variations. The solution of this nonlinear differential equation yields the covariance matrix of the minimum filtering error which will determine the structure of the optimal filter independent of the input data. Kalman's approach is not affected by nonstationarity of the process $x(t)$ to be estimated, or the finiteness of evailable data. Hence a

Kalman filter can be applied to both cases, stationary and nonstationary. Practically the main contribution of the Kalman filter is that it provides numerical procedures well adapted to digital computer usage.
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