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CHAPTER 1
INTRODUCTION

Air Pollution is the problem of today. -It affects every single in-
dividual on this earth and yet it is only he who is it's prime cause.
Any phenomenon natural or man-made occuring in our environment has as-
sociated with it it's good and bad effects. Air pollution is the example
of one of these bad effects. The natural production of carbon monoxide
and nitrogen in the atmospﬁere are subsequently associated with other
natural phenomena which mar the excessive accummulation of any kind.
The man-made phenomenon like the emissions from the automobiles, in-
dustrial plants and airbornme jets result in the excessive contamination
of the atmosphere beyond it's recuperative powef and man has to device
means to avoid it as nature does.

Attempts have been made to simulate the real world situation using
mathematical models. These models are then used to project the future
atmospheric conditions and thus taking appropriate actions in advance
to avoid accumulation., Two approaches are available in general for the
development of these mathematical models. The first is based on the
historic data available about the pollutant concentration and. other
meterological conditions and the second on the distribution of the
sources and the actual transportation or diffusion of the pollutants.
To date, there has been quite some study done using the second approach
yet there has not been any work reported using the first approach. The

earliest work reported on the air pollution modelling dates back to the



Startlof the last decade. ‘Thé models proposed in the early and mid 60's
and a few afterwards are based on the second approach [1-6]. These dif-
fusion models were proposed individually for various urban areas. These
models though pérformed well for the local areas were unsuccessful when
 applied to large metropolitan areas. In the late 60's and early 70's
models based on other criterias were proposed. Takamatsu et. al. (14)
proposed a computer control system for preventing air pollution. Croke
and Roberts (13) proposed a model on the integration of air resburce
management with urban and regional planning. Marcus and Harrington (15)
applied decision theory approach to develop abatement policies to con-
trﬁl‘air pollution., Each of these models lack in their applicability

to the complex air pollution problem.

In this paper are proposed two new approaches to develop mathematical
models based on the two alternatives mentioned earlier. The first ap-
proach proposedris based on the second alternative. One metropolitan
area is divided into small regions and a dynamic model is developed based
on the material balance between the two adjacent regions to determine
the amount of pollutant present at any time t in the region. Dividing
’an area into regions has the following advantages. The first is that
it tends to represent the real world situation. Secondly, it helps to
determine local concentrations and it's dependence on the adjacent re-
gions. Thirdly, as the regions are small, the amount of poliutant emitted
can be assumed to be distributed uniformly throughout the region. The
dynamic model is developed here considering two regions and one pollutant.

- The model contains parameters like the volume of the region and the area



of the wind front which can nbt be determined directly. Quasilineari-
zation is used for the estimation of these parameters.

The second approach is based on the statistical approach. Since
the amount of pollutnat emitted at any time is a stochastic variable,
this can be called as the stochastic modelling of the air pollution
problem. Application of this approach has been reported in the model
building of water pollution control problems [29-32]. A set of obser-
vatlons on the amount of pollutant taken through time at a station forms
a time series. This time series contains all the information regarding
the behavior of the pollutant in the region and it is analyzed to ex-
plore this information. The analysis consists in determining the cyclic
variation of the pollutant concentration. The intertermporal relation-
ship of the series which is represented by it's autocorrelation function
at various time lags helps determine the cyclic variations. The Fourier
transform of the autocorrelation function transforms it to the frequency
domain and is called the spectral density function. It distributes the
total variance over various frequency bands and is easy for physical
interpretation than the auteocorrelation function and therefore preferred.
High peaks assoclated with high variance over a frequency determine the
cyclic variations of the pollutant concentrations. The relationship
between two or more processes forming two or more time series can
similarly be carried out by studying the crosstemporal relationship from
the cross correlation function and then studying the cross spectrum. The
cross spectrum consists of frequency and phase. The former determines
the correlation between the two processes at various frequencies and the

later the corresponding phase,



In this paper are presented spectral and cross spectral analysis of
the data of the San Francisco bay area and the greater Los Angeles area.
Spectral analysis is done for each pollutant at each station and a model
is proposed for each using regression aﬁalysis. Cross spectral analysis
is done for the same pollutants at different stations-taken in pair and
for different pollutants at one station., The former determines how
much are the amounts of the same pollutant at two adjacent stations
related while the later determines how the variations of different pol-

lutants in the same region are interrelated.



CHAPTER 2
AIR POLLUTION MODELLING AND PARAMETRIC ESTIMATION

INTRODUCTION

The complexities involved in an air pollution préblem concerning an
urban area are due to the diversity of the types of pellutants, emission
rates and conditions of emission. Under the type of pollutant may be
classified composition, radioactivity and the possibility of producing
another pollutant by chemical reactions and under the condition of
enission may be classified hegt, volume, height of release, proximity
to structures and whether the source is mobile or not. Meteorological
conditions may be next to be considered as they effect the emission rates.
Then there are topographical features like relief, roughness and thermal
properties of the surface which influence the atmospheric processes.

An air pollution model tends to simulate such a complex existing
situation. Attempts are being made to develop a better mathematical
model to represent the real word situation. In this chapter some of the
diffusion models developed so far are discussed. The various kinds of
pollutants, their sources and effects are described. The cause of air
pollution is explained and a new model is proposed. The model is de-
veloped for two regions and one pollutant. The model developed contains
unknown quantities like the volume of the region, the velocity and area
of the wind front or in other words the fraction of pollutant being carried
from one region to another which cannot be determined directly. Quasi-
linearization is used for their estimation. The computational procedure

for this technique is explained.



Pollutants, Their Sources and Effects

In an effort to classify the pollutants, it 1s convenient to con-
sider two general groups [8]; (a) those emitted directlyrfrom identifi-
able sources, and (b) those produced in the air by interaction of two
or more primary pollutants, or by reaction with normal atmospheric con-
stituents with or without photoactivation., Under the first category
are included the following: fine solids (less than 100 micro inch.
diameter), coarse particals (greater than 100 micro inch. diameter),
sulphur compounds, organic compounds, nitrogen compounds, carbon
compounds, halogen compounds and radicactive compounds. The fine aerosols
include particles of metal, carbon, tar, resin, pollen, fungi, bacteria,
oxldes, nitrates, sulfates, chlorides, florides, silicates, and host of
other species obviously overlapping most of the specific categories.
Combustion of sulphur containing fuels contributes large amounts of sulphur
dioxide and some sulphur trioxode, many industrial processes and waste
disposal practice generate hydrogen sulphides, and the nauseous odors of
mercaptons are well recognized associates of some pulp manufacturing
and photochemical processes. Organic compounds released to typical
community air supplies include a very large number of saturated and un-
saturated aliphates, and aromatic hydrocarbons together with a variety
of the oxygenerated and halogenated derivatives, The nitrogen compounds
most abundantly generated and released are nitric oxides, nitrogen
dioxode and ammonia. Carbon dioxide and carbon monoxide arise in huge
amounts respectively from the complete incomplete combustion of carbo-

naceous fuels. Certain inorganic halogen compounds, among them hydrogen



floride and chloride, are produced from matallurgical and other in-
dustrial processes.

Among the second category are included the pollutants ozone, for-
maldehyde, organic hydro-peroxides, PAN (peroxyacyl nitrates) and other
very reactive compounds. These are formed due to photochemical re-
actions.

The effects associated with air pollution in short are visibility
reduction, material damage, physiological effects on man and domestic
animals and phychological effects. Geographical location of a city can
intensify these effects, because of valleys and other air movements etc.
Therefore the distribution of pollutant sources taking into consideration
the geography of the area is an important factor. The increasing con-
centration of the pollutants over the more industrialized cities threatens
the very existence of human beings. Air pollution is therefore one of

the most important problems facing the world today.

Inversion layer.

The accummulation of pollutants at a place occurs primarily because
of the formation of inversion layer. This inversion layer is formed be-
cause of the inversion of the temperature gradient along the height at a
location. If at a location the temperature gradient in the environment
is more than that of the adiabatic lapse rate of any air, the air con-
taining pollutants, as it expands in the regions of low pressure, has
a tendency to move upward, still higher is the atmosphere. As the temper-
ature gradient in the environment decreases the air containing pollutant

tends to move back to its origin. But as the temperature gradient in the



environment becomes negative, that is the temperature increases with
the height, the air containing pollutants beccmes denser and can't rise
any more. This results in the formation of a layer which resists the
upward transport of pollutants thus resulting in their accummulation.
An inversion layer has its base and top and there can be more than one
inversion layers existing at the same time in the atmosphere. The in-

version layér is varying in its height.



Mathematical Models

Many attempts have been made in recent years to develop mathématical
models to represent the real world situation. Smith (1) developed a
simple model of diffusion from an area source consisting of a shallow
box with base at the ground, top at an assumed upper limit of wvertical
mixing height h and sides positioned to enclose the city as an area
source. Mixing is supposed to be complete through the box and the wind
passes through the sides. TFor a given box size, the predicted pollu-
tant concentration is a function only of the pollutant emission rate
and a suitable average wind speed. If the city source strength is Q
mass per unit area per unit time, the average wind speed is V and the
downward length of the rectangular base as 1 then the equilibrium con-

centration is given by

X = QL mass per unit volume

Although this model is admittedly crude yet it is defensible on the
grounds of simplicity, the magnitude of errors in the estimation of
source strength, and the possibility of keying the model to pollutants
for which both the emission rate and surface concentration are measur-
able over the lower surface of the box.

Pooler (2) used an empirical equation with published summaries

of wind direction and speed frequencies obtained at the Nashville Weather
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Bureau station to compute patterns of mean monthly relative concentra-
tions. The patterns consisted of the relative concentration contribu-
tions from grid points at ong mile intervals to the central grid point.

The model used for estimating the relative concentration is

2 exp(-2°/202)

X
Q (2w)o°5CIISWx) ud,

This is the relative concentration at the ground level from a continuous
point source at height z, the surface layer wind velocity u, assuming a
Gaussian distribution for the concentration with variance Gy in the ver-
tical, reflection from the surface, and mass continuity, and assuming a

uniform horizontal distribution over a sector of angle 7/8. The vertical

variance was assumed as,

2 _ o B
o, = 2Lu't

where L, o and B are constants. While the absolute magni;ude of the
concentration could not be verified, due to cumulative uncertainties in
the source inventory the error of prediction was less than a factor of
two. Predicted and observed patterns were generaily similar, with a
super-imposed topographic effect on observed concentration. Hillside
locations facing toward the source showed generally higher than predicted
values, and valley locations sheltered from the sources by intervening
terrain, lower wvalues.

Turner (3) has proposed a working model for the diffusion of gases
from multiple sources in an urban area. A diffusion equation modified

to use area instead of point source was used with a source inventory of
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sulphur dioxide emission to célculate 24~=hours concentrations at one
mile intervals. Wind velocity and stability were averaged by two 2 hour
pefiods to evaluate the diffusion equation. One effective source height
was used. The model used for the determination of the relative concen-

tration is

exp (- 1/2 (yzfoj + Zz/cz))

Tu o C

Ol

Z

where dy is the horizontal dispersion coefficient i.e. variance in the
horizontal direction and y the horizontal distance travelled. Sulphur
dioxide was assumed to be oxidized or adsorbed on particulates exponen-
tially with a half 1life of 4 hours. This model was found to overcalculate
except for local sources.

Clark (4) proposed a simple diffusion model for calculating point
concentrations from multiple sources. The working equation used to cal-

culate the probable concentration is

2Q exp (- 1/2 Zzlog)

T 7 (2% /8 Gy

where U is the mean wind velocity. The area under study was divided into
sixteen sectors of 22,5 degrees each of an assumed circle with the air
monitoring station at the center. The concentration resulting at the
center of the circle from area sources, considering only sulphur dioxide,
represented by the arcs of a sector of finite thickness is a function of

distance if the stability, wind speed, and source emission height are
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specified and emission rate per unit area is unity. The sectors were
divided into four areas. For each of these four areas within the 16
sectors a source strength Q was determined as the sum of the proportionate
sources (given by source inventory) in the area. The concentration at

the monotoring station was calculated as

where n is the area number. The model is quite effective as it's results
are within the precision of the source inventory. This has applicatiomn
as a forecasting tool and aid to evaluating urban air pollution sources and
air quality measurement. The model was adaptable to other pollutants
and other locations within Cincinnati.

Koogler et. al. (12) developed a dispersion model for Jacksonville,
Florida; designed to account for wind speed and direction, atmospheric
stability, the emission rates of point and area sources and source height,

The basic dispersion equation used was

_Q.D 2 Z .2
X = ;%;}E exp [- 1/2 (y/o,)" - 1/2 (3-;) J

where D is a unitless decay factor of form D = exp (~0.693 t/T), where
t is the decay time and T is the pollutant half life. The wind speed
was assumed to be comstant upto about 2.5 times the average building

height and above that to vary according to the expression;

n
Ul 5 - n
& = (2,/2,)

2 .

n is the parameter depending on the atmospheric stability. The predicted
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values with this model were quite accurate being significant at .1% con-
fidence level when tested by the chi-square test. The pollutant level
used for testing the model was quite low and this poses the question of
the effectiveness of the model in areas with a higher pollutant concen-
tration.

Miller and Holzworth (6) used a semi-empirical model, adjusted by
using model to find a vertual source strength. The model was developed
with the assumption that the continuous pollutant sources ére uniformly
distributed over the urban area and the vertical diffusion occurs until
the effluent from each line source reaches the top of the mixing layer,
after which the effluent is uniformly distributed through the mixing

layer. The model for average relative concentration is

Y ) tg &g L
[f ] ——adatac+[ | Edtdt)
By gy Y21 . ty &g

Fal 2]
I
] [

where tl is the travel time of the nearest source, tt the time in which
the edge of the plume reaches the mixing layer of depth L, and tg the
travel time of the most distant source over the along wind length S,

of the city. The first term is the concentration developed during the
time the plume of pollutant reaches the mixing depth and the second term
the concentration developed when the effluent is uniformly distributed
through the mixing layer. Calculated average concentration of 502 and
Nox were within 2 pphm of observed average value in some cases and in
some cases in overcalculates.

Then there have been models developed on criterias other than those
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of atmospheric dispersion, Croke and Roberts (13) in their paper de-
scribe an approach to the development of the implementation plans for
the stationary sources of sulphur dioxide and particulates based on the
integration of air resource management with urban and regional planning.
This was achieved through the establishment of well defined emisgion
rights associated with each parcel of land in the region. An atmospheric
dispersion model was used to design the required 1eéislation. Within
the context of this system all of the usual control techniques, such as
emission control devices, fuel switching, stack height ordiances, etc.,
and all of the usual administrative and enforcement procedures, such
as permit systems, inspection, emission Inventories, etc., can be applied.
The methodology ensures that the desired long range regional
air quality'goals are attained by implementation plans which have an
inherent economic optimality, yet, which are not sensitive to detailed
inputs required in a cost effectiveness analysis.

Takamatsu et. al., proposed a model concerning the establishment
of a realistic control strategy by computer for preventing air pollution
caused by sulphur compounds in an urban area, Osaka, with exfensive con-
sideration on mathematical modelling, analysis and optimization. The
notation of adaptive control is introduced to update model parameters
which constantly vary owing to fluctuations and uncertainties in meteo-
rological factors. On the basis of these strategies all emission sources
are controlled so that future pollution level is always maintained below

a specified criterion.
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The Proposed Model

The models which have been developed so far with various assumptions
as mentioned above have been proved to be successful when applied to
local areas but none of these approaches can be used easily to optimize
a large metropolitan area. The complexity and nonlinearity involved in
the air pollution problems can be reduced by dividing the whole area
into different regions. This is the approach followed. A dynamic model
is developed considering two regions and one pollutant.

The pollutant as it comes out of the source [8] 1) may be dispersed
in the space around the chimney 2) may be carried away by the wind 3)
may be adsorbed on the particulates or decays 4) may be converted
into other products by chemical reactions 5) may settle dewn in the
neighboring area in case of particulates. It 1is either one or more of
tﬁese possibilities depending upon the type of pollutant and the mete-
orological and geographical conditions. The total pellutant in a re-
gion can be due to what is initially present plus what is emitted out
of the sources in that region plus what is being brought in by the in-
coming air. The model proposed here is a very simplified version of
the true phenomenon. It is more an examplar rather than an exhaustive
model. The two regions are supposed to be boxes with the known base
area. The pollutant as it is emitted gets dispersed uniformly into the
region and then it is carried away by the wind into other regions. This
assumption is made because the regions considered are small. It is also
assumed that no volume of air is lost as it travels from one region to

the other. The dynamic model is developed considering the material
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balance in the two regions. The material gain or loss is considered only

because of it being carried in or out by the wind. The wind velocity is

considered the game over the whole of region.

Material Balance Equation

Let,

)

Q,(t)

Cn,n+l
Vn,n+l

n,nt+l

Then the material

Amount of pollutant after time t, in minutes, in
region n, expressed in tons.

concentration of air travelling from region n to ntl,
expressed in tons.per milea.

Velocity of air travelling from region n to n+i,

expressed in miles per minute,

= Area of the cross section of the region perpendicular

; : . -
to the wind direction, between regions n and n+l, in mile®,
Amount of pollutant emitted from sources in region n,
expressed In tons per minute.

Total volume of region n, expressed in mileB.

balance equation can be represented by

[The rate of change] G [Pollutant emitted]

of pollutant

from sources

Pollutant transferred
into the region

Pollutant transferred out
~ lof the region

The rate of amount gained in a region consists of the rate the pollutant
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emitted in the region plus the rate at which it is being transported over
from the other region. Now it is assumed that no volume is lost as it

is being carried over from one region to the other. Which means that

the wind is travelling toward the other region. A schematic diagram

of the process with regions and wind direction is shown in Fig. 1. The
regions are represented by the rectangular blocks with the wind direction
shown by the arrow. It is assumed that no pollutant is initially present
in the regions. The rate of the amount of pollutant lost in a region is
due to it's being carried away by wind and due to transformations in
chemical reactions. The amount lost due to the second cause is different
for different pollutants and is small compared to the first one.. Et 18n't,
therefore, considered for the sake of simplicity. For an increment of
time At the above naterial balance equatién can be represented mathe-

matically as

Qn(t + At) = Qn(t) = q, At + Vn—]_,n A'n—l,n Cn-l:n Lot
- Vn,n+1 A'n,n+l Cn,n+1 LAt
or,
Q (t + At) - Q (1) . @Y i i
AL qn n-l,n "n-1l,n n-l,n
-V

n,n+l An.n+l Cn,n+1
and as At -~ 0,

dQ

“at - %t Va-1,0 Aa-1,0 Ca-1,n 7 Voo Angett Cagne

Qn Vn n+l An,n+l
q +V A c - =
n  ‘n-1,n n-l,n n-1,n ¥y
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which is a differential equation in unknown Qn.

Therefore for region 1

O Rt T e a
at = % 7 C,1 4,1 V0,1 v, )
and for region 2
dQ, (t) - e Bl o o Q(t) &) 4V, 4
at 9 YRGB 8 g 8 v,
Q) & , V Q. (t) A v
1 !2 !2 J 2
- q,+ 1.2 2 2,3 '2,3 @)

V1 V2

Solution of these differential equations for Ql(t) and Qz(t) will give
the amount of pollutant present in regioms 1 and 2 at any time t. For
simplicity it is assumed that the volumes of all the regions are the
same, i.e. V] =V, =Vy =V and all the areas perpendicular to the wind
direction are the same i.e. AO,l = Al,z = A2,3 = A, Thus for the solution
of these equations the values of variables CO,l’ 435 995 Vs A and var-
ious velocities have to be known. The values of CO,l can be observed.

4 and q, can be determined knowning the sources in the region. v can
not be obtained directly because of the change in the height of the in-
version layer. A, too, cannot be determined directly because of the
change in wind direction and the height of inversion layer. The velocity
of wind changes with time. However for the period of time under con-
sideration a constant value of velocity can be assumed and determined

considering it as one of the parameters. The problem, therefore, reduces

now to the one of parametric estimation.
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The Estimation Problem

From Eqns. 1 and 2, it is seen that variables V's, A and v can be
considered together. The, expression, y = !%, represents the fraction
of the pollutant containing wind being travelling from one region to

the other per unit time. Thus putting this in Eqns. 1 and 2 we get

dQ, ()
dQ, (t)
—% -9t Q (£) * ¥y = Qy(1) » ¥4 (4)

Thus the problem now reduces to the estimation of the parameters Y15 Yo
and Yqe The estimation problem can therefore be stated as: estimate

Y10 Yy and Y4 given the values of CO,l’ 9 and q, and the following

observed data,

obs

Q (ti) = a; i=1,2, ...,_ml (5)
obs _
Q2 (tk) = Bk k=1,2, ..., m2 (6)

where my + m, >5,0 <ty j_tf and 0 < t = tf; given the initial

amounts of pollutant at t

n
(=]
-

Ql(o) = uo and Qz(o) = BO,

The quantities o, and Bk are known. In this case they are obtained by
the numerical solution of the equations 3 and 4 by assuming arbitrary
values of the parameters. It must be noted that the equations 1 and 2

are simplified representation of the actual situation and these equations
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can be solved in the closed form. The use of a more realistic model
would make the differential equations more complicated and unsolvable
analytically. The estimation of the parameters can be very difficult

if the closed form solution of the process could not be obtained. The
analytic solution of the equations 3 and 4, obtained by reduced equation

and variation of constant [1l7] is

1 ~Yat
Ql = '.}'; (ql + QU-Yl -~ Be )
and
) -ty
~ tyg (4 +9; +Qpv) 5, 2
Q2 = C LI = + Y o ( — )
3 Y37Y3

where B and C are integration constants.

The parameters appear nonlinearly in the analytic solution and
their estimation by the nonlinear regression or nonlinear least squares
estimation techniques would be quite involved and mnot very exact too.
Quasilinearization, a recently developed and more powerful technique,

has been used for parametric estimation.

Computational Procedure

The quasilinearization, first developed by Bellman and Kalaba [18-
20], has been extensively used by Lee [16, 21-24] in solving two and
multipoint boundary value problems. It has also been used in industrial
management system [25,26], water resources management research [27] and
others. Here the computational aspects of quasilinearization techniuqe
are discussed with respect to the parametric estimation of the air pol-
lution model. Readers are directed to references [16,18,19,21,22] for

further details of theory.



22

The quasilinearization technique, also known as generalized Newton-
Raphson methed, is very similar to the Newton-Raphson root finding
method; however the unknowns to be determined are functions in this
case and not fixed roots as in Newton Raphson method. The first step
in this technique is the linearization of the nonlinear differential
equations by considering the first two terms in the Taylor's expansion
of the function. Thus for a nonlinear differential equation of the
form

dx

5 = £0o0) (6)

where X and f represent the M - dimensional vectors with components

Xis Xy eees Xy and fl’ f2, I fM respectively, can be linearized to

the form,
dx
=nt+l _ _
- L&,0 I E L - X)) (7
where X and x_ represent M - dimensional vectors with components
=n+l - -
xl,n+l’ x2,n+l’ seay xM,n+1 and xl,n’ xz,n sy xH,n respectively.
The Jacobian matrix J(En) is
{
8f; 3f; 3,
axl,n axZ,n axM,n
e g = aafz aaf2 N an2 455
e x2,n x2,n xM,n
BfM BfH an
axl,n axZ,n axM,nJ
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which results in M sets of linear equations. In the system of equations
represented by 3 and 4 we assume Ql and Q2 alsc among the parameters to
be estimated. It would be convenient and better to choose parameters
Y15 Yo and Y35 to be in parallel with Ql and Q2, as functions of time.
But as these do not change with time we have,

le

rriall (9)

de

&= (10)

dY3
=0 i

Using Eq. 7 the system of Eqns. 3,4 and 9-11 can then be linearized.

Obtaining,

n+l
dQ

1 _ n o+l n+l n _ntl n_n

e - "2 9 tQvy Q Y, T +tQ T, (12)

n+l
dQ

2 _ .n ntl n n+l n o+l oo nEl

ax - Y2 4 Y3 Q  * Qv Q vy ta,

n 113 T n
= Q v, +Q; vg (13)

len+1 )
e O K
dY2n+l

5% - 0 (15)
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n+1l
dy3

P 16)

Thus we have M = 5 sets of linear equations and five initial conditions
are required for their solution. Generally the initial condition avail-
able are less than that, being available only for the state wvariables.

In the present case the two known boundary conditions are,

(0) = a (17)

Ql,n+1

Q2 n+1 (0) = 8 (18)

So the rest of the initial conditions are obtained from the least square
criterion. 1In this approach the objective is to minimize the sum of
squares of the deviations from the observed data. Thus the expression,
for the state variables Ql(t) and Qz(t),

m

Ls = )
i=1

1 2

2 M
[Ql(ti) - ai] o [tatj) - sj] (19)

is minimized over the parameters Yl’ Yo and Y3-

As the system of Egs. 12 thru 16 is linear the principle of super-
position [16] can be used for their solution. Their general solutiomns

are given,

I

le,n+l(t) + g 85,041 thj,n+1(t)

Q ,n41 (E) 3%y

]

Qpp nta (8 + i 25 o1 Pnj,ne (O

Q2,n+1(t) ;
J=k
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Yl,n+l(t) = Tlp,n+1(t) * jzl aj,n+l Ylhj,n+l(t)
a
YZ,n+l(t) = Yop (V) F jél 35 nt1 Yzny o1 (8

V3,001 (%) 7 Vap (9 jzl 25,041 30y, ne1(E) (20)

with ¢ = 5. The subscript p denotes particular solution, and the sub-
script hj denotes the jth set of homogeneous solutions. The a's are the
integration constants to be determined by the boundary conditions. As

the Initial conditions are chosen such that they satisfy the given initial
conditions given by Egs. 17 and 18 therefore only three sets of homo-
geneous solutions are needed with three integration constants, aj,n+1’
j=1,2,3. Hence the value of g = 3.

The particular solution is obtained by integrating Egs. 12 thru 16

nuimerically using Runge-Kutta method with the following initial values.

Qp,nt1® = %
QZp,n-i-l(O) = 8
Ylp,n+1(0) =B
Yop (0 = 0
Y3,n41(® =0 (20

The homogeneous forms of Eqs. 12 thru 16 are,



dQ
l,n4+l _ n n+1 n+l n n+1
et OSSR U ST S P

dQ2!n+l n Qn+1 n Qn+l + Qn n+l Qn n+l
dt 1 2 172 1 3

]

len+1

T

n+l
dyz

dt

+1
d73n

3= 0 (22)

The initial conditions used for homogeneous solutions are listed in
Table 1. Note that the homogeneous conditions are chosen such that
they satisfy the given initial conditions given by Egs. 17 and 18.
The remaining three boundary conditions are obtained by minimizing
Eq. 19. Inserting the first two equations of the equation set 20 in

Eq. 19 with q = 3, we get,

ml 3 5
LS = iZl [le,n+1 (ti) + zl j,ntl thg n+1(t ¥ al]
m2 3 2
+ t) + : ; t,) - 23
k§1 [sz,n+l( K jZl 25 o+l Lng,nt1 (& Bk] (23)

26
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As the particular and homogeneous solutions at various values of t are known
and are obtained numerically knowing the initial conditions listed in
Eq. 21 and Table 1 the only unknown variables in the above equations

are a,

5,041 j =1,2,3. So the problem reduces to finding the values
3

of these integration comstants such that LS is minimized. This can be

done by partly differentiating the above equation with respect to

aj nd1’ j=1,2,3 in turn and equating to zero. Thus we get the fol-
]

lowing set of equations,

m.

Dy 21 Q (t,) [Q (t,)
aam,n+l 121 lhm,n+1""i lp,n+l-71

3
# jzl 85 nt1 QUng,ne1lts) - “i]

By

2 k§1 Qth,n+l(tk)[Q2p,n+l(tk)

3
+ jzl 35 nel Qhy,ne1 () - Bk]

= 0, m= 1,2,3 (24)

These form new and remaining three boundary conditions., As variables
Ql(ti) and Qz(tk) are known and also oy and Bk these equations

can be solved for a,

1 o1 * j = 1,2,3, Once these integration constants
3

are known the general solution can be obtained.

The computation procedure can be summarized as (27),



1). Assume a reasonable set of initial functions for Ql(t),

Qz(t), Yl(t), yz(t) and 73(t). Let these initial functions be

Ql,n=0(t) = 0, Q2,n=0(t) =0, Yl,n=0(t) =0, 72,n=0(t) = 0, Y3,n=0(t)

2). Integrate Eqs. 12 thru 16 numerically using Eq. 21 as initial con-
ditions.

3). Integrate set of equations 22 for homogeneous solution using

Table 1 as initial conditions, starting with n = 0,

4) . Solve set of equations.24 for the integration constants. Knowing
set of integration constants and particular and homogeneous solutions
from step 2 and 3 the general solution can be obtained.

5). Calculate Ql,n+l(t)’ Q2,n+l(t)’ Yl,nflct)’ Y2,n+1(t)’ Y3,n+l(t)
using Eq. 20 with q = 3.

6). Repeat steps 2 thru 5 until there is no further improvements on the

values of Q;(t), Q,(t), v (t), y,(t) and y4(t).

Results

The experiment data were obtained numerically using Runge-Kutta

28

=0

method from equations 1 and 2 using the following values of the parameters

q; = .00416 tons/min, q, = .00414 tons/min.
L 2 3
A= ,03785 mile , QO = 0.0, v = .762 mile
VOl = ,1267 miles/min, Vl2 = ,1267 miles/min.
V23 = ,0134 miles/min.

The values of Ql(t) and Qz(t) obtained are given in Table 1,



TABLE 1

Experimental Data

t Q, (t) Q, (t)

0 0.9240 0.3380

5 0.9198 0.3623
10 0.9157 0.3865
15 0.9116 0.4107
20 0.9076 0.4347
25 0.9037 0.4586
30 0.8999 0.4824
35 0.8961 0.5061
40 0.8923 0.5298
45 0.8887 0.5533
50 0.8850 0.5767
55 0.8815 0.6000
60 0.8780 0.6233
65 0.8745 0.6464
70 0.8711 0.6695
75 0.8678 0.6924
8O 0.8645 0.7153
85 0.8612 0.7381
90 0.8580 0.7608
95 0.8549 0.7834
100 0.8518 0.8059
105 0.8488 0.8283
110 0.8458 0.8507
115 0.8428 0.8729
120 0.8399 0.8951

29
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Estimation of Y15 Y and Y3

The system of equations is given by 3,4 and 9-11 and the linearized
equations by Eqn. set 12-16., The initial conditions used for particular

solutions are,

(0) =0, (0) =0 and Vi, (0) =0

Y1p,ntl Yop,ntl o+l

The initial condition for homogeneous solutions are given in Table 1.
The initial functions used for Ql and Q2 and the parameters Y15 Yo and

Y4 are their true values. Thus

Ql,n=0(t) = Qi?i=0(t) and Q2,n=0(t) = szs(t) (26)
Y1 ,n=0(E) = +00625
Yy, a=0(t) = -00625
and
¥y, nptt) = ~HO06ES a7

It is found that the system does not converge. The values of the

parameters for ten iterations are shown in Table 3.

Estimation of Yoy and Yae

The system of equations for this are represented by Eqns. 3,4,9

and 10. The linearized set of equations is



TABLE 2

Initial Conditions Used for Homogeneous Solution

Variable
1 2 3
thj,n+1(0) 0 0 0
Q2hj,n+1(0) 0 0 0
Ylhj,n+1{0) 1 0 0
Y2hj A+ (0) 0 1 0
0 0 1

Y3hj,ne1 (0

31



TABLE 3

Variations in the Values of Y0 Yy and Y3 During Iterations

Iteration Y Y, Y3
0 . 00625 . 00625 . 000688
1 . 00306 -.00597 0.0
2 .00110 .00113 0.0
3 .00125 -.01459 0.0
4 . 01936 .02426 0.0
5 -, 01816 -.02552 0.0
6 . 03604 . 03972 0.0
7 -.03659 -.04720 0.0
8 . 06831 .07027 0.0
9 -.08214 -.09307 0.0

10 . 13859 .13775 0.0

32



n+l

dQ
1 n o+l n n+l n n
ac 2@ Qv vy ta+Qyyy

n+1

dq
2  _ on  ntl n .o+l n n+l n ntl
O T R T T R

n

ta, - Q)

n n n
Yo T Q) ¥

n+1

dt

n+l
3
dt

dy

0.0

The initial conditions for particular solution are given by Eqn. 25

and

(0) = .51 0) = 0.

Y2p,0t1 Y3p,n4l

The initial conditions for homogeneous soplution are the same as, rep-
resented in Table 1, excluding for parameter Yy- The initial functions

for this problem are given by Eqn. 26 and the two sets for Yy and Y, are

]
]

.00625 Y, = -0125

and + The estimated values of Yo and Y3
.000688 Y3 .0030

Ta

n
]

Y3
obtained in both cases are

Y, = .00632

Y5 .00042

33
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The convergence of these parameters is obtained in the first iteration.
It is seen that the estimated wvalues of Yy and Yy are different from

their actual values.

Estimation of Yo

The system of equation for this is given by Eqns. 3,4 and 9. Lin-

earization of these gives the following set.

n+1
dQZ _omendl n ntl
3t Yo & Qv

I

n+l

dQ
2  _ n mtl n n _ntl _an.n
& -2 9 Y3 Q +tQ v, td-Q v,

n+l
de
dt

The initial conditions for particular and homogeneocus sclution are given

by Eqn. 25 (0) = 0, and Table 1, picking only the value of the

: Y2p,n+l

parameters under consideration. The initial functions are given by Eqn.

26 and two sets for Y, as,
Y, = ,00625 and Yy = L0125
In both the cases the estimated value of Yo is

Yy = .00633

The convergence is obtained in the first iteratiom.
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Estimation of V

LE n+l
dVOl
The system of equation is given by 1,2 and T 0. The linearized

set of equations are given by,

n+1 n+l
o o AVy9 & 4 g AV
dt 1 vy 1 0 2
nt+l
i DR U S £ RS
& TRt Ty % v, %2
o+l
av
0 _,

Tat T

The initial conditions used for particular solution are given by Eqn. 25

and VOlp,n+l(0) = 0,0 and that for homogeneous solution are,
= = 27
Q41 (0) = 0.0 Qg 1 (O = 0.0 (27)
VOlH,n+l(o) = 1.0

The computations were done for the two initial wvalues of the parameter

V01' These values are,

VOl,n=0(t) = .1267 and VOl,n=0(t) = ,25

The experimental values, given in Table 1, were used as the initial
functions of Ql and Q2 given by Eqn. 26, It is seen that the conver-
gence is obtained in the first iteration. For both the initial functional

value of VOl’ the estimated value is the same. This estimated value
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is however different from the actual value of VOl'

Estimation of A

The system of Equations for this are Eqns. 1 and 2 and

dAp.+l

dt

== 0‘

The linearized set of equations are given as,

n+l n n+l ol
dQy AV ol %1 V124 Vo1% =
dt = - v +. A ( v - v )+ ql - v A
1 1 1 1
n+l n_n+l n.n+l n n
dQy = VAR Vogh 1 V12 VasQ
dt v - v TA ( v. v )
1 1 1 1
n L
n V12% Vs
* q2 A v v )
1 1
dAp+l o
ac

The initial conditions for particular and homogeneous solutions for Ql

and Q2 are given by Eqns. 25 and 27. For the parameter A these are,

Ap,n+l(0) = 0.0

g1 (@) = 1.0

The actual value of A is used as it's initial function. The initial

functions of Ql and Q2 are their experimental values given, by Egqn. 26,

A _o(t) = .03785
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The system converges in seven iterations. The variables Ql and Q2 and
the parameter A converge to values different from their actual values.
The convergence rate of A is shown in Table 4. Figs. 2 and 3 represent
the convergence rates for Ql and Q2 respectively, The estimated wvalue

of A is different from the actual value.

Estimation of v

The system of equations is given by 1, 2 and

dvn+l

dt

=0

The linearized set of equations are

dQn+l AV Qn+l Vn+l
1 _ 13 % (QAV.. - Q® AV. )
dt n 2.0 0 0L 1. =15
v v
i i
Tl
AV. .Q
12°1
+ ql + vn
1
n+1l nt+l ntl nt+l
dQ AV . Q AV, .Q v
I e W - i N av.Q® - AV. Q%)
dt n n 2,n 01°1 23%2
L ¥y %1

1 n 11
+ gy + 0 (AVy, Q) - AV,40,)
v
1
dvn+1 -
at

The initial conditions for particular and homogeneous soclution of Ql and



TABLE 4

Convergence Rate of A

Iteration A
0 .03785
1 .0201
2 .0292
3 .0241
4 . 0268
5 L0253
6 .0261
7 .0251
8 .0259
9 .0258

190 .0259

38
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FIGURE 2., Converaence rate cf Ql.



FIGURE 3, Convergence rate of Qz.
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QZ’ are given by Eqns. 25 and 27. For the variable v these ar |,

|
(]

vp,n+1(0) -

vH,n+1(0) = 1.0

The actual value of A is used as it's initial function as before and
also the observed values of Q1 and Q2 are used as the initial function

for Ql and Q2 given by Eqn. 25,

Vooo = .762.

The convergence rates for Ql and Q2 are shown in Figs. 4 and 5 and
that for the parameter v in Table 5. The system converges in eight

iterations. The parameter converges to a negative value,
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TABLE 5

Convergence Rate of v

Iteration v
1 . 065
2 27.58
3 -.510
4 -2,72
5 -2.04
6 -1.83
7 -1.89
8 -1.89
9 © -1.889

10 -1.890
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CHAPTER 3
STATISTICAL MODELLING OF AIR POLLUTION IN SAN FRANCISCO BAY AREA

INTRODUCTON

In this chapter 1s presented the statistical modelling of the air
pollution problem, Statistical methods appear to be very useful for the
air pollution problem because they directly deal with the real air quality
situation.

The air quality data implicitly contains all the information of the
complex pollution phenomenon occuring in the air. This information is
difficult to consider simultaneously in the physical model which
tends to simulate the deterministic behaviour of the pollutants in the
air. The analysis of the data from an area not only gives an information
about the air pollution phenomenon at that location but also this infor-
mation can be used for developing the prediction model for that location.

The availability of the well maintained data makes possible the ap-
plication of the statistical approach to the air pollution problem. In
this chapter is given the general procedure followed for the analysis
of air pollution data and the development of the prediction model. This
procedure is illustrated for the analysis of data obtained from the three
stations Richmond, Oakland and San Jose in the San Francisco Bay area, [44]
The total hydrocarbon concentration data were available from Richmond
and Oakland, and the carbon monoxide concentration data were available
from Oakland and San Jose., These data were available for two months
duration namely, September and October, with one hour interval of obser-

vations.
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ANALYSIS OF AIR POLLUTION DATA

Air pollution as a whole is a very complex phenomenon-complex in the
- sense that it is being contributed by diverse factors and further compli-
cated because of the variations in these factors. These factors are;

1. source distribution

2. transporation, diffusion, or mixing of pellutants

3. chemical reaction among wvarious pollutants

4, geographical conditions and

5. meterological conditions.
The variations in these factors are observed due to the fact that the
sources may be fixed sources like industrial plants or may be mobile
sources like automobiles, aeroplanes etc. The amount of pollutant trans-
ported from neighbouring subarban areas may vary because of the variation
in wind -speed and wind direction. Variations in the conditions of temper-
ature, pressure, humidity may vary the pollutant concentration because of
the reactions and decompositions among pollutants producing new pollu-
tants. The geographical location of the place may or may not help in the
pollutants accummulation at certain locations. Mbst of these factors
have cyclic variations associated with them, The diverse pollutants emitted
by various kinds of industrial plants in a suburban area may vary during
the day due to the factory shift hours and may vary over the year because
of the variation in production. The pollutants emitted by the automobiles
vary during the day because of some regular social activities e.g. office
or factory timings. Then there are seasonal variations due to meteoro-

logical conditions. For example, the wvariations in the wind direction
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may cause the transportation of pollutants to some particular areas at
one time and to some other areas at other times. This may result in the
cyelic accummulation and ventillation of pollutants, The accummulation
may further be supported by the geographical conditions. The seasonal
variations in temperature cause the seasonal variations in pollutants
formed from chemical reactions. Then there may be seasonal variations
of the inversion layer. All this information is difficult to be con-
sidered at the same time in the physical models trying to simulate the
actual phenomenon occuring in the air. On the other hand this infor-
mation is implictly contained in the air pollution data and can be re-
vealed by its amalysis. The analysis of the data consists in recognizing
these cyclic variations and associating them with the actual phenomenon

and thereby developing the predictive model.

Description of the Data

The hydrocarbon data from Richmond and Oakland are shown in Figs. 1
and 2, It is seen that though the magnitude of the pollutants emitted
in the two regions are different being higher at Richmond than at Qakland
yet the overall variation is nearly the same. At both of these stations,
the average amounts of hydrocarbons emitted at the end of September and
at the beginning of Qctober are higher than those emitted during the rest
of the periods. The hydrocarbon accummulation seems to be building
again near the end of October at both the stationg. A monthly cycle
seems to be indicated. There are also peaks within a month indiecating

high frequencies.
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The carbon monoxide data from Oakland and San Jose is shown in Figs.
3 and 4. The level of carbon monoxide emitted at both the stations ig
the same. The average amount of pollutant emitted at the end of the
month is higher than that emitted during the rest of the months at both
the stations. There appears to be cyclic variations for periods less

than a month of carbon monoxide at both the stations.

Fourier Analysis

The amount of pollutant emitted at any time is a stochastic vari-
able. The process of emiséion of pollutants from the scurces can there-
fore be considered as a stochastic process. The problem of developing
the statistical model from the air pollution data, therefore, can also
be termed as the stochastic modelling of air pollution,

The collection of pollutant concentration observations sequentially
through time forms a time series. The dependence of the series on
various periodicities can first be tested using Fourier analysis.

Fourier analysis, though it has its limitations because of the fact that
it is based on the fixed amplitudes, frequencies and phases and does not
take into consideration the random changes of amplitudes, frequencies

and phases of a time series yet, it is useful enough to give the relative
importance of its harmonies. It distributes the total variance of the
series among its harmonics, a greater variance is associated with pre-
dominate harmonics and vice versa. This information is very useful for
the further analysis of the data especially if there is no knowledge of
the various phenomena contributing to the air pollution in the area under

consideration and hence no knowledge of the expected cyclic variations.
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This analysis gives the feel of the data to be analyzed further.

The Fourier representation of the time series is [33]:

n-1
x(t) = x + 2 Zl Ak cos(2mfkt - ¢k) + Ah cos2nfnt (1)

where x is the average amount of pollutant emitted, Ak is the amplitude
of the kth harmonic, f is the fundamental frequency given by £ = 1/NA
where N is the length of the record being equal to 1440, and A is the
interval of observation equal to one hour, n is the number of harmonics
in the time series equal to N/2 and ¢k is the phase of the kth ﬁarmonic.
The fundamentzal frequency corresponds to a period of two months being
equal to the length of the record. The function x(t) is thus composed
of a sum of sine and cosine functions whose frequencies are multiples

or harmonics of the fundamental frequency f£. The highest frequency
which can be detected is equal to n/N = 1/2 cycles per hour which cor-

responds to two sampling intervals. The Fourier coefficients of the

above Fourier series for any harmonic k are,

Clk = Ak cos (¢k)

(2)
C2k = Ak sin (¢k)
which can further be expressed as [33]
c =k net 27kt
1k N ¥t ©°° 7R
t=-1
(3)

C =3 nil X, sin e

2k N L < N

for k= 0,1, ..., n
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These Fourier coefficients cén be determined from the above expression
as all the quantities on the right hand side of the expression are known.
X, denotes the hourly observations of the pollutant concentration and t
is the time index in hours. From Eqn. 2, the amplitude and phase at any

harmonic k are given as,

_ 7 2
A = G * Cy (4)
C
¢k = arctan GEQE) (5)
1k

The data have now been represented by the sine and cosine terms with their
known amplitudes. But to determine their relative importance it is re-
quired to compare the variance associated with each of these harmonics.

It has been shown elsewhere that the mean square value of x_ or average
power dissipated by x, can be decomposed into contributions arising from
each harmonic. This, in other words, means that the contribution of
average square value of X to one harmonic is independent of it's con-

tribution to their harmonics. Thus considering the mean square value

about the mean, x, the variance can be expressed as,

n-1
-3 1 &
t=-n
n-1
2 2
=2 ] al+a (6)
A

thus the contribution to the total variance due to the harmonics is,
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&
“TY k=1, coosn
Ak’ if k=n
and @b k=, ai - (1)

The relative importance of the contribution to each harmonic is

obtained by the ratio
k
== k=1, ..., n (8)

By using the above equations, harmonic analysis is carried out for the
data shown in Figures 1-4., The contribution to the total variance of

the hydrocarbon data from Richmond by it's mean is 82.55%., This for

the hydrocarbon data from Oskland is 88.79%, for carbon monoxide data
from Qakland is 69.88% and for the carbon monoxide data from San Jose is
76.66%. As this is in general very high, the values of o = Ly was gy
would be very small. Hence to make r, a significant figure the variance

corrected for mean is used. Thus the ratio now becomes,

(9

These values for the four set of data are presented in Tables 1,2,3 and 4.
The values are presented for the harmonics which have significant contri-
bution to the total wvariance. Qther harmonics are omitted. The fraction
variance taken by the zeroth harmonic is calculated by Eq. 8. Rest are

all calculated using Eq. 9. It is seen that the additional contribution
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Table 1

Harmonic Analysis of Hydrocarbons from Richmond

Contribution Fraction

Harmonic Cl C2 Amplitude Phase to Variance Variance
0 4,081 0.0 4.081 0.0 16.66 .8255
1 -0.233 0,051 0.238 167.60 0.114 .0324
2 0.077 -0.200 0.215 291.07 0.092 .0263
3 0.171  0.009 0.171 A B 0.059 .0168
4 -0.227 0.022 0.228 174 .46 0.104 .0296
5 0.173 0.094 0.197 28.68 0.077 .0221
6 0.012 -0.243 0.243 273.07 0.118 .0336
7 -0.189 0.106 0.151 135.68 0.046 .0131
8 0.212 -0.174 0.275 320.72 0.151 .0430

11 -0.191 0.104 0.218 151.34 0.092 .0270
25 -0.150 -0.196 0.247 232.49 0.122 .0347
33 -0.092 0,135 0.163 124,22 0.053 .0153
49 0.087 0.163 0.185 61.85 0.0638 . 0195
52 | 0.110 0.108 0.155 44,50 0.048 .0137
58 0.050 -0.172 6.179 286.45 0.064 .0183

60 0.297 0.278 0.407 43.12 0.332 .0945
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Table 2

Harmonic Analysis of Hychrocarbon from Oakland

Contribution Fraction

-Harmonic C1 C2 Amplitude Phase to Variance Variance
0 3.933 0.0 3.933 0.0 15.471 0.8879
1 -0.219 0.196 0.294 138.15 0.173 0.0889
2 0.230 -0.147 0.273 327.38 0.150 0.0768
3 0.0004 0.096 0.096 89.72 0.018 0.0096
4 -0.025 -0.187 0.189 262,30 0.071 0.0367
5 0.061 0.080 0.101 52.33 0.020 0.0105
6 -0.,017 -0.234 0.234 265.59 0.110 0.0564
7 -0.126 -0.080 0.149 212,27 0.044 0.0230
8 0.184 -0.114 0.217 328.17 0.094 0.0484

11 -0.102 0.120 0.157 130.41 0.049 0.0255
17 0.108 -0,074 0.131 325.35 0.034 0.0177
54 -0.003 0.104 0.104 91.67 0.021 0.0111
55 0.020 -0.097 0.099 282,00 0.019 0.0100
56 0.060 0.1108 0.126 61.34 0.031 0.0160
58 0.109 -0.101 0.149 317.19 0.044 0.0220

60 0.1812 0.2524 0.3107 54.30 0.193 0.0988
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Table 3

Harmonic Analysis of Carbon Monoxide from Oakland

Contribution Fraction

Harmonic C1 82 Amplitude Phase of Variance Variance
0 " 3,171 0.0 J. 171 0.0 10.05 0.6988

1 -0.164  0.252 0.301 123.01 0.181 0.0419

2 0.404 -0.217 0.45% 331.82 0.421 0.0973

3 -0.071  0.149 0.165 115,69 0.054 0.0126

4 -0.000 -0.216 0.216 269.95 0.094 0.0217

5 -0.062 0,097 0.115 122,53 0.026 0.0062

6 0.005 -0.393 0.393 270.79 0.309 0,0714

7 -0.090 -0.168 0.190 241.59 0.079 0.0168

8 0.374 -0.206 0.427 331.12 0.365 0.0843

9 -0.161 -0.003 0.161 181,26 0,052 0.0121
11 -0.079 0.139 0.160 119,74 0.051 0.0119
56 0.084 0.180 0.199 64,93 0.079 0.0184
120 -0.074 -0.219 -0.232 251.36 0.107 0,0240

180 0.251 -0.125 0.280 333.57 0.157 0.0363




Table 4

Harmonic Analysis of Carbon Monoxide from San Jose
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Contribution

Fraction

Harmonic Cl C2 Amplitude Phase to Variance Variance
0 3.941 0.0 3.941 0.0 15.536 0.7666

1 -0.251 0.185 0.312 143,67 0.195 0.0412

2 0.401 =~0,207 0.452 332.75 0.408 0.0865

3 -0.0002 -0.143 0.143 269.89 0.041 0.0087

4 0.165 -0.272 0.318 301.27 0.202 0,0429

6 -0.031 -0.312 0,313 264,24 0.196 0.0416

7 -0.221 -0.161 0.273 216.12 0.150 0.0317

8 0.348 0.048 0.351 7.97 0.247 0.0522

9 -0.236 -0.005 0.236 181.21 0.055 0.0236
10 -0.000 0.168 0.168 90.05 0.056 0.0120
11 -0.001 0,178 0.178 90.63 0.064 0.0135
17 0.133 0.199 0.239 56.11 0.114 0.0240
21 0.007 -0.188 0.180  272.21 ' 0,071 0.0151
60 -0.114 -0.143 0.184 231.41 0.067 0.0143
120 -0.134 -0.360 0.384 249,50 0.295 0.0624
180 0.135 -0.154 0.205 311.30 0.084 0.0170
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to the total variance by the harmonics given in the Tables 1 thru &4 is
7.5% for hydrocarbons from Richmond, 5.5% for hydrocarbons from Oakland,
14% for carbon monoxide from Oakland and 11% for the carbon monoxide
from San Jose. The remaining variance in each case is distributed among
other harmonics.

The maximum contribution to the variance for the hydrocarbon data
from Richmond and Oakland is by the 60th harmonic being 9.45% for the
former and 9.88% for the later. Out of the rest the maximum is contributed
by the first eight harmonics. This contribution is about 22%7 for the
hydrocarbons from Richmond and is about 35% for the hydrocarbons from
Oakland. This gives an indication that there is probably a daily vari-
ation of hydrocarbons at these two stations and also there is a low fre-
quency variation with the maximum detectable period of two months. Out

th, and Sth harmoniecs appear

to be predominant for the hydrocarbons from Richmond and the lSt, 2nd,

6th and Sth for the hydrocarbons from Oakland. The rest of the varlance

of the low fregquency harmonics the lSt, 6

is distributed among other harmonics. A daily variation in the hydrocarbon
concentration is expected because of daily social activities.

The carbon monoxide data from Oakland and San Jose also indicate that
there is a greater contribution to the total variance by the low frequ-
encies but in this case the fractional day cycle are also prominent.

The first ten harmonics of the data from Oakland contribute about 357%
to the total variance and that from San Jose contribute about 30%Z. The
2nd, 6th and Bth harmonics appear to be the most prominent among them.

At Oakland the daily variation is not significant while at San Jose it

contributes about 1.43%Z. 1t is seen that .the contribution of the 120th
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and 180th harmonics which correspond to 12 hr. and 8 hr. cycles are quite
gignificant at both the stations. Automobiles, coal combustion, incene-
ration and petroleum_plants are major contributors to the carbon monoxide
concentration., The fractional day cycles can be due to the excessive

automobile traffic at office and factory timings.

Autocorrelation

The Fourier analysis described above has been used as preliminary
analysis of the air pollution data. With this analysis we can determine
the discrete periodicities corresponding to length of the record while
it is difficult to determine the exact periodicities present in the data
and also those periodicities which have continuous frequency bands.
Spectral analysis has been used to determine these hidden periodicities.
Some basic and essential concepts of spectral analysis with reference
to the analysis of air pollution data are described below. An exhaustive
study of these can be found in references 33 through 38.

The theory of spectral analysis is applicable to the stationary sto-
chastic processes. A stochastic process is called statiomary if its
mean and variance have no trend and are independent of time and also the
correlation of the process at two different time depends only on the time
span and not on the time itself. The total hydrocarbons and the carbon
monoxide concentration obtained from the three stations are in general
found to form a stationary time series. Any nonstationarity present in
the series was however removed by fitting a second order polynomial re-
gression model.

To determine the periodicities by the spectral analysis method the

first step is to determine the relationship of pollutant concentration
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in the series at different time spans also called lags. This relation-
ship is expressed by the autocovariance or autocorrelation function.
The autocovariance between the pollutant concentration at a time lag of

k hours is given by [33].

=

N-k
CoyB) = tzl Xt Xedk (10)

where x's are the deviations from the mean. The divisor used in the
above equation is N and not N-k, as given in some literatures, because
the value of record length N used is large. The autocorrelation is then
expressed as,

€. (1)

= 25
Dxx(k) = C (0) (11-)
XX

The denominator in the above equation represents the variance of the time

gseries., The autocorrelation is an even functien. Thus,

Prll) = £ (<K (12)

and it always lies between -1 and 1. A positive correlation at a lag

of k hours implies that the variation of the pollutant comcentration
would follow the same direction after k hours and a negative correlation
would imply that this variation would follow the opposite direction

after k hours. Thus with the positive autocorrelation an increasing (de-
creasing) trend in the pollutant concentration would follow an in-
creasing (decreasing) trend after k hours while if the correlation is
negative the pollutant concentration would have a decreasing (increasing)

trend after k hours. The autocorrelation retains all the harmonics of
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the given time series but discards any phase difference between them.
Thus, for example, all the periodic functions having the same harmonic
amplitude but different phase would have the same autocorrelation.

A second order polynomial regression model was first fitted to each
of the data shown in Figs. 1-4 using Egns. 19, 22 ana 23 to remove any
trend present in the data. The residuals were then used to calculate the
autocorrelation function. The number of lags, M, used were 140. The
selection of M is described later under power spectrum. The execution
time for the calculation of autocorrelation function depends upon both
N and M, It increases much faster with the increase in M than with the
increase in N for the present case of N = 1440 and M = 140 the execution
time was 55 secs.,

The autocorrelation plots are shown in Figs. 5,6,7 and 8. For both
hychrocarbons and carbon monoxide at all the stations, the autocorrelation
falls rapidly from unity at lag zero to less than .01 within the first
thirteen lags and then it fluctuates between 0 and .03 with the dying
down amplitude going negative sometimes. There is a high correlation at

lags of 24 hours, 48 hours, 79 hours and 96 hours.

POWER SPECTRUM

Although autocorrelation is important in the time domain yet in
practice it is always preferable to use it's Fourier transform. This
converts it from the time domain to the frequency domain and corresponding
quantity is called the Spectral Density Function or the power spectrum.
The advantages of studying the properties of a time series in frequency

domain rather than in the time domain are [36].
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1. The spectral density function conveys the information in terms of
the relative square amplitude associated with oscillations at different
frequencies while the autocorrelation stresses the dependence along the
time axis.

2. The decomposition of the variance to the various frequency bands

is independent of each other and hence permits a greater ease of an-

alysis than does the correlation analysis where each value of the auto-

correlation function is the weighted summation of the same contribution.

3. The spectral density function is easy for physical and graphical
interpratation compared to autocorrelation.

Apart from these some other characteristics of the spectral density
function are,

1. The variance due to the linear trend, if any in the data, is con-—
centrated on the zero frequency spectral estimate. This zero frequency
spectral estimate also includes a truly random fluctuation in the record
and a low frequency trend in the data.

2. If the observations are made at intervals At then the maximum fre-
quency which can be estimated is 1/2At with the period 2At. If there
are frequencies present with periods shorter than this then the con-
founding of the frequencies occurs that 1s the variance because of these
short period frequencies is not lost but distributed in harmonics of
the true period. This confounding is called 'aliasing' and creates a
ambiguity in determining the origin of these wvariance.

3. The smaller interval used for getting the observations for a given
record of time increases the number of observations and also the degree

of freedom upon which the spectral estimate is based.

68
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The Fourier transformation of the autocovariance function and it's

subsequent solution results in,

1 M-1 ,
£ .(w) = 5= [C_(0) + kzl C,. (k) coskm] (13)

where fx(w) is the spectral density function or power spectrum for time
series x, w the frequency in cycle/hr. and M the total number of lags.
Because of the finite length of the records available the spectral esti-
mates have to be smoothed or averaged out, The weighting function used
for smoothing of the spectrum is called lag window in the time domain

and spectral window in the frequency domain. In spectrum analysis our
purpose is to estimate the spectrum within a frequency band around a
given frequency. So two characteristics are required out of the spectral
window. The first is that the side lobes should be smaller to reduce

the possibility of distortion effect due to remote frequencies and the
second is that the main lobe should concentrate around the principal
frequency to give it a greater weight. According to the first require-
ment the lag window should be smooth and slowly changing while for the
second requirement it should be flat and blocky because it's Fourier
transform gives a sharp peak (33,34). Thus both the shape and width

of the window are important and there has to be a compromise between
them. There have been quite a number of windows proposed. Details about
these can be found in references (33) and (34). Tukey-Hanning window

was used for the work presented here. Smoothed estimates are calculated

by the following expression
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M-1

1 .
fx(mj) = 57 [Cxx(o) + 'Zl Cxx(k) W(k) cos wik
where,
;(1 +————°°; Lo k| <M
W(K) = (14
0 ' |k| > M
= Ej‘ - =
and mj NP j 05 wisgy NP

where NP is the number of plot points.

The log of this smoothed spectral estimate against frequency gives the
spectrum plot. A large variance associated with a frequency appears

as a peak on a frequency band around that frequency. The selection of
the total number of lags M is an important consideration in the spectral
analysis to get the real peaks. The total number of lags effect the
band width of the window used and a proper value of the band width has

to be used to fit the record available. Too small a value of M increases
the band width of the window and thus suppresses the periodicities in

the data. A too large a value of M decreases the band width of the
window too much to give spurious peaks. The procedure followed to de-
termine M is as given in Jenkins and Watts (33). To start with, a higher
value of bandwidth, small M, was used. This masks some periodicities.
The band width was now decreased by increasing M and the spectral plots
compared till no change was observed for subsequent value of M. Three

values of M were selected in the range of the values of M in which the
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spectrum was found to converge and then diverge, and the subsequent
spectral plots were compared. One of these was then selected for the
pollution concentration data. The three values of M tried for the
hydrocarbon data from Richmond were 100, 140 and 180. The value of M
finally selected was 140. As the data from all the stations were very
much similar, the same value of M was used for all of them.

The value of Cxx(k) used in Eq. 14 was obtained using Eq. 11. The
w in the same expression varies from O to m . The desired frequency
interval in the output determines the total number of plot. points to be
used. A smaller interval helps determine more accurate frequencies cor-
responding to peaks in the spectrum but at the same time may take more
execution time. A large interval can overlap some periodicities. The
frequency interval of .0l was used using the plot points as 300. The
value of fx(w} can not be negative. A zero value of fx(w) was given a
low value supplied in the program while taking its log. The execution
time for the selected set of number of plot points and M was about 25
secs. The results are shown in Figures 9-12,

The spectral estimate obtained for the amount of data available is
called the sample spectral estimate because the observed pollutant con-
centration data is only a sample of the infinite amount of data being
generated from the process. The theoretical spectral estimate is based
on the number of observations approaching infinity. The sample spectrum
is, therefore, distributed about the theoretical estimate with a chi-
square distribution with two degrees of freedom. The smooth spectral

estimate is distributed as chi-square distribution with df degrees of



72

freedom depending on the type of window used. The degrees of freedom

for the Tukey-Hanning window is given as,

8 = (% (15)

Confidence limits were therefore drawn on the spectrum plot and peaks
lying outside the confidence limits were considered the true periodicities
present. At a particular frequency w the confidence limits on the log

scale are given as,

df
n 2
xdf(l—a/2)

Lower confidence limit Lnfx(x) +L

I

Upper confidence limit Lnfx(x) + Ln-———iga—-* (16)

xsf(a/2)

This is the confidence interval for all the frequencies and is
represented on the figures by a vertical line. o in the above equations
is the level of confidence. A 5% level of confidence was used for the
air pollution data. The spectrum for all the pollutants from the three
stations are given in Figs. 9 through 12. The hydrocarbons from Richmond
have sharp peaks corresponding to the periods of one day, 16 hours and
12 hours frequencies while those from Oakland have peaks corresponding
to one day, 12 hours and 7 hours frequencies. The carbon monoxide data
from both Oakland and San Jose have sharp peaks outside the control
limits corresponding to periods of one day, 12 hours and 8 hours fre-
quencies. It is seen from the graphs that all the low frequencies with

periods greater than one day can not be identified. One way of doing
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this is by filtering out the high frequencies. This was done by calcu-
lating the 12 hours mean of the data. This formed another series and

the spectrum plots are presented for hydrocarbon and carbon monoxide

data in Figs. 13 through 16. It is seen that peaks upto one month

period can be identified. Hydrocarbons appear to have 15 days and 7 or

8 days cycles at Richmond and Oakland, Carbon monoxide at Oakland appears
to have 15 days and 10 days cycles while carbon monoxide at San Jose ap-
pears to have 15 days, 10 days and 7 or 8 days cycles. The frequencies
thus found were removed or filtered out using regression analysis and

the predictive model was developed for each using the procedure described
below. The contributions due to one month and two months cycles were
found to be significant in the fourier analysis. These cycles were also

included in the model.

Development of Predictive Model

The regression analysis is based on the method of least squares.
It fits a model to the data such that the deviation of the predicted
values from the actual values is minimized. TFor a general regression
problem the model to be fitted to the data can be given in the matrix

form as, [41]

Y=XP +¢ an
where Y is the vector of observations given by,

T
Y = (Yl, Yos eens YN) (18)
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The superscript T represents the transpose,.

X is the matrix of the

transformation of the independent variable given by,

[ 3

1 le 221 wiiaie Zrl

1 212 222 N Zr2
X=|.

1 ZlN ZZN — ZrNJ

where Z represents the transformation, and r

as

is the number of trans-

formations. P is the vector of parameters given by

T

P" = (Pys Pyy wres P (20)
and € is the error of estimate, The least sqﬁare estimate of the
parameters P, namely

T

P = (Pos Pls seny Pr) (21)
is given by,

p= (X0 XY (22)
Hence the fitted model obtained is,

Y' = Xp (23)

This model is termed as the predictive model.

data a transformation,

For the air pollution

(24)
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was first used to remove a linear or nonlinear trend. The residuals,
Y-Y', were then analyzed for the periodicities by plotting the spectrum
as described before. Additional transformations were now used corres-
ponding to the sin and cosine terms of the predominating periodicities

observed in the spectrum plot. Thus,

24 = cos(wt) and 25 = sin(wt) (25)

where w is the observed frequency.
The ability of the model to predict the pollutant concentration
was tested using multiple correlation coefficient, It is given by the

ratio,

Iy - )2
2 5

R 3 (26)

§ (¥, -
The numerator is the sum square due to regression and the denominator
the total sum square corrected for mean. R2 is a measure of usefulness
of the terms other than the mean in the model. The value of R2 lies
between 0 and 1. Higher it's value better is the prediction.

In the development of the predictive models, in general, there are
two contradictory requirements. The first is that the model should in-
clude as many variables as possible to make it a reliable predictor and
the second is that it should contain as less variables as possible to
decrease the cost involved in obtaining the information about the wvari-
able. Stepwise regression, one of the procedures which compromise

between both of these requirements, was used. The procedure is explained
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below for the hydrocarbon model at Richmond.

In the first step the simple correlation matrix is determined among
all the variables and the independent variable which has the maximum
correlation with the dependent variable Y is included in the model.
Variable sin(2nt/24) has the maximum correlation of .25 and thus enters
the model. In the second step the partial correlation coefficients are
calculated and that variéble which has the maximum partial correlation
with the dependable variable is included. The second variable now in-
cluded is cos(27t/180). 1In the third step the individual importance
of each variable to the dependent variable is determined by the partial
F-test. Though one variable at one stage might have been the beét to
enter the model yet at later stage it might become redundant because of
the presence of other variable. Which means that both the variables
are carrying the same information. Thus one variable is eliminated
according to the F-value used. Similarly the next variable is selected
to be included in the regression equation from the partial correlation
coefficients. Fach time a new variable is added the partial F-test is
made to eliminate the redundant one. The procedure is thus carried out
till all the variables are tried.

The lower and upper limit for the f-value used is zero. This would
include all the variables. The multiple correlation coefficient at each
stage indicates how much the new variable improves the prediction equation.
R2 was plotted against the number of variables in the model. The point
where the value of R2 does not improve significantly with the addition of

more variables was taken as the truncation point for the number of wvariables
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in the model. The spectrum was obtained of the ?esiduals to find the
remaining periodicities. Fig. 17 shows the variation of R2 with the
addition of each variable. For the hydrocarbons from Richmond it is
seen that after the tenth wvariable the improvement is not very signifi-
cant, The spectrum plot of residuals for the hydrocarbons from Richmond
is shown in Fig. 18. It is seen that the peaks of all the fed-in fre-
quencies have decreased but they haven't been eliminated. Some fluctu-

ations are still present. The predictive model obtained is,

Y = -,4789 cos(2mt/1440) .3860 sin(2wt/720)

-.4577 cos(2mt/300) L4615 sin(2wt/240)

+.5219 cos(2nt/180) + .4268 cos(2rt/24)

+.6768 sin{2nt/24) L2057 sin(2nt/12)

.1708 sin(27t/180)

+.1888 cos(27t/720)

with R2 = ,5077

Similar procedure was used to develop the models for pollutants from other
stations and the results are given below. The predictive model for

hydrocarbons from Oakland is

Y = ,0004t - .4599 cos(2nt/1440) + .3725 sin{2nt/1440)
+ 4841 cos(2wt/720) - .2515 sin(2wt/720) - .3793 sin{(2wt/360)
- L4615 sin(27t/240) + ,4248 cos{(2mt/180) + .2191 coé(Zﬂt/ZQ)
+ .5791 sin(2nt/24) + .1720 cos(2nt/8)
with R® = .6431
The spectral plot of the residuals is shown in Fig. 19. The predictive

model for carbon monoxide from Cakland is
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Y = .0037t - .00004t> + 1.0210 sin(2mt/1440)
+ .9353 cos(2nt/720) - .2949 sin(27t/300) - .6670 sin(2nt/240)
+ .8488 cos(27t/240) - 4490 sin(27t/12) + .5329 cos(2nt/8)
with R® = .6131
The spectral plot of the residuals is shown in Fig. 20. The predictive
model for carbon monoxide from San Jose is
Y = .0017t - .5228 cos(2nt/1440) + 1,1310 sin(2mt/1440)
+ .8317 cos(2nt/720) + .4119 cos(2rt/360) - .2860 sin(2wt/360)
- 4902 sin(2rt/240) + .6177 cos(2nt/180) + .04226 sin(2nt/180)
- .3380 sin(2mt/24) - .7437 sin(2nt/12) + .4262 cos(2nt/8)
with R2 = ,6137

The spectral plot of the residuals is shown in Fig. 21,
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CHAPTER 4

ANALYSIS OF AIR POLLUTION DATA FROM LOS ANGELES COUNTY, CALIFORNIA

INTRODUCTION

In this chapter another illustration of the application of the pro-
cedure for analyzing the air pollution data, discussed in Chapter 3, is
given. The data were furnished by the Air Pollution control District,
county of Los Angeles, California [45]. The pollutant concentration
data of four pollutants from four stations were analyzed. The four pol-
lutants are sulphur dioxide, carbon monoxide, nitrogen oxides and ozone
and the four stations are 60, 79, 1 and 71. The location of the stations
is presented in Fig. 1., The interval of observations is one hour and the
length of record is one year namely from January - December 1971. The
missing data were linearly interpolated. The results are presented in
detail for sulphur dioxide data from all the four stations while for other
pollutants the results are summarized and the graphical representations
attached in Appendix A. The missing data are listed in Tables P, Q, R

and S in Appendix A.

Description of the Data

The plots of the daily averaged sulphur dioxide concentration from
these stations is shown in Figs, 2, 3, 4 and 5. The average amount of
sulphur dioxide at station 60 appears to have maximum concentration
sometime during the middle of the year and minimum during the first and
last quarter of the year. The average amount at station 79 appears to

have maximum during the middle of the first and last quarter of the year
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while it is minimum sometime in the middle of the year. Basically, if
looked minutely, the emission patterns at these two stations and also at
station 71 appear to be similar with the one at station 60 having an ad-
ditional bump around the middle of the year which may be because of an
additional short term industrial process or a social activity. The
average amount of sulphur dioxide at station 71 has an increasing trend
till the middle of the second month from where it starts decreasing at-
taining the minimum sometime in the middle of the year. It again has

an increasing trend till about the tenth month where it starts decreasing.
The average amount of sulphur dioxide present at station 1 in the first
month and in the tenth month is higher than that emitted during any other
month., Superimposed on this there is a cyclic variation of amount of
sulphur dioxide at station 1 which can be seen varying from second to
tenth month. Overall it is seen that the sulphur dioxide concentration
at station 60 fluctuates the most and that a station 1 is the most con-
sistant throughout the year to that at any other station: The relative
magnitude of emission is also highest at station 1 and lowest at station
79. The lowest average sulphur dioxide concentration at any station

is one pphm while the highest is that at station 1 being 4.8 pphm. in
the beginning of the second month. Some typical variations ip the con-
centration of sulphur dioxide during a day are shown in Fig. lA. It

is seen that the concentration increases suddenly in the morning hours

attaining maximum some time around 12 noon and then decreases slowly.

Fourier Analysis

The harmonic analysis was carried out for 364 points corresponding
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to the daily averaged sulphur dioxide concentrations. The analysis was
done for 182 harmonics. The important harmonics for the data from all
the stations are presented in Tables 1 through 4., The fraction variance
taken by the zeroth harmonic determines the fraction taken by the mean
term. The fraction variance for the rest of the harmonics is determined
using the wvariance corrected for the mean given by Eqn. 9 in Chapter 3.
For the sulphur dioxide data from station 60, out of the toial variance
of 2.78, about 91% is taken by the mean. The important harmonics pre-
sented in Table 1 account for an additional variance of about 3.5%.
The remaining 5.5% is distributed among other harmonics. The ISF, 2nd,
12th and 16th harmonics appear to be the most prominent contributors to
the total variance corrected for mean. Other major contributors are

the 24th, 27th and 52nd harmonics. For the sulphur diox?de data from
station 79 the mean contributes 92% to the total variance of 1.74. The
important harmonics presented in Table 2 contribute an additional of
about 2.5%. The rest 5.5% is distributed among other harmonics. The
l1st, 12th, and 13th appear to be the most prominent contributors to the
total variance corrected for mean. Other major contributors are the
2nd, 26th, 27th, 36th and 58th harmonics. At station 1 most of the
harmenics presented in Table 3 have quite a significant contribution

to the total variance corrected for mean. Mean contributes about 89%

to the total variance 3.70. Additional 4% is contributed by the harmonics
presented in the table. Both the 2nd and 12th harmonics are major con-
tributors revealing a monthly and half yearly variation is the sulphur

dioxide concentration. Other prominent harmonics are 4th, 20th, and



Table 1

Harmonic Analysis of Sulphur Dioxide Data From Station 60
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Harmonic Cl C2 Amplitude Phase Cont. to Frac.
Var, Var,

0 1,581 0.0 1.591 0.0 2,533 0.9109
1 0.045 0.092 0.103 63.82 0.021 0.0862
2 0.049 0.040 0.063 38.93 0.008 0.0329
3 -0.002 0.040 0.040 93.26 0.003 0.0134
8 0.006 -0.046. 0.047 277.53 0.003 0.0126
12 0.003 0.067 0.067 86.70 0.009 0.0370
13 -0.022 -0.027 0.035 230.73 0.002 0.0101
14 -0.037 0.012 0.039 161.79 (.003 0.0127
16 -0.033 0.051 0.061 123.49 0.007 0.0300
20 0.040 -0.007 0.046 350.98 0.004 0.0177
21 0.017 0.043 0.046 68.51 0.004 0.0175
24 -0.034 0.033 0.047 80,27 0.004 0.0182
26 0.0002 0.043 0.043 17.04 0.003 0.0149
27 0.047 0.014 0.049 23.27 0.004 0.0195
34 -0.035 -0.015 0.038 203.27 0.003 0.0120
35 0.015 -0.041 0.044 289,82 0.003 0.0158
38 -0,040 -0.015 0.043 200,93 0.003 0.0149
52 0.022 -0.041 0.046 298.29 0.004 0.0179
80 -0.041 0.008 0.042 168.75 0.003 0.0146
97 -0.042 -0.009 0.043 192.73 0.003 0.0152




llarmonic Analysis of Sulphur Dioxide Data From Station 79

Table 2
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Harmonic C1 C2 Amplitude Phase Cont, to Frac.
Var. Var.

0 1,267 0.0 1.267 0.0 1.607 0.9234

1 -0.056 0.012 0.057 167.09 0.006 0.0498

2 0.028 0.022 0.035 38.66 0.002 0.0193

3 0.027 -0.008 0.029 342.59 0.001 0.0127

8 0.016 ~-0.033, 0.037 296.08 0.002 0.0214
12 -0.028 0.046 0.055 121.78 0.006 0.0453
13 -0.044 -0.003 0.044 184.49 0.004 0.0302
20 0.010 0.029 0.031 70.85 0.001 0.0145
25 0,009 -0.028 0.029 288.64 0.001 0.0131
26 0.030 0.034 0.043 44,68 0.003 0.0280
27 -0.033 -0.027 0.043 219.29 0.003 0.0277
28 0.028 -0.002 0.028 355.15 0.001 0.0122
29 0.021 -0.015 0.026 323.96 0.001 0.0103
30 0.005 -0.031 0.031 279.52 0.002 0.0148
36 0.030 =-0.031 0.043 313.80 0.003 0.0283
53 -0.023 -0.026 0.031 221.42 0.001 0.0145
57 0.023 0.017 0.029 35.55 0.001 0.0130
58 0.014 -0.037 0.040 291.77 0.003 0.0242
83 -0.025 0.018 0.031 144.27 0.001 (0.0146
84 0.003 -0.025 0.025 1277.40 0.001 0.0101
96 0.029 -0.013 0.032 334.46 6.001 0.0155
100 0.028 0.003 0.028 6.35 0.002 0.0123
101 0.031 -0.001 0.031 357.41 0.001 0.0145




'Table 3

Harmonic Analysis of Sulphur Dioxide Data from Station 1

103

Harmonic C1 C2 Amplitude Phase Cont. to Frac,
Var. var.
0 1.818 0.0 1.818 0.0 3.308 0.8935
1 -0.044 0.038 0.058 319.67 0.006 0.0176
2 0.017 0.050 0.091 79.09 0.0l6 0.0427
4 -0.026 0;070 0.075 120.70 0.011 0.0286
9 -0,035 -0.052 0.063 235.61 0.008 0.0202
12 -0.033 0132 0.143 103.55 0.041 0.1046
15 0.013 0.059 0.059 76.86 0.007 0.0177
19 -0.052 -0.032 0. 061 211.32 0.007 0.0193
20 0.030 0.065 0.072 64.88 0.010 0.0266
24 -0.056 -0.021 Q0,060 200.76 0.007 0.0187
26 0.044 0.075 0.087 59.41 0.015 0.0386
36 0.053 -0.033 0.063 32785 0.008 0.0204
52 -0.014 -0.062 0.064 257.22 0.008 0.0208
79 -0.037 0.060 0.078 121.91 .010 . 0254




llarmonic Analysis of Sulphur Dioxide Data from Station 71

Table 4
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Harmonic Cl C2 Amplitude Phase Cont. to Frac.
Var, Var.

0 1.405 0.0 1.405 0.0 1.975 .9268
1 ¢.001 0.050 0.050 87.93 0.005 .0330
2 -0.028 0.055 0.062 117.35 0.007 .0497
4 0.006 0.Q31 0.032 77.47 0.002 D132
5 (.028 -0.027 0.039 315.72 0.003 0192
6 -0.025 0.022 0.033 138.48 0.002 .0146
7 0.007 0.049 0.049 81.65 0.005 L0319
8 -0.004 ~-0.061 0.061 265. 86 0.007 .0484
12 0.002 0.048 0.048 86.75 0.004 .0297
18 -0.002 0.037 g.037 93.21 0.002 .0178
19 -0.025 -0.023 0.034 223.47 0.002 .0152
24 ~0.033 -0.002 0,033 183.46 0.002 .0142
25 -d.039 -0.034 0.052 221.21 0.005 L0350
26 0.016 0.025 0.030 50,59 0.001 .0116
32 -0.008 -0.028 0.029 252.58 0.001 .0113
33 -0.034 0.030 0.046 138.15 0.004 DZI3
40 0.032 0.010 0.033 17.57 0.002 .0145
50 0.030 0.001 0.031 3.59 0.001 .0123
58 0.011 -0.029 0.031 290.55 0.002 w0127
151 -0.031 0.003 0.032 174,09 0.002 .0132
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and 26th. At station 71 the mean contributes about 92,6% to the total
variance of 2.13. The harmonics presented in Table 4 contribute an
additional of about 3% with about 5.4% distributed among other harmonics.
The prominent harmonics are the lst, 2nd, 7th, 8th, 12th, 25th and 33rd.
Fuel combustion and chemical plants among others are the major con-
tributors to the sulphur dioxide concentration. In coal and oil com-
bustion the amount of sulphur dioxlide emitted increases linearly with
their sulphur content. Power plants, home heating units, automobiles,
buses and trucks and community and industrial incineration can be classi-
fied under the fuel combustion causing sulphur dioxide concentration.
Petroleum refineries, pulp mills, super phosphate fertilizer plants can
be classified under the chemical plants causing concentration of sulphur

dioxide.

Spectral Analysis

Hourly observations for the whole of year form too big a series to
be analyzed. To save computational time it would be very useful if we
could determine the highest periodictly present in the data and then
to filter the data accordingly. The harmonic analysis described above
determined frequency upto a period of two days and it is seen that the
higher harmonics are not very significant. However frequencies corres-
ponding to 24 hours or less can be expected because of the daily traffic
of office and factory goers, transportation of goods by trucks and the
daily operation of power plants. It was thus first intended to determine
the highest periodicity present. Spectral analysis was carried out for

the hourly observations of the two months period namely, March and April,
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at station 1 to determine the.daily or fractional day frequencies. The
analysis revealed 24 hours and 12 hours frequencies. Moreover a fre-
quency for a period less than 8 hours is not expected. Hence it was de-
cided to use a 6 hour average data. Thus a new series, x'(t), was formed
from the original series, x(t), by the transformation,

x'(t") = % % x(t) £ =1, v., g

t=1

where i=6("'-1)+1l, j=6t' and g= N/6,

This transformation was used for the sulphur dioxide data from all the
stations. The new series thus formed contains 1460 points. The number
of lags used were determined by the procedure explained under power
spectrum in Chapter 3. The determined value of M was 150.

A linear and second order polynomial model was fitted to the data
to remeve any linear or nonlinear trend. The autocovariance functions
calculated using Eq. 11 in Chapter 3 are presented in Figs, 6-9 for the
sulphur dioxide data from all the stations. It is seen that the auto-
correlation decreases rapidly within the first few lags and then it fluc-
uates with almost constant amplitude., The amplitude of oscillation is
more in the case of sulphur dioxide from station 60 than in any other.

The spectral density function is obtained using Eqn. 14 in Chapter 3
and the plots are shown in Figs. 10-13. The vertical line on the graphs
shows the confidence interval. At all the stations there is a very

prominent daily variation of sulphur dioxide. At station 60, Fig. 10,
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the other prominent cyclic variations of sulphur'dioxide are corresponding
to the periods of 14 days, 10 day, 5 days, 4 days and three days. There
is a large power concentration near the zone frequency. The analysis

was further done using 24-hr. average data. This revealed another fre-
quency of 30 days. The spectrals with plots for the 24 hr. averaged data are
not shown. This still had a high power concentration around zero fre-
quency. From the fourier analysis, Table 1, this power concentration

at low frequencies was considered to be due to yearly, half yearly and

45 days cycles. At station 79, Fig. 11, sulphur dioxide has cyclic
variation of 12 to 14 days, 6 days, and 4 days. The 24 hour averaged

data also indicated a monthly cycle of 30 days. From fourier analysis

the further low frequencies are considered due to yearly, half yearly

and four monthly cycles. At station 1, Fig. 12, the cyeclic variation
sulphur dioxide are corresponding to 14 days, 5 to 7 days and 3 days.
Monthly and 18 days frequencies are revealed by 24 hr. average data.

From fourier analysis half yearly and yearly and 90 days frequencies

seem to be prominent. At station 71, Fig. 13, 15 days and 3 days fre-
quencies appear to be prominent. A 52 hours frequency was observed

from the 24-hr data. Additional low frequencies, from the former an-

alysis are yearly, half yearly and 72 days.

Mathematical Model

The frequencies analyzed above for each set of data were used to
develop mathematical model by the procedure expalined in chapter three.
This model for the sulphur dioxide data from each of the station is

given below.
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For sulphur dioxide from station 60,

2

Y = -.0001t 0.6006 sin (2rt/4) - .1832 sin (2nt/1400)

+ .1054 sin (27t/120) + .0932 cos(2nt/730)

.1041 sin (27t/180) + .0777 sin (2wt/56)

+ .0752 sin (2wt/20)
R® = ,5832,

For the sulphur dioxide data from station 79,

Y = 1147 cos (2wt/1400) + .0519 cos (2mt/730)
+ 0462 sin (2nt/730) - .1096 cos (2mt/120)
+ .0482 sin (27t/72) - .0446 cos (2nt/72)
+ .0810 sin (2nt/56) + .0581 cos (2mt/56)
+ .0640 sin (2rt/40) - .2806 sin (2#t/4)
- 0577 cos (27mt/480)
2

R™ = .4230

For the sulphur dioxide data from station 1
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Y = -.2653 cos (2mt/4) - .2048 cos (2wt/120)

+ .1976 sin (27t/120) + .1865 sin (2rt/730)

m

+ ,1691 sin (2wt/56) - ,1490 sin (2mt/4)

+ .1389 sin (27t/72) - .1235 sin (2mt/20)

+ .0892 cos (2wt/1400) + .0857 sin (2nt/40)
2

R™ = .4538.

For sulphur dioxide data from statiomn 71

-t
]
|

.0003t - .2033 cos (2nt/4) - .1315 sin (27t/180)

.1184 sin (2nt/4) + .1152 sin (2nt/780)

L0985 sin (2wt/1460) - .0928 sin (2nt/60)

L0896 sin (27t/208) + .0643 sin (2wt/120)

- 0643 cos (2nt/1400) - .0615 cos (2nt/280)

R? = 4322

The plot of the residuals obtained after fitting these models are shown
in Figs. 1l4-17. The heights of the removed peaks have reduced and in
some cases it is just outside the upper control limit. This remaining
fluctuation appears to be magnified in the graph due to the change of

scale,
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The results for the other pollutants from all the stations are sum-
narized in Tables A, B & C. Table A gives the result summary for carbon
monoxide data from all the stations, Table B gives the result summary
~ for nitrogen oxides data from all the stations and Table C for Ozone data
from all the stations, The plots of these pollutants data and the graphical
representations of autocorrelation, power spectrum and the residuals power
spectrum are given in Appendix A from Figs. 20-59. The haromonic analysis
is given in Tables 6-17, The predictive model for all the peollutants at
all the stations is given below. The first subscript of Y represents the
station number and the second the pollutant. CO stands for carbon monoxide,
NQ for nitrogen oxides and 0Z for ozone.

Predictive model of carbon monoxide from all the stations

YGO,CO .38 sin (27t/240) - .38 (2wt/288) - .33 sin (27t/60)
+ .26 cos (2nt/2) + .32 cos (2nt/1480)
- .31 cos (2nt/240) + .31 sin (2wt/300)
+ .30 sin (27t/730) + .28 sin (2wt/72)

+ .23 sin (27t/288) + .21 cos (2nt/4)

- .21 sin (27t/96) + .18 cos (2mt/20)
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Y?Q,CO = -,0014t + 1.38 cos (27t/1400) + 1.02 cos (2mt/4)
+ .62 cos (2wt/2) - 1.19 sin (2wt/1400)
+ .66 cos (2wt/730) - .56 cos (27t/240)
- .49 cos (2rt/288) + .51 sin (2mt/288)
+ .43 sin (27t/50) + .42 sin (27t/72)
+ .40 sin (2wt /360)
Yl,CO = 1.37 cos (2wt/1460) - .72 cos (2mt/4)
- .66 sin (2wt/1460) + .61 cos (2nt/56)
+ .55 sin (27t/120) - .44 sin (27t/28)
+ .45 cos (27t/28) + .45 cos (2wt/120)
- .44 cos (2wt/120) + .42 sin (27t/315)
- .34 cos (2nt/3.5)
Y?l,CO = 1.59 cos (2nt/140) + .67 cos (2wt/2)
+ .67 sin (27t/50) + .66 sin (2mt/360)
+ .49 sin (2w&/480) + .48 cos (2mt/56)
+ 44 sin (27t/4) - .44 cos (2mt/288)
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- .41 cos (2mt/240) + .39 sin (27t/730)

+ .38 sin (2mt/288) - .36 sin (2mt/1460)

Predictive models of nitrogen oxides from all the stations.

Ye0,N0

Y79,50 ~

= 1,09 cos (27t/20) + 1.38 cos (2mt/410)

1.35 cos (27t/92) - 0.99 cos (27wt/120)

-~ 0.88 sin (27nt/60) - 0.85 sin (2wt/1400)

- 0.83 cos (27t/290) - 0.74 sin (2nt/28)

- 0.72 cos (2wt/300) + 0.73 sin (2nt/92)

+ 0.75 sin (27t/120) - 0.72 sin (27t/20)

+ 0.67 cos (27t/20) + 0.65 sin (2wt /290)

4.30 cos (21t/1460) + 3.46 cos (27t/4)

+ 1.95 cos (2wt/2) + 2.18 sin (27t/290)

+ 1.48 cos (2mt/28 = 1.43 cos (2nt/48)

+ 1.42 cos (2mt/480) - 1.39 cos (2nwt/120)

+ 1.31 sin (2rt/76) + 1.17 sin (2nt/4)

4+ 1.09 sin (2nt/120) + 1.05 sin {(27t/56)
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Yl,NO = 8,76 cos (2mt/1400) + 2.65 cos (2wt/f2)
+ 3.17 sin (2nt/4) - 2.96 cos (2mt/104)
+ 2,97 sin (2nt/50) - 2.93 cos (2mt/240)
+ 2,33 sin (2nt/120) + 2.15 cos (2wt/56)

+ 2.12 cos (2mt/28) - 2.11 sin (2wt/28)

- 2,05 cos (27t/290) + 2.03 sin (27t/290)

Y?l,NO = 8.29 cos (2rt/1460) + 3,09 cos (2nt/2)
+ 3.26 sin (27t/50) + 3.04 sin (27t/360)
+ 3,02 sin (2nt/4) + 2.76 sin (2nt/480)
+ 2.62 cos (2nt/56) - 2.04 cos (2nt/104)
- 2.14 cos (27wt/120) - 1.83 sin (27t/1480)
+ 1.77 cos (27t/730) + 1.59 sin (2wt/120)
Predictive models of ozone from all the stations.
Y60,OZ = =3,78 sin (2w/4) = 2.17 cos (2nt/1400)

-1,06 cos (2wt/2) - 1.26 cos {(2mt/4)

+ 0.89 sin (27t/730)} - 0.72 sin (2wt/1460)
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-0.43

Y?g,oz = _3040

-1.22

+ .75

cos

sin

sin

cos

sin

(2rt/290) + 0.45 sin (2wt/180)

(2nt/144)

(2nt/4) - 1.99 cos (2wt/1460)

(2rtf4 - 0.78 cos (2mt/1460)

(27t/730) - 0.43 cos (2mt/480)

- 0.41 cos (21t/290) - 0.39 sin (2nt/144)

Y = =1.67 sin (2nt/4) ~ 0.93 cos (27t/1460)

1,0z

-0.60 cos (27t/4) - 0.39 cos (2wt/2)

-0.31 sin (2nt/96) + 0.29 sin (2wt/290)

+ 0.26

- 0.23

Y99 0z = ~1:48

“0-41

-0.28

sin

cos

gin

cos

cos

(27t/780) + 0.23 sin (2mt/28)

(27t/290)

(2rt/4) = 0.71 cos (2mt/1460)

(2nt/2) - 0.29 cos (2wt/4)

(2mt/240) - 0,28 sin (27t/96)

+ 0.26 sin (2xt/730) + 0.22 sin (27t/290)
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- 0.20 cos (2mnt/50) + 0.18 sin (27t/76)
- 0.16 sin (2wt/112)

Discussion

It was intended to identify some of the cycles aﬁalyzed. As mentioned
earlier the variations in the wind speed and in the inversion layer height
are among the major contributors to the cyclic variations. Daily data
were available for the inversion layer helight. This data were analyzed
to determine the c¢yeclie variations in the inversion layer height. The
harmonic amalysis is shown in Table 18 and the autocorrelation function
and power spectrum in Figs. 18 and 19. It is seen that the cyclic vari-
ations in the inversion layer height correspond to the periods of one
year, half year, 72.5 days, 30 days, 24-25 days, and 15-14 days. Two
adjacent peaks in the spectrum plet correspond to cycles corresponding
to about 5 days and 4 days frequencies but they lie within the confidence
interval. Spectral analysis was also done of the six hour averaged wind
speed data from all the four stations. It was found that at all the four
stations there were 24~hours and 12 hours cyclic variations in the wind
speed. It is seen that these cyclic variations were observed in the
analysis of the pollutant concentration data at most of the stations.
The power spectrum for the wind speed data from station 71 is shown in
Fig. 60. The power spectrum for wind speed at other stations is similar
and is not shown. Thus apart from the cyclic variations due to social
activities it is seen that the c¢yclic variations in the pollutant con-
centration are caused by the variations in the inversion layer height

and wind speed.
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Harmcnic Analysis of Inversion Layer Base Height at Staticn 1

Contribution Fractieon

Harmonic Cl C2 Amplitude Phase to Variance Variance
0] 49,115 0,0 49,115 0.0 2412,29 0.7127

1 -5.148 =2,724 5.824 207.87 67.85 00,0698

2 -4,213 -5,176 6.674 230.83 89,09 0.0916

5 -3.798 3.192 4,962 139.08 49.24 0.0506

g 0.110 3.427 3.427 28,12 258,51 0.0242
15 -2,075 =3,356 3.946 238.25 31.14 0.0320
16 2.009 1.380 2.438 34.47 11.88 0.0122
21 l1.284 -~1,967 2.349 303.16 11,03 0.0123
24 4.188 1,022 4,311 13.71 37.17 0.0382
26 0,155 -3.,628 3.631 272.49 26.38 0.0271
29 -2.486 «0.,481 2.532 190,95 12,82 0.0132
30 0.165 2.362 2,368 85.96 11.22 0.0115
33 2.074 -2.231 3.046 312.93 18.566 0.01¢1
57 -1.533 «2,250 2,722 235,20 14.83 0.0152
99 2.357 1.056 2.583 24.12 13,35 00,0132
100 -2.262 -1.,443 2,683 212,51 14,40 0.0148
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CHAPTER 5
CROSS SPECTRAL ANALYSIS OF THE AIR POLLUTION DATA

INTRODUCTION

In this chapter the cross spectral analysis of the air pollution
data from the San Francisco bay area and the greater Los Angeles area is
presented. The cross spectral analysis is done for the same pollutant
at different stations and for the different pollutants at the same statien,
The former determines how the pollutant concentraticn at one station af-
feets the pollutant concentration at ;he other station while the later
gives the relative concentration of the pollutants at a station and in
addition determines the distribution of the sources associated with the

type of pollutants.

Cross Spectral Analysis

This analysis is characterized by the fact that this is carried over
two or more stochastic processes rather than on one process at differnt
time spans as in autospectral analysis. The theory for the cross spectral
analysis can be developed working under the same lines as for spectral
analysis described in Chapter 3. Both the stochastic processes are as-
sumed to be stationary.

Let the two time series be represented by x(t) and y(t). As these
are the pollutant concentration observations at discrete and uniform
time interval they form discrete time series. To determine the cross
temporal relationship between the two series, the cross covariance
between x(t) and y(t) is determined. For a positive time log of k it, is

given as,



1 M=k
Gy (K = §% le X, Yo (1)

and for a negative time lag of k it is given as,

P ptk &)

where X and y are deviations from the mean. The cross correlation

function is given as,

Cy (B
- (k) = (3)

\/ cxx(o) ny“’)

The cross correlation function contrary to autocorrelation function

is not an even function. Thus,

s (k) # pxy(—k) (4)

The interpretation of the cross covariance or cross correlation function
is exactly the same as for the autocorrelation function except for the
fact that it is now explained concerning two series at different time
lags rather than for the same series at different time lags as in the
former.

The cross spectrum is a Fourier transform of the cross covariance

function given by,

T —iwk |
£y @) = kz_w ny(k) e dk (4)
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As ny(k) is not an even function the expression reduces to a compléx
equation giving real and immaginary parts. Rewriting ny(k) as the

sum of an even part lxy(k) and an odd part wxy(k) gives

fxy(w) = COxy(m) + iQny(m) (5)

where,

) Ay (K) Cos wk  dk

Cco
x},(m) L

and

n

) by (&) Sin wk  dk

QD__ (w)
Xy koo

COXy(m) is called the co-spectrum of the (x(t), y(t)) process at w and
Qny(w) is called the quadrature spectrum of the process at w. The co-
spectrum determines the covariance between in-phase components i.e. it
measures the covariance between two cosine components and the covariance
between the two sine components. The quadrature spectrum determines the
covariance between sine and cosine components, that is out of phase or
quadrature components.

The estimates of the power co-spectrum and quadrature spectrum are

given as,

M-1
= L.
coxy(mj) = [ny(O) + kzl (ny(k) + ny(k)) Cos wjk

+-% (C,, (M) +C (D) Cos ﬂj]
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M
ey o 1 _ ;
Qny(mJ) ok [kzl (ny(k) ny(k)) Sin wjk
+'% (ny(M) = ny(M)) Sin wj) (6)
where
-1 -
wj—M, j—o,-on,M

M is the total number of lags. OSmoothed estimates were obtained using a
Hamming window. Thus if the functions Coxy and Qny are both represented

by a dummy function £, the smoothed estimates can be given as,

S£(0) = 0.54£(0) + 0.46 £(1)
SF(k) = 0.23f(k-1) + 0.54f(k) + 0.23f(k+1)
SE(M) = 0.54F(M) + 0.46f(M-1) (7

The co-spectrum and quadrature spectrum have little use as they
stand therefore more important quantities namely coherence and phase are

calculated.

Coherence and Phase

Coherence is defined as the correlation between the two series at a

particular frequency. The coherence square is expressed as,

2 2
2 _ SCO0"(w) + SQD"(w)
kxy(w) " SE_(w) - SE,(w) ‘ (8)
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where SCO(w) represents the smoothed co-spectrum and SQD(w) represents
thé smoothed quadrature spectrum. Both are calculated using the equation
set 7, as explained above. Sfx(w) and Sfy(m) represent the smoothed
spectral estimates of the series x(t) and y(t) calculated using Eq. 14
in Chapter 3.

The stationarity assumption tells that if the frequency for a series
is divided into various bands then the component of the variance lying
in a particular band is independent of not only all other components of
variance of the same series lying in other bands but alsc of the components
of variance lying in the other frequency bands of the second series except
the one corresponding to the same freéuency band. Thus, we can determine
the correlation between the two series at different frequencies, each is
independent of the other. It is this correlation which the coherency
determines. This coherency lies between 0 and 1.

The phase of the smoothed spectrum is expressed as,
Pny(Lu) = ARCTAN (SQny(m) / scoxy(m)) _ (9)

This determines the phase difference between the two series at a
particular frequency w.

The coherency and phase spectrums have their own distribution. In
fact the variance of their estimates 1s zero when the coherency is unity
and the variance increases as the coherency tends to zero. Thus to de-
termine the true coherence between the two series confidence intervals
were drawn on the coherence diagram. The confidence intervals depend

upon the ratio N/M and the level of confidence chosen. The confidence
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intervals for various values of ratio N/M and the level of confidence
are given in Granger and Hatanaka (35). These were used to draw the
confidence intervals on the coherence diagram. Corresponding to the
average value of the coherency and the ratio N/M the confidence inter-
vals fo; phase diagram are given in Granger and Hatanaka [35]. These

confidence intervals are shown on the plots with broken lines.

The Program

BMDO2T program was used for the cross spectral analysis. This pro-
gram computes the autocovariance, power spectrum, cross—covariance, cross
spectrum, transfer function and coherence function of time series. For

the details of the program the reader is referred to reference [43].

Cross Spectral Analysis of the Air Pollution Data from the San Francisco

Bay Area.

The pollutant concentrations of the two pollutants formed the time

series x(t) and y(t). The hourly observations were used for the two months
data giving 1440 data points. The number of lags for both the hydro-
carbons data from Richmond and Oakland and the carbon monéxide data from
Oakland and San Jose were selected as 100. The cross spectral analysis

was done for the hydrocarbons data from Richmond and Oakland, the carbon
monoxide data from Oakland and San Jose and for the hydrocarbonds and

carbon monoxide data from QOakland. The results are described below.

Hydrocarbons at Richmond and Oakland

The plot for the cross covariance function is shown in Fig. 1. The
cross covariance is maximum at a lag of one hour. The cross covariance

appears to be oscillating as the number of lags increases giving a peak
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at a lag of every additional 24 hours. This indicates a high correlation
between the hydrocarbon concentration at the two station at lags of 24
hours, 48 hours, 72 hours and 96 hours.

The coherency spectrum is presented in Fig. 2. The dashed line on
the graph indicates the confidence interval. It is seen that the hydro-
carbons at the two stations have quite significantly correlated cyclic |
variations corresponding to periods of 24 hours, 8 hours and about 4.5
hours. There is also high correlation at the low frequencies. The phase
diagram, Fig. 3 reveals a significant phase relationship around frequency
of 12 hours and about 5 hours. The confidence interval on this diagram
is represented by the dashed line. The phase is in general clustered
about the zero axis indicating not so marked phase relationship. The
diagram reveals quite significant peaks at frequencies in the high range

with no relationship at the low frequencies at all.

Carbon Monoxide at Oakland and San Jose

The cross covariance function plot is presented in Fig. 4. The two
series have the maximum correlation at lag zero. The corfelation dies
down slowly indicating in general a high correlation between the éarbon
monoxide concentration at the two stations. There are quite significant
peaks at lags of 24 hours, 48 hours, 72 hours and 96 hours. The coherence
plot is shown in Fig. 5, It reveals a significant correlation between
the carbon monoxide concentration at the two stations at frequencies
corresponding te 12 hours, 8 hours and 5 hours with high coherence at
low frequeneies which can be expected to be corresponding to two menths,

one month, 15 days and 7 days found to be present at both the stations.
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The phase diagram for this combination is shown in Fig. 6. The phase

is seen to be in general clustered about the zero axis. It does not
reveal any significant trend of phase relationship of the pollutant con-—
centration at the two stations except the fact that the variation in the

phase isbecoming more and more pronounced in the high frequency range.

Hydrocarbons and Carbon Monoxide at Oakland

The cross covariance, coherency and phase diagrams for this combin-
ation are shown in Figs. 7-9. The covariance is maximum at lag zero dies
down slowly with sharp peaks at lags of 24 hours, 48 hours and not so
pronounced peaks at lags of 72 hours and 96 hours. There is also a flat
peak around a lag of 8 hours. The coherence plot indicates a high co-
herence at all the frequencies. This is expected because hydrocarbons and
carbon monoxide have many sources in common which produce them. The co-
herence at the low frequencies is about 0.9. A high coherence of 0.8
at 7 hours and 8 hours frequencies indicates the emission of both hydro-
carbons and carbon monoxide from the automobiles. Then high coherence
is also revealed at frequencies of .075 c/hour, .23 c¢/hour and .36 c/hour.
The phase at all the frequencies is practically within the confidence
interval indicating the simultaneous emission of hydrocarbons and carbon
monexide from the sources.

Cross Spectral Analysis of the Air Pollution Data From the Greater Los
Angeles Area

The cross spectral analysis is presented for the sulphur dioxide

concentrations at the stations 60, 79, 1 and 71 taken in pair and among
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the pollutants namely sulphur dioxide, carbon monoxide, nitrogen oxides
and ozone at station 1. The results are presented for the cross spectral
analysis among various pollutants at station 60 and these are compared
with those at station 1. As a daily cycle is present in the concentration
of all the pollutants at all the stations a high coherence is expected

at the daily frequency for the same pollutant at different stations and
for the different pollutants at the same station., Twenty four hours
averaged data were therefore considered which formed a series with 365
data points. The number of lags used were 50. The results of the an-
alysis are given below. Also the results of cross spectral analysis

between wind speed and sulphur dioxide at all the four stations are given,

Sulphur Dioxide at Stations 60 and 79

The graph of cross covariance function is presented in Fig. 10. It
is seen that the sulphur dioxide concentration at the two stations has
the maximum concentration at a lag of 30 days and less so at lags of 4,
12 and 18 days. The coherency plot 5hown|in Fig., 11 reveals that the
amount of sulphur dioxide at the stations 60 and 79 has higher correlation
at low frequencies and it decreases with the increase in frequency. The
coherence is in fact found to be insignificant as it lies within the
confidence interval. The phase diagram is presented in Fig. 12, There
is an upward trend in the phase plot in the range 0 to .37 ¢/day revealing
a time lag of about a day between the two series. There is a time lag of

about 15 days in the frequency band of .44 c/day to .46 c/day.
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from stations 79 and 60.
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Sulphur Dioxide at Stations 1 and 79

The cross covariance plot Fig. 13 indicates that there is a high
correlation at lags 11 days and 30 days. There is rather a flat peak
around the lag of 26 days. The coherence plot is shown in Fig. 14. A
number of peaks in the coherence diagram indicate correlation at the
cyclic frequencies. This correlation is however insignificant except
at the frequencies of .36 c/day and .38 c/day. The phase diagram, Fig. 15,
reveals a downward trend in the frequency range of 0 to .41 c¢/day indi-
cating a time lag of one day between the series. There is a time lag

of about 11 days around the frequency corresponding to 7 days.

Sulphur Dioxide at Stations 71 and 1

The cross covariance plot for the sulphur dioxide from stations 71
and 1 is shown in Fig. 16. The sulphur dioxide at these stations appears
to be correlated most prominently at lags of 6 days and 30 days. The
coherency plot presented in Fig. 17 reveals a high coherence at low fre-
quencies in the range from O to 0.03 ¢/day. The coherence is compara-
tively high at the cyclic frequencies though it is found to be insignifi-
cant. There isn't any phase difference between the sulphur dioxide
emitted at stations 71 and 1 except for a peak near the frequency of
.235 c/day as shown in Fig. 18, In fact in the frequency range of .17
c/day to .23 c/day the sulphur dioxide at station 71 leads sulphur dioxide

at station 1 by about 9 days.

Sulphur Dioxide and Nitrogen Oxides at Station 1

The cross covariance function, Fig. 19, has a number of peaks

indicating correlations at various cycles. There are rather flat peaks
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around lags of 10 days and 22 days and shafp peaks at lags of 30 days,
36 days and 42 days. Coherence Fig. 20, indicates high coherence in
general between sulphur dioxide and nitrogen oxide whicﬁ'shows that
they may be emitting from the common sources. The coherence between
these two is 0.8 at frequency of:about .08 c/day and O.fS at frequency
of about .37 c¢/day. The phase plot is shown in Fig., 21, There is no
phase difference between these two pollutants at station 1 upto a fre-
quency of .415 ¢/day. There is a sudden rising patterﬁ after the fre-
quency of .415 c/day indicating a time lag of about 22 days over the

frequency range .42 c/day to .47 c/day.

Carbon Monoxide and Sulphur Dioxide at Station 1

The cross correlation plot for these two stations is shown in
Fig. 22. Quite significant peaks are observed at lags of 7 days, 14
days and 28 days. Coherence plot, Fig. 23, indicates high coherence
at frequencies of .04 c/day, .08 c/day, .11 c¢/day and .37 c/day. The
phase, Fig. 24, is in general clustered about the zero axis with no
marked trends, except some small peaks aéound .08 c/day, .18 c/day and
42 c/day,‘indicating practically no phase difference in the carbon
monoxide and sulphur dioxide concentrations. This implies that there

are in general common sources of their emission.

Carbon Monoxide and Nitrogen Oxides at Station 1

The cross covariance plot for this combination is shown in Fig. 25.
The cross correlation dies down soon from its maximum at zero lag. There

are low and flat peaks around lags of 12 days and 24 days. The coherence
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plot, Fig. 26, reveals a very high coherence at all the frequencies
between the carbon monoxide and nitrogen oxides concentration, In general
the coherence i1s found to be above 0.8 over all the frequencies. Also

the phase diagram, Fig. 27, reveals a zero phase lag between these two

. pollutants. This indicates that the carbon monoxide and nitrogen oxides
cyclic variations are atmost the same which reflects that in general, at
station 1, the source distribution is such that the carbon monoxide and

nitrogen oxides are emitted simultaneously and they are equally important.

Ozone and Sulphur Dioxide at Station 1

There appears to be a significant correlation at lag ranges of 24 -
28 days, and 44-47 days and at lag of 38 days, shown in Fig. 28. Fig. 29
reveals that there is insignificant coherence between ozone and sulphur
dioxide over all the frequencies. The phase diagram, Fig. 30, indicates
the phase mostly within the confidence interval except at few frequencies.
There is a phase differen&e of about 90° in the frequency range of ¢ - .01
c/day; of about 144° at frequency of .14 c¢/day and 90° at the frequency

of 44 c/day.

Ozone and Carbon Monoxide and Nitrogen Oxides at Station 1

It is seen from Fig. 31 and Fig. 34, the cross correlation plots
for ozone and carbon monoxide and ozone and nitrogen oxides respectively,
that the correlation has an increasing trend with the increasing number
of lags. Also the coherence plots for these two cases shown in Fig. 32
and Fig. 35, indicate insignificant coherence nearly over all the fre-

quencies. The phase plots Fig. 33 and Fig. 36 reveal a phase difference
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of about 150° in the frequency range of 0 - .01 c¢/day and .14 - .14 c/day
and a phase of 180° at .29 c/day for the former and a phase difference

of about 180° at .43 c/day frequency for the later. It's insignificant
over all other frequencies.

Generally it is seen that the coherence between ozone concentration
and other pollutants concentration is insignificant. This may be due to
the fact that the ozone and other pollutants have completely different
sources of emission. Ozone is formed from chemilcal reactions while other

pollutants are emitted from physical sources.

Cross Spectral Analysis Among Different Pollutants at Station 60

The results are summarized in Table D for all the combinations of
the pollutants sulphur dioxide, nitrogen oxides, carbon monoxide and ozone.
The graphical representations of the cross covariance function, phase
and coherence are not shown because mostly they are the same as that at
station 1. The differences are discussed below.

Comparing these results to the ones obtained at station 1 it is
seen that at station 60 the sulphur dioxide and nitrogen oxides are also
emitted simultaneously, while the coherence shows that the frequencies
simultaneous emissions of these two pollutants at these two stations are
different. The coherence between carbon monoxide and nitrogen oxides
is also high at station 60 but it is comparatively lesser than that at
station 1 which may indicate that there may not be as many common sources
of carbon monoxide and sulphur dioxide at station 60 as is found at
station 1. Coherence between carbon monoxide and sulphur dioxide indi-

cates that at station 60 there are predominantly different sources of
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carbon monoxide and sulphur dioxide while it is not so at station 1.
The cross spectral analysis of ozone with other pollutants also reveals
that the coherence is insignificant for all thus indicating different
sources of emissions of ozone and other pollutants.

Cross Spectral Analysis Between Sulphur Dioxide and Wind Speed at all
the Stations

This analysis was carried out as an examplar case to show how the
wind speed affects the pollutant concentration at all the four stations.
Six hours averaged data were used for this analysis. Wind speed affects
the concentration of the pollutant in a region irrespective of its kind.
As reported in chapter 4 the wind speed at all the four stations has
cyclic variations corresponding te 24 hours and 12 hours period. It
is found that at all the stations there is high coherence at the fre-
quency of 1 c/day. At stations 79 and 71 there is high coherence at the
low frequency range of 0 - 0.014 c/day. At stations 60, 79 and 71 there
is also high coherence at the frequency of .5 c/day. The magnitude of
the coherence is given in Table E. This indlcates that along with, may
be some social activities, wind speed wvariations causes the above

mentioned cyclic variations in the pollutant concentrations.
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Table E

Squared Coherence Associated with Cyclic Variation for Sulphur Dioxide
and Wind Speed Data from the Stations 60, 79, 1 and 7.

Stations Frequency Squared
Coherence
1 ¢/day 0.90
60
.5 ¢/day - 0.90
0 - 0,014 c/day 0.65
79 1 c/day 0.80
0.5 c¢/day 0.65
0.1 c/day 0.55
1
1 ¢/day 0.75
0 - 0.014 c/day 0.6
71 1 c¢/day 0.7

0.5 c¢/day 0.6
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Harmonic Analysis of Cerbecn menoxide from station 60

Table 6

207

Contributien Fraction
Harmonic Cl C2 Amplitude Phase to Variance Variance
0 3.971 0.0 3,971 0.0 15,770 0.9067
1 -0,162 0,033 0,165 168.35 0.054 0.0337
2 0.082 0.150 0.171 6l.12 0.058 0.0363
3 0.150 -0.013 0.150 354.74 0.045 0.0280
4 -0,025 0.170 0.172 98,39 0.059 0.0366
5 0.160 -0.160 0.227 315,78 0.103 0,0638
6 -0.098 0.209 0,231 154,23 0,107 0.0663
12 -0.092 0.098 0,135 133.34 0.036 0.0266
15 0.072 0,097 0.120 53.42 0.029 ¢.0180
16 -0,156 -0.034 0.160 192.25 0.051 00,0318
19 -0.095 0,115 0.150 230,26 0.045 0.0278
20 "0,128 0,091 0.157 35.59 0.049 0.0306
24 -0.191 -0.,042 0.195 192.58. 0.076 0.04732
25 ¢.141 =0G,099 G.172 324,91 0.059 0.0367
26 -0,014 0,154 0.155 95,34 0.048 0.0298
36 0,142 -0,052 0.151 339.98 0.046 0.0285
73 -0.064 0.094 0.114 124,44 0,026 0.0162
74 0.060 -0,073 0,095 309,49 0,010 0.0113




Table 7

Harmcnic Analysis of Carben Moncxide from station 79

208

Contributicon Fraction
Harmonic ¢y <, Amplitude A Phase to Variance  Variance
o 4,316 0.0 4,310 0.0 18,620 0.8032
1 -0.690 -0,077 0.695 186,40 0.966 0.2118
2 0,348 0,326 0,477 43,17 0,455 0.0998
3 0.104 -0,193 0,219 298.44 0.096 0,0212
4 0.047 0.332 0,336 81,86 0.225 0.0495
L 0,197 =0.402 0.448 296,16 0,402 0.0881
6 -0,208 0,302 0.367 124,53 C.269 0.0591 .
12 -0,092 0,163 0.188 119.54 0.070 0.,0155
18 0.016 0.150 0,155 83.85 0,045 00,0100
19 -0,147 =0.129 0.196 221.13 0,076 0.0168
20 0.193 0.109 0.222 29.56 0,098 0.0216
26 0.160 0.093 0.185 30.11 0.068 0.0150
29 -0,123 -0,224 0,255 241.05 0,131 0.0287




Table 8

Harmecnic Analysis of Carbon Monoxide from Staticn 1
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Caontribution Fraction

Harmonic Cl 02 Amplitude Phase te Variance Variance
0 5.396 0.0 5.39 0.0 29,126 0.8455
1 -0.,635 0.369 0.736 149.91 1.085 0.2040
4 0,063 0.170 0.181 69.55 0.066 0.0124
5 0,176 =0,217 0.280 309,07 0.15? 0.0296
6 ~0,244 0.109 0;268 155,90 0.143 0.0270
10 -0,115 -0,199 0.230 239,91 0.105 0,0199
12 -0,013 0.306 0,307 92.57 0.188 0.0354
14 -0,200 ~0,078 0.214 201,38 0.002 0.0173
16 -0.138 0,169 0.218 129.28 0.095 0.0179
26 0.280 0,110 O.éOl 21 .47 0.182 0,.0342
29 ~-0.176 =-0,295 0.344 239,13 0.237 0.0446
52 -0,003 -0,.339 0.340 269,38 0.231 0.0434




Harmenic Analysis of Carbon Mconoxide from Station 71

Table 9

210

Contribution Fraction
Harmonic G, Ca Amplitude Phase to Variance Variance
0 4,367 0.0 4,367 0.0 19,075 0.7915
1 -0.798 0.176 0.817 167.56 1.336 0.2660
2 0.133 0.202 | 0.242 56.50 0.117 0.0234
3 -0,012 -0,260 0.261 267.32 0.136. 0.0271
4 0,080 0.322 0.332 75.98 0.221 0,0440
5 0.183 =0.,217 0f284 310,21 0,161 0.0322
6 -0,189 0.077 0.204 157.77 0.083 0,0166 )
14 -0.,212 «0,092 0.231 203,60 0.107 0,0214
15 0.188 0,160 0.241 41.74 0.1l16 0.0232
25  -0,141 -0.128 0.190 222,18 0.072 0.0145
26 0,273 0,075 0.284 15.48 0.161 0.0322
29 -0.150 =0,322 G.355 244,96 0.253 0,0504
30 0.114 0.183 0.216 237.91 0,093 0.0186
38 -0.,055 =~0,195 0.203 254,13 0.082 0.0165
52 0,071 -0,143 0.160 296,57 0,051 0,0102
51 -0,060 0.157 0.168 111.15 0.057 00,0113




Table 10

Harmanic Analysis of Nitrecgen Oxides frem Station 60
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Contribution Fracticn
Harmcnic <y C2 Amplitude Phase to Variance Variance
o 9.720 0.0 g.720 0.0 94,48 0.8236
1 0.200 0.4432 0.486 65,68 0.473 00,0234
3 0.696 0.314 0,764 24,31 1.168 0.0577
5 0.378 =0.405 0.554 312,98 0.615 00,0304
12 -0.,150 0.591 0.609 104.31 0.743 0.0367
13 -0.321 -0,215 0.386 213,74 0.299 00,0148
14 -0,408 ~,003 0.408 180.47 0.333 00,0165
15 0.202 0,321 0.380 57.77 0.289 0.0143
16 -0,849 0,030 0.850 177.93 1.445 00,0714
17 0.437 0,288 0.523 33.40 0.548 0.0271
19 -0,267 ~0,275 c.384 225,85 0.295 C.0146
20 0.276 0.210 0.347 37.33 0,341 0.0118
21 -0.427 0.296 0.519 145,14 0,532 0.0266
22 0,451 -0.148 0.475 341.78 0{452 00,0223
24 -0.,575 0.010 0.575 178.94 0.663 0,0328
25 0.407 <0.431 0.593 313.45 0,704 0.,0348
26 0.141 0.577 0,594 76.21 0,706 00,0308
24 -0.304 0.295 0.424 135.88 0,360 0.0178
45 0.386 0.165 0.420 23.20 0.353 0.0175
51 -0.171 -0,275 0.324 238,09 0,211 0.0104
52 -0,075 -~0.,376 0.383 258,63 0.294 00,0145
73 -0,228 0.389 0.450 120.15 0.405 0.0200




Table 11

Harmcnic Analysis cof Nitrogen Oxides from Staticn 79
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Contribution Fraction
Harmonic C1 C2 Amplitude Phase to Variance Variance
(o] 13,507 0.0 13,507 0.0 182.44 0.8680
1 -2,181 0.284 2.199 172,59 9.676 0.2232
3 0.789 -0.372 - 0.873 334.74 1.525 0.0352
5 0.1432 -1,097 1.106 277.51 2,442 0.0565
8 0.266 =0,653 0.705 292.24 0.996 0.0230
11 0.272 =0,515 0.582 297.89 0.679 0.0157
12 -0.163 0.949 0,963 279.80 1.854 0.0428
13 -0.225 =0.427 0.483 242,19 0.467 0.0108
15 0.497 0,164 0.523 18.25 0.548 0.0126
16 -0.688 0,246 0.731 160.39 1.068 0.0247
17 0.291 -0.415 0,507 305.07 0,515 0.011¢9
18 -0,009 0,473 0,474 91,21 0.449 0,0104
19 -0.441 -0,585 0,732 232,96 1.073 0.0248
24 -0.,415 0,419 0.590 134,74 0,696 0.0161:
25 -0.,150 =0,620 0,638 256,33 0.815 0,0188
26 0.392 0.417 0,513 46.79 0.656 0,0151
32 0,055 -~0.474 0.477 276,70 0,456 70.0105
33 0.194 0,662 0.688 73.60 6.952 0.0220
52 -0.160 -0,650 0.660 79.70 0.870 0.0202
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Table 12

Harmonic Analysis of Nitrcgen Oxides frem Station 1

Contributien Fraction

Harmonic C1 C2 Amplitude  Phase to Variance Variance
0 20.392 0.0 20.392 0.0 415,837 0.7469
1 -4.363  0.017 4.363 179.78 38,084 0.2703
2 0.765 0.653 1.006 40,44 2.025 0.0144
3 0.644 -0.976 1.160 303,45 2.735 0.0194
4 0.139 1,060 1.060 82,39 ' 2.248 0.0160
5 0.898 -1,095 1.416 309.37 4.013 0.0225
6 ~1.183 0,084 1.145 324,59 4,215 0.0299

12 -0.133 1,583 1.588 94.87 5,049 0.0358
14 -1.406 0,265 1.431 169,37 4,009 0.0201
16 -0.444 1,003 1.096 113,94 2.406 0.0171
26 1.096 0.169 1.109 8.80 2.463 0.0175
29 -0.619 -1,454!: 1,581 246,90 5.006 0.0355
30 0.219 0,900 0.926 76.30 1.718 0.0122
38 -0,430 -0.949 1.042 245,57 2,173 0.0154
39 0.756 0.869 1.151 48.95 2.653 0.0188

52 0.249 -1.486 1.506 279.56 4.54 0.0322




Table 13

Harmonic Analysis of Nitrogen Oxides from Station 71
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Contribution Fracticn
Harmonic C1 C2 Amplitude Phase to variance Variance
0 16.219 0,0 16.219 C.0 263,066 0.6777
1 ~4,213 0.918 4,312 167.72 37.199 0.2973
2 0,971 0.416 1.058 23,130 2.240 0.0179
3 0.547 -1.567 1,660 286,270 5.§13 0.0441
4 0,200 1.531 1.534 82,450 4,711 0.0377
5 0,461 =0,793 0.917 300.230 1.685 0.0135
6 -, 808 0.400 0.902 153,68 1,629 ©.0120
12 -0,453 1.221 1.302 110.41 3.394 0.0271
14 -1,275 -0.288 1.305 192,38 3.408 0.0272
15 0.536 0.741 0.915 54.11 1.675 0.0134
26 1.411 0.080 1.414 3.26 3.999 0.0320
27 -0,891 0.158 0.905 169,95 1.638 0.0131
29 -0,772 -1.554 1.736 243,56 6.028 0,0482
30 0.412 0.320 0.918 63,30 - 1.687 0.0135
38 -0.,406 -0,956 1,038 246,95 2.158 0.,0173
39 0,727 0,667 0.987 42,55 1.949 0.0156




Table 14

Harmonic Analysis of Ozone from Station 60
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Contribution Fraction
Harmcnic Cl C2 Amplitude Phase to Variance Variance
0 4,314 0.0 4,314 0.0 18.616 0.7489
1 1.135 0.376 1.196 18.34 2.861 0.4585
2 0.050 0,481 0.483 83,94 0.460 0.0750
3 0,242 0,054 0.248 12.71 0.123 0.01¢7
5 0.232 -0,151 0.277 326.92 0.154 0,0247
9 -0.053 =0,211 0.218 255,86 0,095 0.0152
10 -0.063 -0,235 0.244 254,89 0.119 0.01¢91
12 0,003 0,227 0.227 89.20 0.103 0.0166
15 -0,006 0.212 0.212 91.75 0.090 0.0145
20 0,049 0.195 0.212 75.72 0.080 0,0130
21 0,085 0.183 0.202 65.02 0.081 0.0131
23 -0,001 0.180 0.180 90.40 0.065 0,0105
24 -0,177 -0,044 0.182 194.04 0,066 0.0107
40 0.273 =0,038 352.07 0.152 0.0245

0.276




Table 15

Harmcnic Analysis of Ozcne froem Staticn 7¢
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Contributicen Fraction
Harmonic C1 C2 Amplitude Phase ta Variance Variance
0] 3.975 0.0 3.975 0.0 154802 0.7525
1 1.050 0.382 1.117 20,01 2.499 0.4807
2 0,075 0.4151 0.422 79.67 70,856 0,0685
3 0.214 -0,040 0.217 349.34 0,094 0.0183
4 0,199 0,054 0,206 15.38 0.085 0.0164
s 0.209 -0,086 0.226 337.72 0.102 2.01¢8
9 -0.0632 -0,199 0.209 252,37 0.087 0.0168
10 -0,023 -0,235 0.236 264,34 0.112 0.0216
15 0.020 0,207 0.208 84,26 0.086 0.0167
23 -0.038 0.178 0.183 102.19 0.066 0.0128
24 -0.165 0,011 0.166 176.19 0,055 0.0106
29 0.020 -0,183 0.185 276.53 0.068 0.0132
40 0.201 0,021 0.202 6.00 0.082 0.0158




Teble 16

Harmonic Analysis of Ozcne frem Station 1
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Contribution Fraction
Harmonic < C2 Amplitude Phase to Variance Variance
0 2.469 0.0 2.469 0.0 6.095 0.8077
1 0.481 0,018 0.482 2.18 0.463 0.3203
2 -0,039 0.131- 0.136 106,71 0.037 0.0258
3 0,060 -0,025 0.065 337.49 0.008 0.005¢
4 0.125 0,056 0,138 24,28 0.038 0.0263
5 0,113 -0,159 0.196 305.53 0.076 0.0530
6 ~(.047 -0,073 0.087 236.7§ 0,015 0.0105
7 0.08¢ 0.054 0,104 31.26 0.021 0.0151
9 -0,028 -0,102 0.102 254,48 0,022 0.0156
10 ~0,050 -0,103 0.115 244 .00 0.026 0.01e2
15 p.012 0.170 0.170 85.86 0.058 0.0400
23 -.004 0.127 0.127 90,66 0,032 0.0223
29 0.016 -0.,134 0.135 276,92 0.036 0.0251
40 0,101 -0,004 0.101 357.37 0.020 0.0142
52 -0.021 0.145 0.145 98.45 0.043 0.0300
69 0,001 -0,094 0.094 27,98 0,017 0.0122




Table 17

Harmcnic Analysis of Ozone fram Station 71
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Centribution Fracticn

Harmonic C1 C2 Amplitude Phase to Variance Variance
0 2.483 0.0 2.483 0.0 6.167 0.8536
1 0.367 -0,039 0,369 300.57 0.274 0.2567
2 -0,080 0.136 0.159 117.36 0.050 0.0478
5 -0,042 -0,107 0.115 248,22 0,026 "0.0251
6 -0.147 0.040 0,152 164.84 0.046 0.0441
8 0.037 -0,071 0.080 297.74 0.013 0.0124
15 0,094 0.090 0.130 43,48 0.034 0.0323

18 0.074 -0.030 0.084 332.02 0.014 0.0135
19 -.120 -0.055 0.132 335.37 0.035 0,0332
20 -0,017 0.087 0.089 101.54 0.016 0.0151
23 0.030 0.072 0.078 67.17 0,012 00,0117
24 -0,042 0.074 0.085 119,73 0.014 0.0139
27 -0.073 -0.065 0.098 221.54 0.019 0.0182
29 0,077 -0.,073 0.106 316.74 0,022 0.0216
52 -0.032 0.098 0,103 108,12 6.021 0.0203
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ABSTRACT

In this paper two approaches are used for the modeling of air pol-
lution., The first approach consists of dividing a metropolitan area
into different regions. A dynamic model is then developed considering
the material balance around each region, This approach is illustrated
by using a metropelitan area consist of two regions. It is assumed that
the pollutant concentration is uniform in each region, no loss occurs
as it travels from one region to another, and wind speed is assumed
uniform within each region. The unknown parameters in the model are
determined using quasilinearization.

The second approach is the statistical modeling of air pollution.
The air pollution data from a region contains implicitly most of the
Information from which the characteristics of the air pollution phenomenon
can be obtained. Most of the factors like social activities, change in
production, change in meteorclogical conditions and inversion layer
base height among others causing alr pollution have cyclic variations.
The characteristics of air pollution at a location can be determined
knowing these cyclic variations. It was the purpose of this study to
determine those cyclic variations and thereby developing a mathematical
model. Spectral analysis was used for the determination of these cyclic
variations. Using regression analysis these ecycelic variations were
used for the development of the mathematical model to predict the pol-
lutant concentration at a future time t. Further analysis was done to

determine how the pollutant concentration at one station is affected



by the concentrations of neighboring stations. This was done using
cross spectral analysis. Also the relative distribution of the
various sources at a station was determined by the cross spectral an-
alysis for the different pollutants at the same station.

The data analyzed were furnished by the Bay Area Air Pollution
control District, San Francisco and Air Pollution control District,
County of Los Angeles, California. Many of the cyclic variations an-
alyzed can be associated to the social activities. However for the
Los Angeles data it has beén found from the analysis of the wind speed
and inversion layer base height data that many of the cyclie variations
in the pollutants concentrations are caused by the variations in wind

speed and inversion layer base height.



