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I. IXIROCUCTION

This rpaper describes the Multi-Computer Communications
System (¥CCS). HMCCS allows tasks executing in one computer
to corrunicate, via “messages", with tasks executing in one
of several other computers. '

MCCS provides two process-level primitives, SEND and RECV,
to facilitate inter-process communicaticn. MCCS is simple
enough to allow it to be implemented easily on a
mini-computer which provides a minimal level of hardware and
software support using the asynchronous line protocol. On
the other hand, employing the MCCS bipnary synchronous (BSC)
line protocol [IBMO1] on a more sophisticated computer
syster allovs the speed and error detection/recovery
facilities of BSC to be utilized to achieve more efficient
conmupnication.

MCCS message protocol was designed to ke straightforward and
does not depend on the existence of any complex operating
syster functions. Although this somewhat restricts the
flexitility of the nmessage system (or at least shifts sone
of the burden to the user process), it makes MCCS simple
enough to be implemented on nearly any computer which
supports the execution of one or more processes and can have
a teleprocessing (TP) line attached to it. The original
design goal of providing the capatkility for inter-process
comaunication on multiple computers may then be realized.

Normally executing as a priviliged system task, MCCS should
run wvithout operator intervention. The procedures for
automatic connection and disconnection of ccmputers to one
another have been defined. MCCS also handles any error
conditions that should arise during its execution.

A message network employing MCCS.consists of two or more
computers, each of which may have connections, and therefore
communicate, with one or more of the others. MCCS places no
restrictions on the size and complexity of the network; it
is instead restricted only by the ‘hardware and software
limitations of the computers which compose the network.

This project (and hence the paper) was motivated by a desire
to provide a means of communications Letween an existing
mini-computer (a NOVA 2,10) and a maxi-computer (an IBH
370/158) . one of the major constraints placed on this
copnupication was that the method of conmunications,
vhatever it be, require as few hardware and operating systen
modifications as possible. It was decided to utilize

existing teleprocessing lines designed to support

-



MCCS =-- A Nulti-Computer Communications Systen

teletype-like terminals. This was done fcr two reasons.
FPirstly, the hardware and operating system TP drivers
already existed on the 370 and the TEF drivers on the NOVA so
they could be copied or used directly in MCCS. Secondly, it
meet the original constraint of requiring minimal changes to
the existing configuration.

Once the original desgin work had been done, it becanme
obvious that there was a need to generalize the system to
take on a much broader scope than Jjust communications
between a NOVA and a 370. Several applications requiring a
generalized inter-computer communications facility appeared
so it vas decided to make the design changes necessary to
support multiple computers in the configuration. These
changes also included consideration for the implementation
problens expected on different types of computers other than
the two that were immediately involved.

some ¢f the applications for the message system (in the area
of data base management) required large amounts of data be
transeitted. Therefore it was decided to add support for
BSC TF lines since much higher transmission speed and error
detection and recovery could be then be obtained.  (Even
with the additiom of the BSC support, the original
constraints could still be nmet. ESC hardware support
existed on the 370 and sources of software drivers could be
obtained from Data General for the Rova.) :

The following list shows some commonly used system functloms
which can be achieved by providing the approprlate set of
processes(1) communicating using MCCS. 2

1) Yachine synchronization using operating system tasks to

: coordinate the machines by the sending and rece1v1mg of
messages.

2) 1ask synchronization (on either an inter- or
intra-computer basis) by proper application of SEND and
RECV primitives. <

3) Buffer management,
4) The management of teleprocessing resources.
Part II ccntains the general design specifications for MCCS.

It should serve both as a users' guide for someone wishing
to use MCCS and as an implementation guide for soneone

1 This paper does not attempt to define these processes any
further, They are mentioned here only to suggest
applications for which MCCS might be used.

G



MCCS -- A Multi-Computer Communications Systen

wishing to develop a version of MCCS on another computer.

Part III deals with an actual implementation of MCCS on an
IBM 370,158 running VM/370 with CMS.(2) (It is referred to
as MCCS/370 when it is necessary to distinguish it from
other implementations of MCCS.) Someone familiar with IBM's
370s, teleprocessing, and VM/370 should be able to utilize
Part III, along with the appendices, to operate, maintain,
or enhance MCCS/370. .

_—— —— ————— - —— - -

2 hlthough not descrited in thlS paper, a version of MCCS
bas kteen implemented on a 32K (word) Data General NOVA
(running RDCS) by Lee Allen, Richard McBride, and Jinm
Ratliff of the Kansas State University Computer Science
Cepartment., It was used in the initial testing of the
asynchronous line protocol in the version of MCCS
implemented on the 370. -

-3-
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II. SYSTEM_SPECIFICATIONS

T e i T e e it e T e S e S S S i e s

Part 1II describes the general specifications for MCCS and is
intended for use by someone who wishes to implement a
version of MCCS and needs to know the details necessary to
insure the implementation is compatible with existing MCCS
systens.

Sample control block format and execution flow descriptions
will ke given as well as the format that must be used for
message transmission. The protocol used with both
asynchronous and binaty synchronous communication, including
error detection and retry procedures, is also shown. i

¥

(]

Process:zlevel Interface.

An executing process wishing to wutilize MCCS does so by
invoking the MCCS SEND or RECV routines. A high-level
language CALL statement similar to that shown in Figure 1(a)
will serve to illustrate the parameters necessary to send a
message.,

TO_ID specifies a six character process-identifier(3?
cf the process to which the message to being seat.
The first two characters of the TO_ID designate a
particular computer with which MCCS has a
communication link (therefore each. computer must
te assigned a unigue two character id). The last .
four characters (at 1least one of which must be a
pcn-klank character) designate a particular
process on that computer. 1f the first two
characters specify a computer that MCCS does not
have a 1link to, the request to send the message
will be ignored and the TO_ID is set to all blanks
tefore returning in order to notify the process of
the invalid specification.

- ——— - — A —— -

3 All IDs are transmitted as ASCII characters. The SEND and
RECV routines, however, may perform translation to and
from ASCII if the processes sending and receiving
pessages normally use another character set, such as
EECDIC. :
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CALL SEND (TO_ID,MESSAGE,MSG_ID,USER_ID)

(a)

CALL RECV (FROM_ID,MESSAGE,MSG_ID,USER_ID,STATUS)

(b)
Figure 1: SENC and RECV Calling Fcrmat

MESSAGE specifies a 128 byte(*) area containing the
information to be sent. The content and format of
this message are not examined by MCCS so any
necessary translation or reformatting must be done
Ly mutual agreement of the communicating
Frocesses. The message is simply treated as a
stream of binary data and transmitted to the
receiving process unaltered. .

MSG_IL specifies a 16 bit field that will be set to an
integer upon return. This integer will unigquely
jdentify the message that is sent. It is also
available to the receving process for examination
when the message is received. MSG_ID, when used
in conjunction with USER_ID, provides the two
frocesses a means of coordinating messages and
responses if they so desire. '

USER_ID specifies a 16 bit field that will be

' transmitted along with the message and made
available to the receiving process. (If USER_ID
is all binary =zeros, the value of MSG_ID will be
used for the value of USER_ID, otherwise, it is
sent exactly as specified.) This field, with
prior arrangement between the conmunicating
processes, may be used to specify the content and
format of the message, sequencing of messages,
message priorities, return codes, etc.

The parameters needed to invoke the MCCS RECV routine are
shown in Figure 1(b) and described Lelow.

PROM_ID specifies a six character process-identifier.
If it is all blanks, the first message in the list

—— . —— T —— - —

4 All references to a byte or character within MCCs
designate a field containing eight Eits.

.
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¢f messages that have been received by MCCS for
this process is retrieved. If FROM_ID is
pon-blank, the first message in the list which was
sent by a process with an identifier equal to
FROM_ID will be retrieved. (See the explanation
of USER_ID kelow for additional message selection
criteria.,) Upon return to the process from RECV,
FEOM_ID will be set to the process-id of the
process which sent the message, or to blanks if
the message could not be found or if there is no
MCCS link to the computer specified by the first
two characters of FROM_ID. (See the description
cf the STATUS parameter below.)

MESSAGE specifies a 128 byte field into which the
received message will be placed if found.

MSG_IL specifies a 46 bit integer into which is.
returned the MSG_ID of the message received.

USER_ID specifies a 16 bit field which functions in a
panner similar to FROM_ID in that it @may be used
to select specific messages for retrieval. If it
is all binary zeros, the first message on the list
cf messages received for the process will be
retrieved (subject to the restrictions imposed by
FROM_ID). If it is non-zero, only a message with
a matching USER_ID (set by the USER_ID parameter
cf the call to SEND which created the message)
will be retrieved (again subject to the
testrictions impocsed by FROM_IL). Upon return
from the RECV call, USER_ID is set to the USER_ID
cf the message that is retrieved. By specifing a
pon-blank FROM_ID and a non-zero USER_ID on the.
call to RECV, a process may selectively receive
messages instead of receiving them in the order
that they were sent.

STATUS designates a 16 bit field that is examined only
when FROM_ID specifies a computer to which MNCCS
‘has a link - but there is no nmessage from that
computer sent to this process with the specified
FROM_ID and USER_ID. In this case, if STATUS is
ncn-zero FROM_ID is set to Llanks and control
ipmediately returns to the process. If STATUS is
2ero the process is suspended until such time that
a message is sent to it and is subject to
retrieval bLased on the values of FROM_ID and
USER_ID.
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Systen_ Overview.

Figure 2 gives a conceptual view of the routines in MCCS
(the left and right columns) and the data structures which
they access (the middle column). This diagranm is
oversimplified (it doesn't show the interrupt structure
necessary for BSC timeouts, for example), yet it is
sufficient for a general discussion of control and data
flows with MCCS. The dotted 1lines represent execution flow
between the routines and the dashed 1lines represent data
flow tetween the routines and the data structures with the
arrowheads showing the direction of flow.

This diagram obviously does not represent the only way in
wvhich MCCS may be implemented. It should, however, provide
a general guideline that can be modified to fit within the
constraints imposed by mcst installation environments.,

Data_structures.

A brief discussion of the contents of the MCCS data
structures is given here -- a more detailed description is
given in the discussion of the routines which modify thenm.

WAIT_LIST is a linked list describing all the processes
which have issued a SEND or RECV request which has
not been processed. (The reasons for not having
processed the requests is given in the description
of the Process-Dispatcher that follows.)

RECV_LIST is a linked list of all messages from another
FCCS which have not yet been "received" (the
process to which they were sent has not yet called
RECV to accept the message).

SEND_IIST is a linked list of messages which have been
created by processes issuing a call to SEND and
have not yet been transmitted to the proper MNCCS
via one of the TP lines. '

The Line Control Blocks describe the TP lines which
provide the link between the MNCCS on one computer
and the MCCSs on other computers for which there

is a communications path availatle. One
line~-control block exists for each TF line. They
contain: 1) the two character identifier (ID)

used to identify the computer to which this line
is connected, 2) a buffer used to hold the
ressage currently active omn the 1line, 3) line

-—7-
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Sequentially Interrupt
Executed Data Driven
Rcutines Structures Routines

| ] L] i | L} |
| { | | | |
| | | | | |
|Initialization| | WAIT | {mmm——] SEND |
| | —1 LIST | <=1 | + |
| l | | | | | ' |
L - d I L » | I L _: J
. | |
. | |
v | |-
~ 1 | ~— ) | r 1
| | | | | | | |
| | <—4 | | et | . |
1 Prccess- | ———=2] RECY | | RECVY |
| Dispatcher |—— | LIST | <—+ | |
| | | l I | |
B 3 l L J l L Jd
. A i |
. . | i
v . | l.
| 1 I L ) 1 I L ) |
| | | | | | | |
| | L—>| | t—-| |
1 Message- | €t—m——m= | SEND | Kmeme——| Message- |
| Sender | <—1 | LIST | r—>1 Receiver l
I - | | | | I | |
L J l L J I | ) |
| |
| |
| |
l L B 1 l
| | | |
b | Line | —4
| Control |
| Block |
| ' |
L N |
Figure 2: MCCS Control and Data Flow
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status information, and 4) any device dependent
information needed to maintain the TP line.

i

The Ipitialization routine is the first MCCS routine to gain
control. It performs any control block formatting or
initialization that is necessary. (It will probably access
all MCCS data structures although this is not shown in
Pigure 2.) Thée 1Initialization routine also performs any
comnunication with the operating system that is necessary to
gain control of the TF lines, set up interrupt handlers,
etc., as well as enabling the lines for communication,

Another important function performed tky the Initialization
routine is check~-point recovery. It is highly desirable for
MCCS not to lose any messages should a system failure occur,
whether the failure is in MCCS, the operating system, or the
hardware. This is necessary because a sending process
shouldn't have to be suspended wuntil it has been verified
that the receiving process has accepted the wmessage. This
activity could very well take a considerable amount of time,
time that the sending process could use to perform other
functions. Assuming the sending process now does not know
when its message has teen successfully delivered, it
therefore cannot be expected to maintain a copy of the
message it last sent. The burden of maintaining the copy of
the message is therefore shifted to MCCs. If MCCS goes
down, it must be able to recover all control bleccks on
WAIT LIST, SEND_LIST, and RECV_LIST when re-starting. Since
these lists will normally ke kept in memory for efficiency,
a Lackup copy that represents the current contents of each
list is maintained on secondary storage. It may then be
recovered after a system failure and subsequent restart. A
check-point should be taken each time a list is changed and
the previous check-point destroyed so that the current copy
is always available for re-starting if needed.

The Initialization routine determines if any check-point
data exist, and if so, use it to set the initial contents of
WAIT_LIST, SEND_LIST, and RECV_LIST to what they were
immediately before the system failure.

After all initialization has kteen performed, the
Initialization routine enters a loop which repeatedly calls
the Erocess-Dispatcher and the Message-Sender. Although
this could be a continous loop -~ a "busy wait" loop -- it
is nmore desirable to have the loop terminate after each
iteration, proceeding only when there is more work for the
Process-Dispatcher and Message-Sender to perforan. The

-
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interrupt driven routines (SEND, RECV, and the
Message-Receiver) can then inform the Initialization routine
that they have modified one of the data structures and that
there is more work to be performed and thus the loop needs
to be activated.

The [Frocess-Dispatcher examines WAIT_LIST for Process
Request Blocks (PRQBLOKs, see Figure 3). PROBLOKs are
allocated and added to the end of WAIT_LIST by SEND or RECV
when called by a process. PRQBLOKs contain all the
parameters specifed on the SEND or RECV call and sufficient
information about the state of the process so that it can be
suspended and restarted at some later time, (%)

If the Frocess-Dispatcher encounters a PECBLCK for a process
vishing to send a message, the TO_ID is examined. The first
two characters are matched against the IDs in all the Line
Contrcl Blocks to make sure there is a link to the computer
the IT specifies., If a match is not found, the process's
FRCM_ID parameter is set to blanks to indicate it wvas
invalid and the process is restarted. i

When the TO_ID is valid an attempt is made to allocate a
buffer to hold the message and the associated information
(called a MSGBLCK, see Figure 4). If there is no buffer
space, the PRQBLOK is skipped and the next one examined,
effectively leaving the process suspended until buffer space
is made available. Assuming the buffer is allocated, #the
MSGBICK is constructed using the TO_ID, MESSAGE, and USER_ID
parameters from the call to SEND. The FROM_ID for the
message is set to the ID of the process. ({This is cbtained
by ccncatenating the two character ID of the computer on
which MCCS is running with a one to four character
identifier which uniquely defines the process which sent the
message.) The message is assigned a unique number and it is
placed in the MSGBLOK and the process's MSG_ID paraaeter.
The MSGBLGK is then added to the end of SEND_LIST and the

____________________ i

S A process is suspended after SEND or RECV builds the
PROBLOK from the process's parameters. The process can
ke suspended in one of several ways. One way might be,
assuming the operating system MCCS 1is running . under
supports the equivalent of the "P" and “V" primatives
¢r 0S/360 POST and WAIT macros, is to make SEND and
FECY reentrant. They may then, after building the
PROBLOK, add to it the semaphoresECB address and then
perform a P or WAIT. The Process-Dispatcher need only
perform a V or POST using the semaphore/ECE address
from the PRCBLOK to cause the SEND or RECV routine to
resume, set the return parameters, and return control
to the process. :

s
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WAIT_LIST Linkage

L] L}
| |
| T |
| TO_ID | FROM_ID i
I + |
| MSG_ID | USER_ID |
| - |
| message |
| text |
| | ’
| process | 2
| state | EF
| information |
L 4 é
t
Figure 3: PRQBLOK format [
(not to scale) (
i
A
r . = 1 b
| SEND_LIST/RECV_LIST Linkage | £
| T | 4
| TO_ID | FRCM_IL i 8
| + . | g
| HSG_ID | USER_ID |
fimin - | .
| flags | :
| | ;
| message | ook
i text | 5 .
i ] L . ;
f H
§ t
Figure 4: MSGBLOK format i

(not to scale) = @

process allowed to resume.

Then the PROBLOK is removed from WAIT _LIST and freed and the
next EEBLOK examined.

A very useful extension to MCCS is easily realized at this

point.¢6) By allowing the TO_ID to begin with the same two
characters as the ID of the computer frcm which the message

. ——— ——————— — ——— ———

6 This extension has been implemented in the version of MCCS
written to run on the IBM 370 (described in Part III).

-11-
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is sent, a process may send a message to a process on the
same computer., This is implemented by checking for this
condition and placing the MSGBLOK on the end of RECV_LIST
instead of SEND_LIST.

If a ERCELOK indicates the process wishes to receive a
message, the MSGBLOKs on RECV_LIST are examined. (They. are
placed there by the Message-Receiver or by the extension
noted above,) The process's ID is concatenated to the ID of
the computer on vwhich it is running and compared with the
TO_ID in the RECV_LIST MSGBLOKs, If a match is found, the
process!s FROM_ID and USER_ID parameters are compared with
those in the MSGBLOK. As described earlier, if the
process's FROM_IP is non-blank, it must match the FROM_ID in
the MSGBLOK. The process's USER_ID, if non-zero, nmust also
match the USER_ID in MSGBLOK in order for the message to
returned to the process. If it is to be returned, the
process's FROM_IL, MESSAGE, MSG_ID, and USER_ID are set .from
the MSGBLOK. The process is then restarted, the MSGBLOK
removed from RECV_LIST and the buffer released, the PRQBLOK
repoved from WAIT_LIST and freed, and the next PRQBLOK
examined. '

If all MSGBLOKs are examined and none is eligible to Dbe
retrieved, the process's STATUS parameter is checked. If it
is zero, the process wishes to ke suspended until it
receives the message., This is done by simply leaving the
PRCBICK on WAIT_LIST and examining the next PROBLOK. If the
process doesn't wish ¢to wait (STATUS is non-zero), its
FRCM_ID parameter is set to blanks to indicate the message
was nct found, the prccess restarted, the PRQBLOK removed
from WAIT_LIST and freed, and the next PROBLOK examined.

After the Process-Dispatcher has interrogated all " the
PRCBICKs on WAIT_LIST,¢7? control returns to the
Initialization routine which then invokes the
Message-Sender. The Message-Sender examines the MSGBLOKs on
SEND_LIST. The TO_ID of the MSGBLCK is compared to the ID
in each of the Line Control Blocks to find the TP line to de
used to send the message to the proper computer, If the
flags in the line block indicate the 1link is currently
complete (the line has "signed on") and no messages are
currently active on the line, the TO_ID, FROM_ID, MSG_ID,
USER_ID, and message are taken from the MSGBLOK and placed
in the line Control Block output buffer in the proper format

———— i —— — — - —

7 This may require two passes over WAIT_LIST if a process
sends a message to a process on the same computer.
This is because a new MSGBLOK will have been added to
RECV_LIST. This MSGBLOK will contain a message that a
previously examined PRQBLOK is waiting to retrieve.

-12-
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for transmitting(®) and then sent (Ly making a request to a
TP Mcnitor, for example). The MSGEBLCK is not deleted from
SEND_IIST at this time; instead a pointer to it is placed in
the line klock indicating it is the message currently active
on the line. This is necessary because the MSGBLOK can't be
deleted just yet since an acknowledgement has not been
received from the MCCS receiving the message indicating it
was ccrrectly received. When a positive acknowledgement is
eventually received, the Message~Receiver may then safely
delete the MSGBLOK from SEND_LIST using the pointer obtained
from the line block.

The remaining MSGBLOKs on SEND_LIST are examined in a
sipmilar manner with as many being sent as possible. When
they bave all been processed, control returns to the
Initialization routine and it then waits for the SENL, RECY,
or Message-Receiver routines to add something to WAIT_LIST,
SEND_LIST, or RECV_LIST. When this happens, the
Process-Dispatcher and Message-Sender are called again as
descriked above.

The SEND and RECV routines and Message-Reviever are called
“interrupt driven" routines in that they are activated at
arbitrary times rather than sequentially like the
Process-Dispatcher and Message-Sender.

The SEND and RECV routines are activated any time a process
wishes to send or receive a message. 2As mentioned above,
they allocate a buffer in which a PRQELOK is built.(9) The
PRQBLCOK is then added to the end of WAIT_LIST so that it can
be examined by the Process-Dispatcher. SEND and RECV then
somehcw suspend the process, either by suspending themselves
(provided they are reentrant of course) or by placing the
process's state in the PRQBLOK, marking the ©process
non-dispatchable, and exiting to the operating system's
dispatcher to allow another system task to run. Another
function of SEND and RECV is to notify the Initialization
routine that it is time to make another iteration through
the 1loop which calls the Process-Dispatcher and the
Message-Sender.

The Message~-Receiver is entered when a message is received
on the TP line (usually by accepting an interrupt). If the

8 The format depends on whether the asynchronous or binary
synchronous protocol is being used on the line. These
formats will be precisely defined later.

9 If there is no buffer space to ke allocated, they
ipmmediately suspend themselves and, consequently, the
process that called then, unt11 such time that buffer
space becomes available.

-13-
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message that is received serves to acknowledge the last
message sent on that line,€(10) the MSGBLOK for that message
(pointed to by the Line Control Block) is removed from
SEND_LIST and the buffer freed.

Negative acknowledgements (or an undecodakle message if
there is an unacknowledged message active on the line) mean
the active message must be resent. The Message-Receiver
sipply informs the Initialization routine to make another
pass through its loop and the Message-Sender will resend the
message since it was never removed from SEND_LIST.

A message that is received from a process on another
copputer is placed in a MSGBLOK and added to RECV_LIST if
buffer space is availatle for creating the MSGBLOK.(11)

A postive acknowledgement is then constructed for the
message just received. It may then ke immedately sent back
or added to the front of SEND_LIST so that it will be the

next message sent on that line by the Message-Sender.

When there is no buffer space availakle to allocate a buffer
for the MSGBLOK or an undecodable message is received and no
message is active (sent but not acknowledged), a negative
acknowledgement message 1is constructed and handled as the
positive acknowledgement described akove. .

|}
Again an extension is easily added to McCS at this
point,.(12> A 1limited "store and forward" function may. be
provided by adding the MSGBLOK to SEND_LIST if it is not for
a process on this computer but is for one on a computer
which NMCCS has a link to. (This is determined by ccmparing
TO_ID with the IDs in all the line blocks.) If routing
tables are also added, messages may Le sent to computers to

. —— —— ———— -

10 The format of the acknowledgement message is defined in
the section on aysnchronous and binary synchronous line
protocols.

11 A special case must be checked for and handled if
detected at this point. If a message is received and a
fositive acknowledgement returned but this
acknowledgement is 1lost or garkled, the sending MCCS
will resend the last message. Therefore the FROM_ID
and the MSG_ID of the last message received on each
line must be maintained in the 1ILine Control Block.
Cuplicates can then be detected and simply
ackncwledged, but not added to KECV_LIST since there is
already one copy there.

12 This extension has been implemented in the version of
PCCS written to run on the IBM 370 (described in Part
I111).
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vhich there is no direct 1link. This is accomplished by
sending it to a computer to which there is a direct link,
and it has, or can achieve through additional routing, a
link to the desired coamputer.

lgorithmic_Description.

The fcllowing PL/I type algorithm will serve to illustrate
at a high level of atstraction the functions and data
structure manipulation performed by MCCS. Several liberties
have teen taken to simplify the algorithm. For example, it
is assumed that there are two primitives, add and remove,
that perfcrm additions and deletions to linked lists. Also,
the assumption is made that the WE® and "V" primitives as
described by Dijkstra [DIJ65] are availaktle. An additional
primitive, "CP", is used and is an extension to “B" that
causes a conditional F to be performed. That is, if the
sepmaphcre used with CP is positive, a normal F is performed
and a return code set to 2zero. If the semaphore is not
positive, the CP only sets the return code to 1.

Initialization:procedure; _

g;; 1 MSGELOK based MSGPTR, /*control blocks contained*/
NEXT ptr. /*on SEND_LIST and RECV_LIST*/

TO_ILC char,

FRCM_ID chac,

MSG_ID integer,

MESSAGE char;

MMM

5
fi

ERCBELOK based PRCPTR, /*control blocks contained*/
NEXT ptr, /%*on WAIT_LIST*/

TO_ID char,

FRCM_ID char,

USER_ID integer,

MESSAGE char,

STATUS char,

OP char,

NONNNMNNNNODMN -2

— e e e ol e e

&
=

LNEBELOK based LNEPTR, /*Line Control Blocks*/
NEXT ptr,

ID char,

STATE flag,

MSGETR ptr,

LAST_FROM_ID char,

——— i r——

DEVICE numker;

[SW SN SN SN SN .S R
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/*pointers to head of WAIT/SEND/RECV_LIST*/
dcl WAIT_LIST, SEND_LIST, RECV_LIST ptr;

/*semaphcres to gain exclusive access to above lists*/
dcl WAIT_LOCK, SEND_LOCK, RECV_LOCK semaphore;
/¥senmaphore to cause Process-Dispatcher and Message-%*/
/*Sender to be invoked again by Initialization routine*/
dcl WCRK_TO_DO semaphore;

/*semaphore to "allocate" and "free" Luffers*/
dcl BUFF_SEM semaphore;

/¥counter to generate uniqgue MSG_IDs*/
dcl ¥SG_CCUNTER ipteger;
.del ACK, NAK char;

-

WAIT_LIST <- pnul
SEND_IIST <- pul
RECV_IIST <~ nul
MSG_CCUNTER <- 0
WAIT_LOCK <- 1;
SEND_ICCK <- 1;
RECV_LOCK <- 1;
WORK_TIC_DO <~ 0;
BUFF_SEM <- "pumber of available buffers";
ACEK <~ "positive acknowledgement®;

NAK <- "negative acknowledgement®;

—

[
]
-
L
e
L]

we |t li=

other initialization such as checkpoint recovery.

do ferever;
P (WCRK_TO_DO); /*wait until something to do*/
call Process-Dispatcher;
call Message-Sender;
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Process-Dispatcher:procedure;
P(WAIT_LCCK);
PRQPTIR <- WAIT_LIST;

do while ERQPTR ~= pull;
if PROBLOK.OP = 'SEND' then
do;
£find LNEPTR suchthat LNEBLOK.ID = PRQBLOK.TO_ID;
if LNEPTR = pnull then ,*invalid TO_ID*/
do;
PRQBLOK.FROM_ID <- blanks;
V(PROBLOK.SEN) ;
goto next; /*done with this PRQBLOK#*/
end;
else;

if return_code = zero
do;

MSG_COUNTER <- MSG_COUNTEE+1;

PRQBLOK.MS5G_ID <- MSG_COUNTER;

if PROBLOK.USERID = zero then

~ PROBLOK.USERID <~ MSG_COUNTER;

MSGPTR <- addr buffer;

MSGBLOK <~ PROBLOK, by nanme;

P (SEND_LOCK) ;

add MSGBLOK to SEND_LIST;

V(SEND_LOCK) ;

V (PRQBLOK .SEM) ;

then

L]
/*leave process suspended#*/

-17-



MCCS -- A Multi-Computer Communications Systen

e do; /*must be request to RECV*/
find LNEPTR suchthat LNEBLOK.ID = MSGBLOK.FROM_ID;
if LNEPTR = null then *invalid FBOM_ID*/
goto resume; /¥go restart process*/
P(RECV_LOCK) ;
MSGETR <- RECV_LIST;
do while MSGPTR" == null;
if PROBLOK.TO_ iDp = uSGBLOK.TG_ID then
if PROBLOK.FROM_ID = MSGBLCK.FROM_ID or
blanks then
if PROBLOK.USER_ID = MSGBLOK.USER_ID
zZero then

——

else 4
n

[ [e]
g

do;

PRQELOK <- MSGBLOK, by nanme;
remove MSGBLOK from RECV_LIST;
V (BUFF_SEN) ;

V(RECV_LOCK) ;

V (PRQBLOK.SEHM) ;

goto next;

]
else; /*wrong message¥*/
else; /*vwrong message¥/
else; /*wrong Frocess*/
MSGPTR <- MSGBLOK.NEXT;

end; /*search all MSGBLOKs¥/
V (RECV_LOCK) ;
if PBQBLOK STATUS -= zero then /*won't wait#*/
do
resune: PRQBLOK.FRCM_ID <- blanks;
V (PRCBLOK.SEN) ;
end;
else; /*leave process suspended*/
end;
next:;
PRCETR <- PROELOK.NEXT;
end;
V(WAIT_LOCK):
end Process-Dispatcher;

= f
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P(SENL_LOCK) ;
MSGPTF <- SEND_LIST;
do while MSGPTR ~= null;

find LNEPTR suchthat LNEBLOK.ID = MSGBLOK.TO_ID
if INEELOK.STATE = available then
dg;

write formatted MSGBLOK to LNEBLOK.DEVICE;

NL_LCCK);

en
v
end Message-Sender;

2 v icu

(
en

P(EUFF_SEN); /*suspend ourself if no Luffers¥*/
PRQPTR <- addr buffer; ,*get address of available buffer¥*/
PRQBLCK.TO_ID <- TO_ID; ,*build PRQELCK from parms¥*/
PRCBLCK.FRCHM_ID <- ™ID of calling process";

PROQBLOK .MESSAGE <- MESSAGE;

PRCBICK.USER_ID <- USER_ID;

PROBLGK.OP <- Y'SEND?';

PRCBICK.SEM <- 0;

P(WAIT_LOCK) ;

add FFCBLCK to WAIT_LIST;

V(WAIT_LOCCK);

V(WORK_TO_DO) ;

P(ERCELOK.SEM); /*wait until PRQBLOK acted upon¥*/
P(WAIT_LOCK);

remove FRCELOK from WAIT_LIST;

V(WHAIT_LCCK);

V(BUFF_SEMN) ;

end SEND;
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RECV:procedure (FROM_ID,MESSAGE,MSG_ID,USER_ID,STATUS)
: Ieentrant;

P(BUFF_SEM); /*reserve buffer for MSGBLOK*/

PRCPTF <- addr buffer; /*get address of available buffer*/

PRCBLCK.TC_ID <- "ID of calling process"%;

PROBLOK.FROM_ID <- FROM_ID;

PRCBLCK.USER_ID <- USER_ID;

PROBLOK.STATUS <- STATUS;

PRCBICK.CE <~ 'RECV?';

PRQOBLOK.SEM <- 0;

P(WAIT_LCCK);

add PRQBLOK to WAIT_LIST;

V(WAIT_LOCK) ;

V(WORK_TO_DO) ;

P(PRQELOK.SEM); ,*wait until PRQBLOK acted upon¥*/

P(WAIT_LOCK);

repove PRQBLOK from WAIT_LIST;

V(WAIT_LOCK);

V(BUFF.SEMN) ;

end RECV;

LR ]

Message~Receiver:procedure;
£ind INEFTR for “interrupting TP line";
if "I/C error reading message" or
“block check sum incorrect"™ then
do; .
if LNEBLOK.STATUS=awaiting_response then
do; '

LNEBLOK.MSGETR <~ null; /*so message resentx/
V (FORK_TO_LO); /*when the Message-*/
return; /#*Sender is called again¥*/

end;
g£lse do;
write NAK to LNEBLOK.DEVICE;
return;
end;
end;
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else dc;
if "ipput buffer® = NAK or ACK then
do;
if LNEBLOK.STATUS -~= awaiting response then return;
if "ipput buffer" = NAK then /*resendx*/
) do;
LNEELOK.STATUS <- available; s*free line%/
LNEBLOK.MSGPTR <- pnull; /*for use by the*/
V(HORK_TO_DO); /*Message-Sender*/
return; /*so message can be resent*/
end;
else do; /*message was accepted so release it#*/
MSGPTR <- LNEBLOK.MWSGPTR; /*address of MSGBLOK*/
P (SEND_LOCK) ;
remove MSGBLOK from SEND_LIST;
V(SEND_LOCK) ;
V(BUFF_SEM); /*make buffer available again*/
LNEBLOK.STATUS <- availakle; /*release linex*/
LNEBLOK,MSGPTIR <- null;
V(WORK_TO_DO); /*may be more messages to send*/
return;
€nd;
end;
else dc; /*%ve have received a message¥/
CE(EUFF_SEM); /¥is there a buffer to have*/
if return_code = zero then
do;
MSGPTR <- addr buffer;
MSGBLOK <- "reconstructed input buffer®;
P (RECV_LOCR) ; '
add MSGBLOK to RECV_LIST;
V(RECV_LOCK) ;
write ACK to LNEBLOK.DEVICE;
V (NORK_TO_LO); /*may be a PRQBLOK waiting*/
Ieturn;
end;
else do; *don't have buffer for the message*®/
wIite NAK to LNEBLOK.DEVICE; /*ask to resend*/
return; /*maybe we will have buffers then*/
end; -
end;
end;
end Message-Receiver;
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Message_Format.

The format of the messages that are transmitted between
conputers by MCCS is shown in Figure 5. Although certain
contrcl characters must be added and reformatting done based
on the line protocol reing used (discussed in the next two
secticns), this format serves as the basis for all MCCS
message communication, In the following defipnition of the
fields in MCCS messages, "sending process" means the process
that called SEND to send a message, M“receiving process" is
the prccess that the message was sent to, and "sending MCCS®
is the MCCS that handles the reguest to send the message and
suksequently transmits the message to the ‘"“"receiving MCCS"
which accepts the message and makes it availatle for
retrieval by the receiving process. The parameters and
their functions are as follows:

TO_IC and FROM_ID are the six character (in ASCII code)
identifiers that specify the computer and process
the message was sent to and from, respectively.
The last four characters of the TO_ID and FROM_ID
(the process-id) - must contain at least one
non-blank character when sending messages between
processes., This 1is necessary because a TO_ID or
FEOM_ID ending in four blanks is used when MCCS on
cne computer needs to send a message to MCCS on
another computer. : ‘

MSG_ILC is a 16 bit integer that uniquely identifies the
message within one MNCCS. (The messages are
sequentially numbered with the prolklem associated
with MSG_ID overflowing and no longer being unique
ignored since it happens only once every 2*%*16 - 1
Tessages.)

USER_ID is a 16 kit field assigned Ly the process which
sent the message by using the USER_ID parameter in
the call to SEND.

FLAG1 is a 8 bit field for internmal use by the MCCS
sending the nmessage. It is 1ignored by the MCCS
that receives the message. ’

FLAG2 is a 8 bit field used for communications between
the sending and receiving MCCSs. Figure 6 gives a
further breakdown of this field. F, when #niu,
indicates this is a "fake" message and is used
wvhen one of the other FLAG2 bits must bLe set and
nc "real" message is available to send. W is used
with BSC protocol and, when "1", peans that the
MCCS sending this message cannot accept another
message for a while (no buffer space for example).
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byte
offset 0 2 4 5
r ]
0 | TO_ID |
I . |
6 | FRON_ID |
| . T T T i
12 | MSG_ID | USER_ID |[FLAG1|FLAG2|
I 1 L 4 I
18 | |
| message text |
/ 4
/ /
| (128 bytes) |
i ' |
[ r 4
U2 | |

Figure 5: Message Format

r-r e T rTTT T T T
IFIW[D|U| seg# |
el b i1 _A4_Lt 1 _J

Piqure 6: PFLAG2 Bit Definitions

When the receiving MCCS gets a message with the W
tit on, then it =should not send a message in
response. D, when set to "1iv, indicates that the
sending MCCS wishes to break the communications
connection (disconnect). The receiving MCCS will
csend back a positive acknowledgement and disable
the TP 1line on its end. When the sending MCCS
receives the positive acknowledgement it disables
the TEF line on its end and the disconnect sequence
is complete, U is currently unassigned. The four
kits that make up "seq#" are currently not used
kut should be reserved for BSC sequence numbers
pessages if full duplex transmissicn is supported
in the future,

The message text is 128 bytes long and its format and
content are not examined by MCCS, i.e., it is
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treated as rkinary data. No translations from one
character code to another (ASCII to EBCDIC for
example) are performed when transmitting the
tessage from one computer to another. This is
necessary because MCCS does not kncw which parts
cf the message are "characters" (they can be
translated) and which parts are binary data (they
cannot). If any translation needs to be
performed, it must be done by the sending or
‘receiving process with prior agreement with the
other process. Processes wishing to sent
information in lengths of other than 128 bytes
should reformat the information into 128 byte
“Elocks" and include sufficient control
information with the message text to allow it to
te reconstructed by the recipient process.

Asynchronous Line Proteccol.

This section defines the protocol 'used bty MCCS when using
asynchroncus (ASC) TP lines. MCCS ASC protocol uses THX
line code and lies within the [protocol defined for
copmunication with Common Carrier TWX Terminals Model 33/35
(see section entitled "Telegraph Terminal Control Type II®
in [IEMO4] for technical specifications). This allows
existing hardware and software that support teletype-like
devices to be used in the implementation of MCCS,

Since several characters(13) have special 1line control
fiunctions, all occurrences of these characters pust be
renoved from the message (Figure 5) before it is sent. This
is referred to as making the message transparent. It is
done Lty replacing each occurrence of one of these characters
by the DLE (X'10') character and ismediately followed by an
encoded ncn-control version of the character, (Note that
this now makes ©CLE a control character.) Taktle 1 gives the
replacement characters for each control character. MCCS
also computes a very simplified version of a Block Check Sum
(BCC) and appends it to the end of the message (the ECC must
also be made transparent). The BCC 1is computed as the
algetraic sum of all the individual characters im the
message (after the replacements noted atove have been made)
and stored as a 16 bit integer following the last byte of
the message. Finally, a carriage return (X'0D' or X'8D') is
added after the BCC, The message that is sent, therefore,

—— - — — - an -

13 Phese characters are: X'04°¢, X'OS'} X'gD', XY7F', X'84",
X*'g5, X'8p*, X'DE', and X'FF'.
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L L Ll
CHAR |REPLACEMENT| CHAR |REPLACEMENT
1 1 4

i
X840 Xv'1015¢
X'85'] X'1016"
X'8D'f Xv1017¢
X'DF'| X'1018"
X'FF'| X'1019¢

Rl
XeOo4vyp Xv10171°
X'05'| XxX*1012¢
X'opry X'1013
X*10'y X*1010°
X*7FY| Xv1014°

o S S G — — p— )
o s ey —
——_-—‘—J

L

Table 1: Control Character Replacement

may ke from 147 to 293 bytes 1long.¢14) The transparent
message is then converted to TWX 1line ccde (the bits within
each tyte are reversed: B*'10101010* becomes B'01010101*,
etc.) and transmitted on the TP line. The receiving MCCS
then gces through a similar process, only in reverse order,
to convert the message that was received back to the form
shown in Figure 5. A new BCC is computed when the message
is being reconstructed and compared with the BCC that wvas
received to determine if any line errors occurred.

The ncrmal state for MCCS in relation to an ASC 1line is
"ready to receive", This means MCCS is ready to accept a
message from the MCCS on the computer connected to the other
end c¢f the TP line, When a message is received, it is
re-formatted as noted alkove. Several checks are then made
to verify the message was received correctly: the BCC is
reconmputed and verified, and the TO_ID and FROM_ID fields
are checked (refer to the previous discussion of the
Message-Sender). Either of these conditions will cause a
negative acknowledgement to be returned, indicating the
ressage should be resent.

An acknowledgement message is then constructed so that it
may be returned to the sending MCCS to indicate the message
was received correctly or should be resent, An
acknowledgement message is Jjust a special case of the
general message shown in Figure 5, The TC_ID is set to the
two character 1D (and padded with four klanks) of the

A -

14 The message takes 144 bytes, the BCC two bytes, and the
carriage return one byte. In the worst case {(when all
the characters in the message and BCC are control
characters) the message takes 288 Lkytes, the BCC four
tytes (if both bytes of the BCC form control
characters), and one byte for the carriage return.
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computer which sent the message and the FRCM_ID is set to
the two character ID (again padded with blanks) of the
computer which received the message. The MSG_ID is set as
with any other message and the USER_ID is set to zero. The
first kit of the message text 1is used to indicate whether
this acknowledgement indicates the message was received
correctly or should be resent., If this bit is set to "0W,
the message was received correctly, if it is "i®, the
message should be resent. : )

When FCCS has a message to send, the message is formatted as
descrited above and transmitted on the appropriate TP line.
If any 1,0 errors are detected when transmitting the
message, up to 16 attempts are made to re-transmit. 16
consecutive I/0 errors are considered to indicate some type
of permanent error condition and the line is disabled and
the ccmmunication link broken with that computer.

Once the message has been sent, MCCS prepares to receive the
acknowledgement for the message. It 1is possiltle under some
unusual circumstances for the message to appear to have been
transritted correctly, mostly due to abnormal conditions on
the TF lines, yet it is never received by the receiving
MCCS. Therefore it is necessary to have some paximum time
that MCCS will wait to receive the acknowledgement message.
This time is somewhat arbitrary and should normally be in
the range of five to 30 seconds, depending on the expected
response time for the computers and TP 1lines involved. If
no acknowledgement is received in this time, the message is
resent up to 16 times Lefore the condition 1is considered
unreccverable, .
r

When the acknowledgement is received, the first bit of the
message text is checked to see if the message was received
correctly or should ke resent. If the bit is "in, the
message 1is resent (again, 16 retries are made before
considering the error permanent). Ctherwise the message was
received correctly so it may be removed from SEND_LIST and
another message formatted for transmission (if one exists).

It is possible that a message will ke received while waiting
for an acknowledgement. If this happens, the message is
accepted and acknowledged as normal and the message that was
originally sent is then resent.

D
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inary

— -

Synchronous_Line Protocol.

MCCS ESC protocol provides for a very efficient form of
copnunication which utilizes high-speed BSC TP lines with a
high 1level of transmission error detection and recovery,
(The reader unfamiliar with general BSC terminology and
protcccl is referred to [IBMO1]) as this topic will not te
discussed here.)

MCCS BSC protocol is based on that wused by IBM's HASP
MULTI-LEAVING.[ JEM06) Unlike the ASC protocol described
above which wuses a contention(15) system, MCCSs using BSC
protocol alternate sending a message (or an acknowledgement
message if there is no message availakle) and awaiting the
respcose, HASP calls this "handshaking" since the two
computers are always kept in synchronization, both knowing
which has the line for transmitting and which for receiving.

There are three basic data formats that are transmitted with
MCCS BSC protocol.(16) The first of these formats is used to
transmit the message shown in Pigure 5. Since there ‘may be
some characters within the message that have BSC dontrol
functions, BSC transparent-text mode is used in transmitting
all MCCS messages., The format of the message, when
transmitted on BSC lines, is then: :

DLE,STX,message,DLE,ETY,block-check-sum

with all cccurrences of DLE (X'10'} within "message'™ being
replaced by DLE,DLE and with synchronization characters
(DLE,SYN) added as as needed (described in [IEM01]) to
establish and maintain bit and character phase. Compression
of the message is not currently defined for MCCS. '

The second format is the positive acknowledgement sequence,
ACKO (SYN,SYN,DLE,X'70' including sync and pad characters).
ACKO is used to acknowledge the correct receipt of the last

S —— - — -

15 Contention means that either computer may arbitrarily try
tc transmit a nmessage, with the possibility that both
may reguest the line at the sapme time. Presumably the
simultaneous reguest can be resolved by repeated
retries of transmitting the message.

16 The control characters, synchronization and pad

' characters, and block check sums used Ly MCCS conform
to those defined in [IBM01] and for the "Synchronous
Lata Adapter - Type II* in [IBMO3)] for EBCDIC
transmission code. Since these control sequences are
required for all BSC transamission, they will not be
shown in the description of MCCS ESC protocol.
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message sent when there is no message available to transmit
back to serve this purgpose.

The third and £fipal format is that of the negative
acknowledgement, NAK (SYN,SYN,NAK,X'FO' including sync and
pad characters). NAK is used to indicate the message just
received was not received correctly due to I/0 errors
reading the message or an incorrect tlock check sum and that
"it consequently should be retransmitted. NAK is also sent
if no message is received within a predefined timeout period
(usually 30 seconds to one minute). The timeout avoids the
deadlock situation where one MCCS sends a message which is
completly lost during transmission and both HMCCSs are
relegated to waiting for a message and resgonse that will
never appear. i

Once the communications link has Lteen established between
two MCCSs, they simply take turns sending messages, .if any
are available, transmitting ACKOs otherwise, and waiting for
the respense, Before this handshaking can commence,
however, one MCCS must send the first message and the other
MCCS wait until this message 1is received before .-actual
message transmission can begin. For this purpose, ofie HCCS
is designated as a "hcst" and the other a "remote",: (With
dial-up communication 1lines, the MCCS on the end that
actually "dials" is considered to be the remote, This
causes the host to wait until such time that the MCCS
dialing in 4indicates it is ready for transmission. When
leased communications 1lines are used, the host-renote
desigpation is somewhat arbitrary. In any case, an
implementation of MCCS should support BSC links in both host
and remote mode, preferably being changeable by operator
command.) The remote MCCS then sends the first message when
it is ready to begin conmunication. Likewise, the host
waits until this first message is received (timeouts are not
aprlicable here) before sending any messages destipmed for
the remote MCCS. Other than in determining which MCCS sends
the first message, a host and a remote MCCS are identical.

As mentioned above, two MCCSs carry on a "conversation”
which consists of sending a message and awaiting a respanse.
To avoid unnecessary line turn-arounds and delays, a message
destined for the MCCS which sent the message just received
may Lte returned as a postive acknowledgement for that
message. If each MCCS has messages for the other, no
"ypnnecessary" data therefore need be transmitted. If a MCCS
does not have a message to return, then the ACKO must be
transritted to serve as the acknowledgement. (A NAK will of
course be returned if the message should ke resent.) 1If
neither MCCS has messages to send, they simply exchange
ACKOS to maintain proper synchronization. This can easily
consure a considerable amount of both CEU and I/0 resource
if an ACKO is immediatly returned in respcnse ta a ACKO.
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Therefore, if a MCCS receives a ACKO and has nothing to
return but ACKO, it will wait for 2 seccnds. At the end of
2 seconds, a message 1is transmitted if one has Dbecome
available, otherwise the ACKO is sent. This allows for the
two MCCSs to maintain synchronization yet greatly reduces
the overhead involved.

The section entitled "Message Format" described a bit within
the FIAG2 field of the message which has special meaning in
BSC transmission. This is the "W§" bit., When it is one, the
MCCS which sent the message is not capable of accepting a
message in response (unless it 1is a "fake" mnmessage). The
MCCS which receives a message with this bit on should then
wvait z seconds and respond with an ACKG (or "fake" message).
If the next message received has this kit on again, MCCS
again waits two seconds and responds with a ACKO. This
process is repeated until a message with the kit off, ACKO,
or NAK 1is received at which time normal communication may
resune.

Several useful extensions were mentioned in the preceding
definition of MCCS. Two of them, allowing processes to send
and receive messages from a process on the same computer and
one level of indirection in message routing should be
included in all but the most basic MCCS implementations.
Two others, multiple 1levels of indirection in message
routinrg and message compression in BSC transmission are not
so trivial.

Multirle level message routing requires that a MCCS know
which computer to relay a message to when it does not have a
direct link to the ccomputer which contains the recipient
process. It therefore must know the computer it relays the
message to has such a direct 1link or knows of yet another
computer which does, and so on, until the message finally
arrives at its destination. This may okviously be done by
each MCCS having a set of "routing" tables which indicate
wvhich computer to relay a message to when there is no direct
link available, The problem arises in building and
maintaining this table. If the network of MCCSs is static,
the tables may be established once and left unchanged. This
is generally unacceptatle however, since the network will be
dynamically changing or one of the computers may ke
inoperative and an alternate path needed to Ekypass it. This
means that the MCCSs must be capable of altering the routing
table dynamically by communicating changes in the network
configuration, There is currently no facility for this
(except that ‘“inter-MCCS" messages are supported by having
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the last four characters of the TO0_ID and FROM_IC fields
being blank), although its merits are worthy of additional
evalvation to determine if it should be added at some later
tipme.

A seccnd difficult extension, compression of BSC messages,
causes the transmission time required to send a message to
be reduced by cutting down on the numker of characters that
are actually sent. There are several algorithms [IBM06] for
doing this, although the tasic idea is to replace multiple
consecutive occurrences of a particular character with a
single occurrence of that character and a count of the
number o¢f times it occurred in the original message.
Control information is then placed at the Leginning of the
message to 1indicate where these character-count fields are
located. If a majority of the messages being transmitted
contain repetitive character sequences, compression may save
a considerable amount of transmission time. Again, there is
currently no facility in MCCS to do this, however it is
worth further investigation.

There are obviously many more extensions that can be made to
MCCS. Supporting £full BSC transmission, adding additional
line rrotccols, allowing varing 1length messages, and more
sophisticated user-level primitives are all possibilities.
But one must not lose sight of the original MCCS okjective
stated in the Introduction: That H¥CCS should remain sinmple
enough that it may be implemented on nearly any computer,
If tco many extensions are added, the system becomes so
complex that this objective is no longer obtainable. <

Ty

L

-30-



MCCS -- A Multi-Computer Communications System

III MCCS
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MCCS/370 is the name given to the set of routines, written
in 370 assembler language, which comprise an implementation
of MCCS on an IBM Systems/370 Model 158 running VM/370 with
CMS.€17) This part then describes that implementation.

Since it takes a great deal of effort and space to descrite
all the IBM hardware and software components utilized by
MCCS/370 (evidenced by the enormous number of IBM manuals
that do this), no attempt is made to duplicate this
information here.(18) References to specific IBM manuals
will te given when appropriate, however a general knowledge
of IBM terminology, the 370 instruction set and I/0, and the
CP and CMS command language is almost a prerequisite for
readipg this section., The reader that is unfamiliar with
the 370,158, the 3705 conmunications controller, 1052
conscles, or CP and CMS is therefore advised to at least
review the appropriate introductory IBM manual listed in the
Bitlicgracghy.

Operating Environment.

MCCS/270 is designed to run stand-alone in a virtual machine
sipulated by CP. This machine must have at least 36K(19) of
memory, a virtual console, a virtual printer, a virtual card
reader at device address X'00C', and a virtual card punch at
X100Dp', Additionally, virtual asynchronous TP lines will ke
defined by HMCCS as needed. "Real" BSC TP 1lines pust be
attached to the MCCS virtual machine by the VM systenm
operator since they are not simulated Ly CP.

Because MCCS/370 runs stand-alone in its own virtual
machine, not under the control of another operating systen,
the processes sending and receiving messages must execute in
another virtual machine. Part of the MCCS/370
implerentation therefore includes the routines to provide a
means of communication between the MCCS virtual machine and
the virtual nmachines executing these processes, This

- ——— — —— -

17 The implementation and testing of MCCS/370 was done under
Felease 2 PLC 13 of both CP and CHMS.

18 Not tc mention the problems associatated with keeping
duplicate documentation appearing in many places
updated concurrently.

19 This memory is used to hold the MCCS code, any additional
gemory is used to provide buffer space for messages.
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conmupication is accomplished hj using virtual Channel To
Channel Adapters (CTCAs) to move data ketween the virtual
machines,

Routines to implement the SEND and RECV primitives have been
written tc allow processes running under CMS to send and
receive messages using MCCS. These routines dynamically
define a CTCA, couple it to MCCS/370s CTCA, and transfer the
approgpriate information to cause the send or receive request
to be performed. The CTCA is then detached and the process
continues execution.

MCCS/370 is designed so that it may run disconnected, that
is, with no real operator's console and, therefore, no
operator intervention. Any unexpected program interrupts or
unreccverable error conditions during MCCS execution are
detected, a dump of the virtual machines' storage taken (for
later problem analysis), and MCCS is restarted.

Checkpointing is accomplished by writing the information
contained in WAITLIST, SENDLIST, and RECVLIST (the MCCS/370
nases for the WAIT_LIST, SEND_LIST, and RECV_LIST of Part
II) to the virtual card punch (which is SPOOLed to '"*") each
time they change. Part of MCCS initialization therefore
involves examining the spool files in the virtual reader for
checkpoint data, and recovering it if it exists.

HCCS/270 is started from CMS by using the VN/370 procedures
for generating a CP or CMS system. [IBM12] [IBM10] The
VMFLCAL routine is wused to punch the 1IFL-able loader,
DMELLOOE, and the TEXT decks which make up MCCS/370. The
virtual card reader is then IPLed <causing DMKLDOOE to be
loaded which in turn loads MCCS and passes control to the
MCCS virtual machine initialization routine. .
When ¥CCS/370 must restart itself after a program failure,
an IPL command is executed which causes CMS to be loaded and
then VMFLOAD invoked to start the MCCS loading procedure as

descrited above.
o

Flow _cf Control.

The flow of <control in MCCS/370 followes very closely that
given in Part 1II for the general MCCS. Figure 7 shows the
MCCS,s370 routine names and execution flow. The data
strutures in MCCS/370 also parallel those given in Part II.
PRQBLOKs are contained on WAITLIST, MSGBLOKsS on SENDLIST and
RECV1IST, and LNEBLOKs (the MCCS/370 name for Line Control
Blocks) describe the TP lines.€20) A very brief description
of the function of each NCCS routine will be given at this
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Figure 7: MCCS/370 Module Diagram€21)

—— —— - —— ——— D — - -

20 These control blocks are listed in Appendix E (Page 81).

21 MCCCKP, the checkpoint routine, is not shown in order to
simplify the diagram., It is called by MCCBSC, MCCCAI,
PCCDSE, and MCCSND when they mcdify any of the data
structures.
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time. A pore detailed discussion of the routines operation
and interaction with other routines is given later.
Appendix A (Page 57) contains a more technical synopsis of
each routine (entry points, entry conditions, external
references, register usage, etc.).

MCCBSC is the BSC line driver, It handles all interrupts
for BSC lines, placing incoming messages on SENDLIST
or RECVLIST, selecting messages from SENDLIST to be
transmitted, and handling BSC I/0 errors.

MCCCAI is the Channel to Channel Adapter interrupt handler.
Attention interrupts on the channel indicate <that a
prccess in another virtual machine as issued a SEND
or RECV request and the request description should be
read from the channel. MCCCAI then reads this
description and adds it to WAITLIST.

MCCCKE is the <checkpcint routine. It is called when
WAITLIST, SENDLIST, or RECVLIST has teen changed and
therefore  needs to be re-checkpointed. The

information is written to the virtual card punch by
MCCCKP so that it may be recovered after a systenm
failure,

MCCCCN is the virtual machine's console handler. All
console interrupts cause this routine to be invoked.
The operator command is read, scanned, and processed
as described in the section entitled “Cperator
Commands"™,

MCCCWR executes in the virtual machine with the process that
wishes to use MCCS/370. It performs all the Channel
to Channel Adapter I/0 needed to communicate the SEND
or RECV request to the MCCS virtual machine.

MCCDSE is the Process-Dispatcher of Fart II. It examines
the PRQBLOKs on WAITLIST taking messages to be sent
and placing the mnmessage on SENDLIST and notifing
MCCCWR (via Channel to Channel Adapter I/0) that the
prccess may continue. Requests to receive a message
are handled in a similar manner by searching RECVLIST
for the requested message and returning it (through
MCCCWR) to the fprocess if found.

MCCPLC is called to convert a message that has just been
received on an asynchronous TP 1line back to the
standard message format. This includes converting
frcm TWX line code, removing transparent character
sequences, and validating the Eklock check sun.
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is called to obtain the spool file id number of the
spool file currently active on the virtual punch.
This spool id is used by MCCCKF to purge an existing
version of checkpoint data when a updated copy is
created.

is a routine  that serves as an indication of the
highest memory address occupied by MCCS routines., It
contains no executakle code. Because it is the last
routine that 1is loaded during MCCS initialization,
its address may ke used to mark the first location
available for buffer allocation.

is the first MCCS routine to gain control after
Initial Progran Load (IPL). It perfornms the
initialization necessary to make the virtual machine
suitable for ezxecuting other MCCS routines. This
includes such things as setting up the PSWs in the
nucleus so that interrupts may ke handled properly.

executes in the virtual machine with a process
utilizing MCCS. It is invoked when a process
executes a RECV request, It takes the process's
parameters and places them in a PRQBLOK and calls
MCCCWR to communicate the request to the MCCS virtual
machine.

performs the MCCs related initialization. Any
existing checkpoint data is used to build the initial
contents' of WAITLIST, SENDLIST, or RECVLIST. The
logic to handle unrecoveratle error situvations
(including MCCS restart) is contained in MCCSCH. The
loop that repeatedly calls the Process-Dispatcher
(MCCDSP) and the Message-Sender (MCCSND) when their
services are required is also part of MCCSCH's
function.

is responsible for performing the duties assigned to
the Message-Sender of Part II for messages that are
transmitted on the asynchronous IP lines. Messages
contained in the MSGBLOKs on SENLCLIST are written to
the appropriate TP 1line when it is available for
transmission.

executes in the virtual wmachine with the process
which wutilizes MCCS/370. It is invoked when the
process issues a request to SEND a message. MCCSUM
operation parallels that of MCCBUM described above.

handles timer (Fkoth interval and time of day)
interrupts for the MCCS virtual machine. MCCTIN also
provides the capability for another MCCS routine to
request that control be passed to a certain location
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after a srecified interval of time has elapsed.

MCCTLC is the <counterpart of MCCFLC. It is called to
prepare a message for transmission on an asynchronous
TP line., The control characters in the message are
replaced by the proper transparent sequence, the
block check sum calculated, and the message converted
to TWX line code.

MCCTPI is the interrugt handler and Message-Reciever for
asynchronous TP 1lines. Incoming messages are added
to RECVLIST (or SENDLIST if not for a process on the
370) and the proper response constructed and added to
SENDLIST so that it will Fe returned by way of
MCCSND.

MCCINI receives control from DMKLDOOE after all the MCCS
routines have been 1loaded into memory. This routine is
responsible for all the initializaticn of the MNCCS virtual
machine plus performing the first 1level of interrupt
handling.

MCCINI begins by setting the program new ESW to cause a
disabled wait PSW to be loaded if a program check occurs
during initialization (the right half of the PSW will
contain ' EGH'). Virtual console spooling is then started
so that a log may be kept of all MCCS activity. The virtual
console address is then obtained from CP using DIAGNOSE
X'0024"' apd stored in MCCSECT.¢(22) The MCCS identification
message is then written to the console along with the
currernt date and tinme. ) '

The program new ESW is then temporarily replaced so that the
MCCS virtual machine storage size may be obtained. This is
done ty entering a loop which does am ISK instruction for
each UK page until an addressing interrupt occurs or all 16M
of mencry has been examined. The calculated memory size is
then stored at location FREEHI in the nucleus for use by the
storage management routines and the program new PSW is
restored. The address of routine MCCEND, a dummy routine
which is the last routine loaded by DMKLDOOE, is rounded up
to the next highest page boundary and stored at location
FREEHWM to indicate the start of free storage.

The restart, external, SVC, and I/0 new PSWs are then set to

S ————— ——— ———— -

22 MCCSECT is a DSECT (CSECT 4in MCCINI) which contains
information that is shared by all MCCS routines. This
includes things like the pointers to WAITLIST,
SENDLIST, and RECVLIST and all the LNEBLOKs. All
routines keep the address of MCCSECT in register 9.
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cause control to be passed to the afppropriate 1location
within MCCINI when one of these interrupts occurs, The
machine-check new PSW is set to cause a disakled wait PSH to
be loaded (the right half of which contains ' MCK') since a
machine check should never occur in a virtual machine. The
address of MCCSCH 1is then obtained and control transferred
to it so the MCCS related initialization may be performed.

When a program restart PSW swap occurs, control passes to
label BESTART in MCCINI. A SVC 255 is then issued with a
ABENL code of “"RESTRTY" (see the definition of SVC 255 in
MCCSCH) which causes a dump to be taken and HCCS to be
restarted.

An external interrupt PSW swap causes control to be passed
to latel EXTERNAL in MCCINI. If the interrupt code in the
external old PSW is X'0004' (caused by issuing the CP
EXTERNAL command), the wait bit in the external old PSW is
turned off (if on). This will cause MCCSCH to call MCCDSP
(the EFrocess-Dispatcher) and MCCSND (the Message-Sender)
Jjust as if one of the interrupt routines had "POSTED" MCCSCH
(this is further explained in the description of MCCSCH
which follows). An external interrupt code of X'0080' (the
interval timer) or X'1004' (the time of day clock
comparatecr) cause MCCTIM to be called to process it. all
other external interrupts are ignored.

The ESW swap that happens when an SVC instruction is.
executed causes control to be passed to label SVC in MCCINI.
If the SVC code in the SVC old PSW is 255, control is passed
to entry-roint SVC255 in MCCSCH. SVC 0 and SVC 1 are used
to allocate and free storage, respectively, and are
described below. Any other SVC code is considered invalid
and, if detected, causes control to be passed to entry-point
SVCXXX in MCCSCB for processing.

A11 requests to allocate and free storage manipulate fixed
size tlocks. This is possible because storage is allocated
only to hold a MSGBLOK or PRQBLOK which are very close to
the same size. A linked list is maintained of all the free
blccks of storage so that a block may be removed from the
list, its address returned in register 1, and the condition
code set to zero when an SVC 0 is executed. If no buffer is
on the free list a check is made to see 1if the highest
address allocated so far (contained at location FREEHWHM) is
less than the virtual machine size. 1f it is, free storage
is extended by one block and FREEHWH incremented
accordingly. (This technique eliminates the requirement
that all of the blocks in free storaygye be 1linked together
during the virtual machine initialization.,) If free storage
cannot be expanded, control returns with the condition code
set tc 3. To free a block of allocated storage an SVC 1
instructicn is executed with register 1 containing the block
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address. The block is then 1inkéd to the front of the free
list =sc it is available for later reallocation.

An I/C interrupt PSW swap causes control to be passed to
laktel IO in MCCINI. The CSW is 1loaded in regesters 2 and 3
and the device address in register 4. If the interrupting
device is a CTCA, MCCCAI is called. Interrupts from a TP
lines cause MCCTPI to Le called. Console interrupts are
handled by calling MCCCON. Interrupts from any other device
are ignored.

MCCSCH receives control from MCCINI after the virtual
machine intitialization has been completed. MCCSCH is
respersikle for MCCS initialization (including checkpoint
recovery), dumping virtual storage and restarting MCCS when
an unrecoverable error 1is detected, and calling MCCDSP and
MCCSNL tc process PRQBLOKs on WAITLIST and MSGBLOKs on
SEKDIIST and RECVLIST.

MCCS ipitialization begins with the program new PSW being
set to cause MCCSCH to ke entered at lakel PROGINTR when a
prograc interrugt occurs. Then several CP commands are
issued which set the interval timer to reflect real time and
to define the wvirtual CTCAs used for communication with
other virtual machines. B <check is then made to see if
there is a real console associated with the virtual console
(using DIAGNOSE X'0024' [IBM12]). 1If there is, a message is
printed informing the operator that MCCS commands may ,naw be
entered. An enabled wait PSW is then loaded to allow the
operator a chance to enter commands before initialization
continues,(23) T M
Ls

After the operator has entered the desired commands€24) Yor
if there was nc real console) the pointers to WAITLIST,
SENDLIST, and RECVLIST in MCCSECT are zeroed to indicate the
lists are empty. If checkpointing was not disabled by the
operator, the SFBLOKs [IEM08] of the spool files in the
virtual reader are examined by using CIAGNOSE
X'0014°'.[IEN12] If any spool file containing checkpoint
data is found, it is read and used to build the initial
contents of WAITLIST, SENDLIST, and RECVLIST, as
approgriate.

The LMEBLCKS are then processed ome Ly one with each line
that is not drained (set by the MCCS DEAIN command) being
enabled. If the LNEBLOK indicates the line is asynchronous,

——— ——— ————— — A — - -

23 MCCSCH does not resume until a MCCS BEGIN command is
executed to turn off the wait bit in the I/O0 old PSW.

24 These commands are described in the section entitled
wQperator Commands" that follows.,
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a CFE DEFINE coammand is issued to to define a virtual
teletype line at the appropriate address.(25) A SIO is then
issued to cause the 1line to be disakled and enabled (to
reset it). If the enable is not successful an SVC 255 is
executed with an ABEND code of ®"SCHQO1". BSC lines are
enabled ty a DISABLE, SETMODE, ENABLE channel program to
reset the line and insure it is in ITB mode.[IBMO03] If the
BSC enable fails, a message is logged on the console (the
BSC wmight not have Leen attached yet). The remaining
LNEBLCKs are processed in a similar manner.

MCCSCH then enters a non-terminating loop which repeatedly
calls MCCDSP and MCCSND. First an enabled wait PSW is
loaded at label WAITLOOP. When one of the interrupt driven
routines (MCCBSC, MCCCAI, or MCCTPI) adds a control block to
WAIT1IST, SENDLIST, or RECVLIST that needs to be processed
by MCCDSP or MCCSND, they turn off the wait bit in the I/0
old ESW and place a ®1" at location POSTFLG in MCCSECT.
(The wait bit is also turned off by entering the MCCS BEGIN
command or by a X'0040' external interrupt.) When the I/0
old PSW is subsegently locaded when the routine has finished
its processing, MCCSCH then begins execution at label RETIRY.
POSTFLG is reset to zero and MCCDSE and MCCSND are called.
Interrupts are then disabled (to prevent multiple access)
and FOSTFLG is examined. If it 1is still zero, control
passes to label WAITLOOP to await more work. If it is not
zero, it was posted while MCCDSP and MCCSNL were executing
so they must be called again. Interrupts are enabled again
and a tranch is made to label RETRY.

when a program interrupt occurs during MCCS execution, the
program new PSW causes MCCSCH to be entered at 1label
PRCGINTR. The registers at the time of the interrupt are
stored at locaticn GPRLOG in the nucleus and an ABEND code
of "PRGxxx" is constructed. (xxx is replaced by the program
interrupt code.) Control then passes to label DUMPHCC.

MCCINI's SVC handler, upon encountering an SVC code of 255,
enters MCCSCH at entry-point SVC255. By convention, SVC255
is used as a "die" SVC. When a MCCS/370 routine encounters
an unrecoverable error situation it executes an SVC 255.
The <=ix bytes immediately following the SVC instruction
contain a code identifing the error. (This code is usually
the fcurth through sixth characters of the routine's name
follcwed by a three digit number. See Appendix B on Page
74.) Control then passes to label DUMPHCC.

. —— . ——— . — - — -

25 The device address of the TP 1lines are specifed by two
constants in MCCSECT, LOLINE and HILINE. The
difference in these two constants plus 1 therefore
determines the number of LNEBLCKs in MCCSECT.
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MCCSCH is entered at entry-point SVCXXX by MCCINI's SVC
handler when an invalid SVC code is encountered., An ABEND
code c¢f the form "SVCxxx" is constructed (xxx is the invalid
SVC ccde) and control passes to label DUMEBHNCC.

When control reaches 1label DUMPMCC, the address of the
instruction at which the error occurred is determined and
it, along with the ABEND code are 1logged on the console.
They are also placed in the title of a CP DUMP command used
to dupp virtual memory to the printer.

The following CP command is then executed to cause NCCS/370
to be restarted:

JEL CMS PARM EX MCCRSC26)

The EIEC named MCCRS then invokes VMFLOAD [IBM10] with a
loadlist EXEC named MCCLOAD and a CNTRL file named MCCR10.
A CP IPL 00C command is then executed to cause the systenm
load deck created by VMFLOAD to be IFLed so that DMKLDOOE
may lcad the MCCS modules.[IBM10]

MCCDSF receives control fronm MCCSCH and examipes the
PRCBLCKS on WAITLIST. It functions in a manner identical to
the Frocess-Dispatcher described in Part II except in how
processes are suspended and restarted. A discussion of the
MCCS/370 routines MCCSUM, MCCRUM, and MCCCWR will be
necessary at this point to expain how process suspension
works. .

When a process (executing under CMS in another virtual
‘machine) wishes to send a message, it issues a call to SEND
(an alternate entry-point of MCCSUM which has been linked in
with the process). The process's parameters are placed in a
PRCBICK with the FROM_ID being set to the USERID of the
virtual machine MCCSUM is running in. The PRQBLOK address
is then passed to routine MCCCHR via call. MCCCWR then
defines a CTCA and couples it to MCCS's(27) CTCA at device
address X'100' and writes the PRQBLOK to the CICA.

The ERQOBLOK contains the USBRID of the virtual machine

- ——— - ——

26 The "“EX MCCRS"™ parm requires a KSU Computing Center

' godification to CMS which causes the EXEC named MCCRS
to be invoked after CMS has been IPLed.

27 The CP COUPLE command that MCCCWE uses must contain the
USERID of the virtual machine to couple to. This
USERID is currently "VMJHB" and wmust be changed if a
different virtual machine is used to run MCCS/370.
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MCCSUM is executing in as well as the address of the CTCA
that MCCCWR defined so that MCCDSP can later return a
respcnse to MCCCWR. MCCCHR then waits for this response,
therelky suspending the process.

The CICA interrupt handler in MCCS/370 (MCCCAI) reads the
PRCBLCK from the CTCA and places it on WAITLIST, sets
POSTFIG to 1, and turns the wait bit off in the I/O old PSW
(causing MCCSCH to call MCCDSP and MCCSND). Calls to RECV
functicn in a similar manner except MCCRUM is initally
called and MCCCWBR couples to MCCS's CTCA at device address
X* 110",

When MCCDSP needs to restart a process after its PRQBLOK has
been acted upon, it couples the CTCA at address X'120' for
respcrnses to SEND or X'130' for RECV requests, to the USERID
and CTCA address specified in the PRQBLOK. The updated
PROBLOK is then written to the CTCA which causes MCCCWR to
receive a interrupt and read the PRQBLOK. It then returns
contrcl to MCCSUM or MCCRUM which modify the appropriate
parameters and return to the process.

MCCSNLC is <called by MCCSCH to process the MSGBLOKs on
SENDLIST. It functions identically to the Message-Sender
descrited in Part I1 for messages transmitted on
asynchronous TP lines, The MSGBLOK is pade transparent and
the rlock check sum computed by calling routine MCCTLC.
When the MSGBLOK has been formatted, MCCSND writes the
message to the TP 1line using SIO and places the MSGBLCK
address in the appropriate LNEBLOK. The line is flagged as
being active and, if the message 3just sent was actually a
message (as oprosed to a acknowledgement message), as
awaiting a response,. The next MSGBLOK on SENDLIST is then
examined. Lt

When FCCSND encounters a MSGBLOK that is to ke sent on a BSC
line, it 1loads the address of the appropriate LNEBLOK in
register 1 and calls entry-point MCCTIMI in - module MCCTIM.
This is necessary because MCCBSC, which sends and receives
all messages on BSC lines, may have called MCCTIMS to stack
a TRCELCK to wait two seconds before the next data is
written due to no messages being available for sending (see
the description of MCCESC that follows). After control
returns from MCCTINI, MCCSND examines the next MSELOK on
SENDLIST. After all MSCQBLOKs have Leen processed, control
returrs to MCCSCH. '

MCCTIC and MCCFLC are routines which prepare a MSGELOK for
sending or reconstruct it after receiving, respectively,
vhen using asynchronous 1lines. They provide for proper
encoding and decoding of control characters and computation
of the block check sum.
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MCCCKE is the MCCS/370 checkpoint routine. It is :called
with 'WAIT', *SEND', or 'RECV' in register 1 when that list
has been modified. If checkpointing has been turned off by
operator command, MCCCKP simply returns. Otherwise the
contents of specified list are written to the virtual punch.
This is done by placing the address of the first control
block on the list in the CAW and issuing a SIO0O to device
X'00D', The first eight bytes of each EKCBLCK or MSGBLOK is
a WRITE CCW which has a data address and length which cause
~the information in the block to be written. The CCWs in all
but the last control block specify command chaining and are
follcwed ty a TIC CCW which contains the address of the next
control block (which also serves as the general linkage of
PRQBLOKs and MSGBLOKs). Routine MCCGSI(28) is called to
return the spool file id number of the spool file currently
active on the punch and this id is stored in MCCSECT. The
punch is then closed which causes the checkpoint spcol file
to be placed in the reader since the punched was spooled to
nxd by MCCSCH during initializatien. The previous
checkpoint file for the list is obtained from MCCSECT and
purged (if it exists) so only one <copy of the checkpoint
data is present. Control then returns to the caller,

MCCTEFI is called by the I/0 interrupt handler in MCCINI when
an interrupt occurs on a TP 1line. The LNEBLOK for the line
vhich genrerated the interrupt is 1located. If it defines a
BSC line, MCCBSC is called to process the interrupt. .Upon
return, MCCTPI returns to MCCINI. ' 1
For asynchronous 1lines, MCCTPI functicns much 1like the
Message-Reciever described in Part II. (Acknowledgements
are placed on the front of SENDLIST so that they will be the
next ressage sent on that line by MCCSNC rather than being
directly written to the line by MCCTPI. All conversion from
the transparent message to MSGBLOK format is done by a call
to routine MCCFLC.) : :

MCCBSC is responsible for all I/0 activity on BSC lines. It
gets control from MCCTEI when an interrupt is determined to

be frcm a ESC line. oy
LR |

The CSW (in registers 2 and 3) is examined to see if any I,0
errors occurred. If a tad channel status is present, the
error is 1logged on the console and the failing operation
retired. If the CSW indicates device errors, a SENSE CCW is

D D S - -

28 This routine was supplied by the KSU Ccmputing Center
(vhere it was called FMGETSPL). There exists no source
(with MCCS/370) for this routine. Any questions
concerning it should be  directed to the Systems
Frogramming staff at the Computing Center. '
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executed on the line and control returns back to MCCTPI.
When the interrupt indicating the SENSE has completed is
received, one of the following actions is taken:(29)

1) Unit Exception: If the last operation was not a WRITE,
a NAK 1is sent in response. If it was, a "fake" READ
(the SKIP bit set in the CCW) is issued to clear the
line of the incoming data which caused the bad status
and control returns to MCCTPI. When the interrupt for
the READ completes, the WRITE is reissued.

2) Unit Check: If the unit check was caused by a READ
timeout (three seconds without receiving any data), a
timecut counter in the LNEBLOK is incremented by 1. If
sixteen consecutive timeouts have occurred, a message
is lcgged on the «console and a NAK resonse written.
The timeout counter is zeroed and control passes to 4.

3) 211l other error conditions cause the CSW, SENSE data,
and last CCW to be 1logged. Control then falls through
to 4. ' ' ’

4) The last I/C operation is now determined. If the CSH
last CCW address is zero, channel control check set, or
the last CCW specifies a WRITE operation was being
attempted, the current output buffer (in the LNEBLOK)
is written to the line. READs causing a timeout are
reissued (except for 16 consecutive timeouts as noted
above). Any other error condition cause a NAK to be
returned. '

Rhen the CSW indicates normal completion of the 1last I/0
operation, a check is made to see if the completed operation
was an ENABLE CCW. If it was, the LNEBLOK is initialized
and a message displayed on the consocle indicating the line
has signed on. A buffer is allocated (if available) to hold
the first message that is received and its address placed in
the IKEBLCK. If the line is acting in REMOTE mode a ACKO
(or fake message with the "W" bit on if no buffer was
allocated above) 1is written to indicate to the host that
MCCS/370 is ready for communication. For both HBCST and
REMOTE lines, a READ is issued to accept the first response.

Since anytime a message, ACKO, or NAK is written to the
line, the WRITE CCW is chained to a READ CCW, normal status

. ———— — —— - - — -

29 Sce the section entitled "Synchronous Data Adapter - Type
II* in [IBMO3] for the exact causes for each type of
device error.
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indicated by the CSW indicates a READ has completed (éxcept
for an ENABLE as noted above),

The ccntents of the input buffer (in the LNEBLOK) are then
examined to find out what has been read. If the first
character of the buffer is a NAK the contents of the output
buffer are rewritten. If the buffer begins with DLE,STX a
message has been received and is processed as described
below. If the buffer contains ACKO (CLE,X'70') control is
passed to label BSCDEC. Any other kuffer contents cause a
NAK tc be returned.

When the input buffer contains a message the FLAG2 field
(Figure 5) is copied to the LNEBLOK field LNESTAT. If the
nfake" bit is not on and the message is not a duplicate of
the last message received, the address of the previously
acquired ruffer is obtained from the LNEELOK and the MSGBLOK
built from the input buffer contents and placed on SENDLIST
or RECVLIST as appropriate. POSTFLG is set to 1 and the
wait kit in the 1,0 old ESW is turned off in case MCCSCH is
vaiting fcr something to do. Control then drops through to
label ESCLCEQ.

When ccntrol reaches label BSCDEQ, an ACKO or message has
just Dbeen received, either of which is a postive
ackncwledgement for the last thing sent. Therefore, if the
output buffer contains a message (instead of ACKQ), the
message has been correctly received Ly another #CCS so it
can te removed from SENDLIST using the MSGBLOK address
contained in the LNEBLOK. An ACKO is then placed in the
output buffer in case Do more messages are available for
transcission.

Next, MCCBSC must determine what to respond with. If the
uym hit (Figure 6) in LNESTAT is on, control transfers to
latel BSCHAIT to initiate a two second timeout. The same is
true if the line is held (set by the MCCS HOLD command).
Otherwise SENDLIST is searched for MSBLOKs containing
messages to be transmitted on this line. If one is found,
it is written (the WRITE chained to a READ) and control
returns to MCCTPI.

when a two second timeout is to Lke ipnitiated (at 1label
BSCWAIT), a call is made to entry-point MCCTIMS in routine
MCCTI¥. MCCTIMS tuilds a Timer Request Block (TRQBLOK) fronm
the parameters crassed in by MCCBSC. These parameters are
the time interval (two seconds), a four byte "parameter”
(the LNEBLOK address), and the address to which control is
to be passed when the interval has expired (label MCCSBCW).
This TROBLOK is then sorted with existed BRCBLOKS according
to the interval specified., The interval timer is set to the
smallest interval so an external interrupt will occur in
that amount of time causing MCCTIM to Le entered by MCCINI's
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external interrupt handler. MCCTIMS then returns toc MCCBSC

and it returns to MNCCTPI. When the external interrupt
occurs, MCCTIM will call the routine specified in the
TROBLCK with the "parameter" in register one. (In order to
force a premature termination of the interval, the
entry-point MCCTIMI in MCCTIM may Lke called. The value
passed in through register 1 is compared with the
“parageter" field of all the TRQBLOKs. If a match is found,
that TRQBLOK is processed just as if its time interval had
expired. This feature is used by MCCSND to inform MCCBSC
that a MSGBLOK is available on SENLCLIST for transmission
with FCCBESC is waiting on the two second timeout.)

When MCCBSC is entered at MCCBSCW from MCCTIM, the LNEBLOK
(address in register 1 from MCCTIM) is checked. TIf LNESTAT
indicates the the "§" bit is off and that the line is not
held, SENDLIST is again searched for a message to send. 1If
one is found, it replaces the ACKO in the output buffer,
preceded ty DLE,STX and followed by DLE,ETX(wvith a command
chained WRITE, see [IBM03)).

If nc buffer to hold the next message is allocated, an
attenpt is made to allocate one at this time. If it can't
be allccated, the "W" bit in the FLAG2 field of the message
is set. (A "fake" messsage may need to be created to set
this kit if the output buffer contains ACKO). This bit
indicates to another MCCS that MCCS/370 cannot accept a
message in return. '

Then the ccntents of the output buffer are written (either
ACKO, a message, or a "fake" message) with the WRITE CCHW
chained to a READ CCW to accept the response. Control then
returns to MCCTPI.

MCCCAI is entered from the I/0 interrupt handler in MCCINI
when an interrupt occurs on one of the CTCAs. If the CSW
indicates ATTN status, a READ is issued to accept the data
written to the CTICA by MCCCWR (executing in another virtual
machine) when it coupled to MCCS/370s CICA to pass along a
SEND cr RECV request for processing. MCCCAI then returns
control to MCCINI. '

When device end status is returned from the READ, an attempt
is made to allocate a buffer to hold the PRCBLOK which was
just read. If no buffers are availakle, MCCTIHNS is called
(as described for MCCBSC above) to request that HNCCCAI be
reentered (at label CAIRETRY) after two seconds so another
attempt can be made to allocate the buffer. If the buffer
is not available after the timeocut, another timeout is
requested, This continues until such time that a buffer is
made available. Since the CTCA has not yet been decoupled
from the virtual machine issuing the SEND or RECV, no other

virtual machine can couple to MCCS's CICA so MCCCAI need not
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vorry about being entered to process a different request on
this CTCA. (Two other CTCAs exist for use by MCCDSP to
indicate to a process that its request has be acted upon,
however.)

After a buffer is allocated, the CTCA is decoupled so
another virtual machine may utilize it. The PRQBLOK that
was just read from the CTCA is placed in the buffer and
chained to the end of WAITLIST. POSTFLG is set to "1" and
the wait bit in the I/0 old PSW turned off so that MCCSCH
will call MCCDSP and MCCSND to process the newly acquired
PRCBLCK. Control then returns to MCCINI.

MCCCON is entered from MCCINI's I/C interrupt handler on an
interrupt from the virtual console. If the CSW indicates
ATIN status, a READ is issued to allow the operator to enter
a command. If the interrupt was caused Ly device end status
being presented, the command buffer is scanned (for the
command just read if a REAL just completed or for additional
coemands, seperated by the newline character, if a write has
just completed.) If the buffer is empty, control returns to
MCCINI., Otherwise the command is processed and then control
returns to MCCINI. Refer to the following section for a
descripticn of the commands accepted by MCCCCN.

Operatcr_Compmands.

Several commands are available to control the execution of
MCCS/270. These commands are entered by striking the ATTN
key (or its equivalent) on the operator's console. A
timestamp will be displayed and the keyboard unlocked (on
2741 terminals) so the command may ke entered. Commands are
free-fcrmat and operands are separated by one or more
blanks. Multiple commands may be entered on the sane
physical 1line by wusing the current CE LINEND character
[IBMO7] This section describes the commands that are
accepted and acted upon by routine MCCCON, the console
handler. The minimum acceptable truncaticn for command
names and operands is shown in upper case. All references
to "line-id" specify the two character identifier of the
line (and consequently the computer the line provides a link
to) that the command is to effect.

Begin

This command causes the wait bit in the I/0 o0ld PSW to be
turned off (if on)., BEGIN is used to resume execution of
MCCSCH when it is performing MCCS/370 initialization and has
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halted to allow operator commands to be executed. It may
also Le used to cause MCCSCH to call MCCDSP and MCCSND if it
is currently in a wait state.

CE command-line

The CP ccomand specifed by "command-line" is passed to CP
for execution using DIAGNOSE X'0008*'. [IBM12] If the return
code from CP is non-zero it will be displayed, otherwise the
only response is that is that directly caused by execution
of the command by CP.

Cisplay Line line-id

This conmand causes information about the line specified by
“line-id" to be displayed at the console. The line-id and
device address, whether it is asynchronous or kisynchronous,
and a descriptive term for most of the flags contained in
the LNEBLCK are shown.

Lisplay LINES
This ccmmand causes the line-id and device address for all
the lines specified in the LNEBLOKs to be displayed.

Detailed information about each individual 1line can be
obtained by using the "DISPLAY LINE line-id" conmmand.

Lisplay Checkpt
The current setting of the checkpoint £flag in MCCSECT
(either "ON" or "OFF") when this command is issued.

Lisplay Mccsid
This command causes the current two-character identifier for
the cceputer MCCSs370 1is running in to be displayed at the
console.
Display Adcons

This command is used to display the names and entry-point
address of all the MCCS modules.
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CRain line-id

This command sets the drain flag in the LNEBLOK for the
specified 1line to cause the disconnect sequence to
begin.(30)

ENAble line-id

The command causes a DISABLE, SETMODE (BSC only), and :ENABLE
channnel fprogram to be initiated to the line provided it is
not already enakled. The ENABLE comrand is useful for
restarting a line that has been DRAINed or HALTed or a BSC
line that has just been attached to the MCCS virtual
machine.

i
BALT line-id 7 i
L.
This commands causes the specified 1line to be imnmediately
disatled, whether it is active or not.

BHold line-id

This command prevents any further messages from: being
transritted on the sgpecifed line, Incomning messaggs are
still accepted however. For BSC lines that are held, ACKO
and NAK will be the only data written on the line,

ICCate line-~id

This command causes the memory address of the LNEELOK.for
the 1line specified by 1line-id to te displayed. The CP
DISPLAY command may then be issued, using the displayed
address, to further interrogate the LNEBLGK contents.

FElLease line-id

This cocmand is used to counteract the effects of a prewvious
HOLD command issued for the line. Any messages to be sent
on the line are now eligible for processing by MCCSND and
MCCBSC. (The MCCS BEGIN command should ke issued fcllowing
the RELEASE command to insure that MCCDSE and MCCSND will be

——— - —— ——— i — -

30 MCCS/370 currently does not support the disconnect
sequence, The DRAIN command is accepted but it is not
acted upon by MCCSND, MCCTPI, or MCCBSC other than no
messages will be sent on a line that is drained.
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pronptly called by MCCSCH.)

SET Checkpt {ON|OFF}

This coammand is used to control whether MCCCKP actually
writes out the checkpoint data when it is called or just
returns, Setting checkpoint OFF will result in a
consideratle performance improvement in MCCS, however a
system failure will cause the contents of WAITLIST,
SENDLIST, and RECVLIST to be lost, Checkpointing, by
default, is ON.

€ET Id line-id-1 line-id-2

This command 1is used to change the current 1line-id
("line-id-1%") to another ¢two character id ("line-id-2%).
The line pust not be active when this command is issued.

SET {Host|Remote} line-id

This ccmmand may be used to change the mode that a disabled
BSC line is to operate in when it is subsegquently enabled.
(See the discussion of HOST and REMOTE BSC lines in Part II
for pcre information.)

SET Mcesid new-id

This command is used to change the two character id of the
computer (in relation to MCCS) that MCCS is running in.
There must be no PROBLOKs on WAITLIST or MSGBLOKs on
SENDIIST and RECVLIST when this command is issued. (This is
because the MCCSID is used to determine whether the TO_ID of
a message indicates it is for a process on this computer or
not, and therefore, whether the resultant MSGBLOK is placed
on SENLCLIST or RECVLIST.)

esting_Aids.

A rcutine named MCCMSG has been written to aid in the
testing and debugging of MCCS/370. This routine executes in
a CMS virtual nrachine and utilizes MCCSUM, MCCRUM, and
MCCCHR to communicate with the MCCS virtual machine, MCCMSG
is an interactive program which allows a "message"(¢31) or a
file to be sent or received using MCCS/370.

MCCMSG will prompt the user to enter the information needed
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to control its execution ("END"™ or "CUIT" cause MCCMSG to
terminate and - return to CMS.) so little additional
information is needed here, A discussion of the format of
the msg and file that MCCMSG sends and expects to receive is
aprrcrriate at this time however. If a new version of MCCS
is implemented and the equivalent of MCCMSG is also written,
then an easy means of testing the new system is avaliable by
utilizing the "MCCMSG" in an existing MCCS implementation.

The fcrmat of the nessage buffer specified in the call to
SEND for a msg is shown in Figure 8. The first 6 charcters
identify the message as being a msg. Starting with the 7th
character are 80 bytes (padded with klanks if necessary) of
text, When a RECV is issued and this first six bytes of the
returned MESSAGE parameter contain ':MSG ', the msg is
simply displayed.

Sending and receiving files is consideratly more complex.
The first message that is sent contains a file header and is
shown in Figure 9. The FILENAME and FILETYPE serve to
identify the file being transmitted. They may need to be
reformatted to conform to the file naming conventions of the
receiving computer., (MCCMSG will prompt the user to enter a
new file name if the one received is invalid or is identical
to an existing CHS file.) Files of fixed or variable format
are distinguished by a "“E" or "V¥ in the F field of the
header. The RLEN field is a four byte integer that
specifies the length of the longest record in the file (in
case a buffer needs to be allocated to hold the record as-it
is being reconstructed, etc.).

The file is then sent ¢cn the message(s) that follow " the
header, It is sent a continuous stream of charactzrs,
breaking the stream up into 128 bytes blocks so they may ke
placed in the MESSAGE parameter in the call to SEND. Each
logical record in the file is preceded by a four byte count
field that specifies the length of the record that follows
{excluding the count field length). The last record of the
file is followed by a count field contain 2zero to indicate
end-cf-file has be enccuntered. .
. 5 5.
MCCS/270 may be started in mnultiple virtual machines ' if
desired, This feature is useful, for example, in testing
changes using the modified version of MCCs/370 to
commupicate with an existing version running in another
virtual machine which is known to work correctly. Using the
MCCS SER command, the MCCSID and line-ids may be dynamically
modified to "simulate" MCCS/370 communicating with a MCCS

. - ————— - - — -

3t P¢c avoid confusion between a MCCMSG ‘“message" and a MCCS
"pessage", the former will be spelled "msg".
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Figure 8: MCCMSG File Header Format
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Pigure 9: MCCHMSG "msg" Header Format

that would normally execute in another computer.¢32) If one
dial-up BSC line and another dial-up or leased line are
available, one may be attached to each MCCS virtual machine
and the dial-up used to call the other line so that the BSC
line protocol may be tested using only the 370.

Systen_Correctness, Status,_and_Extepsions.

The initial versions of MCCS5/370 were tested by
copnupication with an implementation of MCCS running on a
Data General Nova mini-computer. This testing involved the
use cf asynchronous lines only.

Since this testing was done, support for BSC lines has been
added and the message text size was expanded to 128 bytes.
These modifications have not been tested using the NCVAR MCCS
at the time of this writing.

The original implementation of - MCCS asynchronous protocol
required an "available tuffer count®(33) be returned as the

32 MCCCWR must be modified to couple its CTCA to the correct
virtual machine since the USERID in the COUPLE command
assembled in MCCCRR normally specifies U“VMJH8Y,
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17th through the 32nd bits of the message text portion of
the acknowledgement message. The 16th bit was then used as
the flag designating this as a postive or negative
ackncwledgement. This bit has since been moved to the 1st
bit of the message text and the buffer count done away with.
{The code to support the buffer count still exists in
MCCS/370 but the <check to make sure it was positive before
sendirg a message has been disabled. Now, when a message is
received and no buffer space is available, a negative
ackncwledgement message is returned.)

The MCCS/370 BSC support has been tested by btringing up two
MCCS virtual wmachines and having them communicate via to
2400 baud BSC 1lines, one line dialed into the ' other.
Although this may not seen to ke a ideal testing
envircnment, since MNCCS/370 was not aware that it was
"talking to itself", it really should be sufficient to test
the lcgic of the BSC rcutines, The only area of difficulty
using +this testing technique is that, even though the
protocol implesented seens symmetrical, the protocol
implemented indeed matches that descriked in Part II.

Any errors in MCCS/370 that were detected during the initial
implementation and testing phase were corrected. It is
unreasonable, however, to expect that all errors in a systenm
of this size and complexity have been encountered and
rectified. The asynchronous line support is the most likely
candidate for ‘'bugs" even though it has had the ‘most
rigorcus testing. This is because since it was written,
several major design changes have been made to MCCS. These
changes caused consideratle rearangement of code within
MCCSNLC and MCCTPI and could have easily introduced some
currently unencountered problems. (It is very 1likely that
‘there is a problem with changes being made to SENDLIST while
it is being processed Ly MCCSND thereky invalidating the
absolute MSGBLOK pointer that it keeps. This is in th2 area
where MCCSND enables interrupts temporarily between Tthe
processing of each MSGBLOK.) .

MCCS/370 currently does not support the disconnect sequence
for e€ither asynchroncus or binary synchronous 1lines as
descrited in Part II. (A £flag in the 1INEELOK, "LNESTOP",
was specifically defined for this purpose however.) The

- — — T —— —

33 This count gave the numler of buffers that were available
fcr receiving messages when the response message was
constructed. Then, before any message was transmitted,
the buffer count of the MCCS that was to receive the
message was checked. If it was positive, the message
was sent and the count decremented; otherwise the
vessage was held.
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line Eay be shut down by disabling the line with the MCCS
HALT command although it would be more desirable to modify
MCCBSC and MCCTPI to profperly support this feature,

No analysis has been made as to the performance of MCCS/370.
Several casual okservations have been made, however, and are
noted in the following paragraphs.

Originally MCCS/370 was written to runm . as a user program in
CMS. Interrupt handling became somewhat of a problem, both
in being able to process the interrupt rapidly and in CHMS's
insistence on enabling interrupts at inopportune times (on
entry to an external interrupt bhandler, for example,
external interrupts are enabled!). A notable performance
improvement (beyond the fact that interrupts could now be
handled ccrrectly) was noted when the switch to stand~alone
operation was made. The areas of improvement were observed
in CPU times, storage requirements, and working set size.

Taking a checkpoint each time a contrel blecck on WAITLIST,
SENDLIST, or RECVLIST is changed causes a noticeable
performance degradation (presumedly due to the I/0 wait
associated with spooling). The question of whether to run
checkpointing or not has to be wmade by comparing the
advantages of increased performance with the disadvantages
of 1lcss of one or messages when a system failure occurs.
(This this can be disastrous when the message lost is in the
middle of a data file that is being transmitted.)

-
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MCCS/370 Module Supparies

This and the following pages of this appendix

description of each routine within MCCS.

Nanme:
ECCBSC

Functicn:

give a brief

5.

To handle all interrupts, reading, and writing for BSC

TP lines.

Called by:
MCCTIM and MCCTPI

Entry points:
MCCBSCHW

Entry conditions:
MCCBSC - R15 address of MCCBSC
R14 return address
R13 save area address
R4 interrupting device address
R2-R3 CSW from interrupt

FCCBSCH- R15 address of MCCBSCHW
R14 return address
R13 save area address
R1 LNEBLOK address

Exit conditions:
Ncne

Calls:
#CCCKP and MCCTIMS

External references:
MCCCTL and MCCPSA

Register usage:
R13 called routine save area address
FE12 base
R11 Lkase
E10 unused
R9 address of MCCSECT
F8 address of MSGBLOK
R7 address of LNEBLOK
F6—-R5 unused
rest work
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Nape:
MCCCAI

Function:
Bandle interrupts on the CTCAs, read PRQELOKs from the
CTCA, and add PRQELOKs to WAITLIST.

Called by:
FCCINI and MCCTIMS

Entry rpoints:
CAIRETRY (not an external name)

Entry conditions:
FCCCAI - R14 return address
R12 address of MCCCAI
R4 interrupting device address
R2-R3 CSW at time of interrupt

CAIRETRY-R15 address of CAIRETRY
R14 return address
R13 save area address
R1 CTCA device address

Exit conditions:
Nchne

Calls: .
MCCCKP and MCCTIMS

External references:
FCCCTL and MCCPSA

Register usage: _
F13 called routine save area address
E12 Lase
F11 base
RE10 unused
F9 address of MCCSECT
RE8 unused
F7 address of PRCBLOK
rest work
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Nage:
FCCCKE

Function:
To perform the checkpoint of WAITLIST,
RECVLIST by writing their contents to
gunch.

Called by: :
ECCBSC, MCCCAI, MCCLSP, and MCCSRKRD

Entry points:
Kone

Entry Conditions:
K15 address of MCCCKP
R14 return address
513 save area address
‘R1 'HAIT', 'SEND', or 'RECV"

Exit conditions:’
Hecne

Calls:
MCCGSI

External references:
MCCCTL and HCCPSAV

Register usage:
BR13 called routine save area address
F12 base - '
R11 base
F10 unused
B9 MCCSECT
FE8-R4 unused
rest work
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Name:
MCCCON

Function:
Handle interrupts from the virtual console and process
¥CCS/370 operator commands.

Called by:
FCCINI

Entry points:
None

Entry conditions:
F14 return address
R12 address of MCCCON
F4 virtual console address
RZ-R3 CSW from interrupt

Exit conditions:
Ncne

Calls:
None

External references:
4CCCIL and MCCPSA

Register usage:
R13 called routine save area address
E12 base
R11 kase
F10 unused
R9 HNCCSECT
F8 unused
B7 LNEBLOK
F6 unused
rest work
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Name:
HCCCHWR

Function:
T¢c perform CICA I,/0 and interrupt handling im virtual
machines communicating with MCCS/37C.

Entry points:
None

Entry conditions:
F15 address of MCCCHWR
R14 return address
F13 save area address
E1 address of PRQBLOK to write

Exit conditions:
FRQBLOK has been updated per SENLC/RECV request

Calls:
’ CMSKEY and HNDINT

External references:
NUCON

Register usage:
R13 called routine save area address
F12 base
R11 Lkase
F10-R8 unused
R7 address of PRQBLOK
F6=-R5 unused
rest work
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Name:
FCCLSP

Functicn:
To examine PRQBLOKs, acting upon the SEND or RECV
request, and, if necessary, sending a response to
FCCCWR via the CTCA.

Called by:
¥CCSCH

Entry points:
Yone

Entry cconditions:
F15 address of MCCLSP
R14 return address

Exit conditions:
Ncne

Calls:
HMCCCKP

External references:
MCCCTL and MCCPSA

Register usage:
R13 called routine save area address
E12 base
R11 Ekase
510 unused
R9 MCCSECT
F8 address of MSGBLOK
R7 address of PRQBLOK
F4 unused
rest work
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Nage:
MCCEND

Function:
T¢ mark the end of
no executable code.

Called by:
K/A

Entry roints:
K/A

Entry conditions:
N/A

Exit cnditions:
K/A

Calls:
N/A

BExternal references:
N/A

Register usage:
/A

MCCS routines
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Name:
MCCFLC

Function:
Tc ccnvert messages received from asynchronous TP lines
to standard message format.

Called by:
ECCTEI

Entry foints:
hone

Entry conditions:
F15 address of MCCFLC
E14 return address
F13 save area address
R7 address of LNEBLOK
F1 pointer to message buffer
R0 1length of message to convert

Exit conditions:
CC=0 if BCC count correct
CC=-0 otherwise

Calls:
Kone

Exterrnal references:
FCCCTL

Register usage:
E13 called routine save area address
R12 Lkase
E11 base
R10 unused
F9 address of MCCSECT
R8 unused
E5 nunused
rest work
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Name:
MCCGSI

Function:
70 return the spool id of the spool file active on the
unit record output device specified Ly RO.

Called by:
FCCCKP

Entry roints:
None

Entry conditions:
F15 address of MCCGSI
R14 return address
E0 address of unit record output device

Exit conditions:
F1 contains spool file id

Calls:
Kone

BExterral references:
Various CP control tlocks

Register usage:

F12 base
rest work
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Nape:
FCCINI

Functicn:
To perform the MCCS/370 virtual machine initialization.

Called by: |
CMKLLOOE after reader IPL

Entry fpoints:
FCCESA, MCCCTL, and STARTUP

Entry conditions:
Kone

Exit ccnditions:
Kone

Calls:
ECCCAI, MCCCON, MCCSCH, MCCTIM, MCCTPI, SCVXXX, and
EVC255

External references:
Ncne

Register usage:
E15 Lkase
F13 called routine save area address
R12 Lase '
F11-R10 unused
R9 MCCSECT
F8-R5 unused
rest work
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Name:
¥CCRUM

Functicn:

70 provide support for the MCCS RECV primitive for

Frocesses running in virtual machine executing CMS.

Called by:
user processes

Entry points:
RECV

Entry conditions:
B15 address of MCCRUM (RECV)
E14 return address
R13 save area address
F1 standard 0S/360 parameter list

Exit conditions: i
- PFarameter list updated as reguired.

Calls:
FCCCHWR

External references:
kone

Register usage:
F13 called routine save area address
R12 Lase
E11 base
BE10-R8 unused
E7 address of PRCBLOK
BE6-R3 unused
rest work
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Name:
MCCSND

Function:
To search SENDLIST for messages to be transmitted on
asynchronous TP lines and to notify MCCBSC (through
MCCTIMI) of a message ready to transmit on a BSC TP
line.

Called by:
FCCSCH

Entry points:
None

Entry conditions:
F15 address of MCCSHD
E14 return address
F13 save area address

Bxit ccnditions:
kone

Calls:
FCCCKP, MCCTLC, and MCCTIMI

" Extercal references:
FCCCTL and HCCPSA

Register usage:
F13 called routine save area address
BE12 Lase
E11 base
E10 unused
F9 address of MCCSECT
R8 address of HMSGBLOK
F?7 address of LNEBLOK
RS upused
F3-R2 unused
rest work
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Name 3
MCCSUM

Function:
Tc rrovide support for the MCCS SENC primitive for
Frocesses running in a virtual machine executing CHS.

Called by:
User processes

Entry points:
EEND

Entry conditions:
E15 address of MCCSUM (RECYV)
E14 return addres
F13 save area address
E1 standard 0S/360 parameter list

Exit conditions:
Farameter list updated as required.

Calls:
MCCCHR

External references:
Ncne

Register usage:
E13 called routine save area address
F12 Lase
R11 Lkase
F10-E8 unused
R7 address of PRQBLOK
E6-B3 unused
rest work
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Name:
MCCTIM

Function:
Tc¢ handle timer (interval and <clock comparator)
interrupts and provide delayed reentry to MCCS routines
after specified interval or upon request.

Called by:
MCCBsC, MCCCAI, MCCINI, and MCCSND

Entry points:
BCCTIMI and MCCTIMS

Entry conditions:
MCCTIN - R12 address of MCCTIM
R14 return address

MCCTIMI- R15 address of MCCTIMI
R14 return address
R13 save area address
R1 TROBLOK seach parameter value

FCCTINS- R15 address of MCCTIMS

R14 return addres

R13 save area address .

R2 address to pass control to at end of
interval

R1 TRQBLOK parameter value

RO time interval in hundredths of seccnds

Exit conditions:
Kone

Calls:
Yone

External references:
FCCESA

Register usage:
F13 unused
BR12 Lase
F11 base
E10-R9 unused
F8 address of Timer Request Block (TRQBLOK)
R7-RU unused
rest work
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Name:
MCCTLC

Function:
To convert messages to the required format
transmission on asynchronous TP lines.

Calleé by:
FCCSND

Entry points:
Kone

Entry conditions:
F15 address of MCCTILC
R14 return address
F13 save area address
R1 rcinter to buffer to convert
FO0 length of data in buffer

Exit ccnditions:
FO contains length of converted message

Calls:
None

Exterral references:
ECCCTL

Register usage:
F13 called routine save area address
B12 Lase
F11 base
R10 unused
F9 address of MCCSECT
rest work

o

for



MCCS -- A Multi-Computer Communications Systen

Name:
MCCTPI

Function:
Tc¢ handle interrurts on asynchronous TP lines including
the reading of incoming messages, adding the MSGBLOK to
SENDLIST or RECVLIST, and placing the proper response
FSGBLOK on SENDLIST.

Called by:
FCCINI

Entry roints:
None

Entry conditions:
F14 return address
R12 address of MCCTPI

Exit conditions:
Ncne

Calls:
MCCFLC

External references:
MCCCTL and MCCPSA

Register usage:
B13 called routine save area address
E12 base
B11 Lase
F10 unused
B9 address of MCCSECT
F8 address of MSGBLOK
B7 address of LNEBLOK
F6-R5 upnused
rest work
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MCCS ABEND CODES

The following list shows all the ABEND codes that can occur
during MCCS/370 execution. When any of these conditions
occur, a dump of virtual storage is taken using the CP DUMP
command and MCCS is restarted. The dump title 1line will
contain the ABEND code and the address at which the error
occurred. By wusing this 1list, the proper routine may be
found and by looking at that routine and the ABEND dump, the
error can be analized. (The registers at the time of the
error can be found at label GPRLOG in MCCPSA.)

Code: ESCO001

Issued by: MCCBSC

Reason: A message was received but the LNEBLOK did not
contain the address of a buffer in which to build the
MSGBICK.

Code: BSC002

Issued by: MCCBSC

Reascn: The output buffer contained a message that was
acknovwledged but the LNEBLOK did not contain a valid MSGBLOK
pointer, '

Code: CAIQ001

Issued by: MCCCAI

Reascn: A non-zero condition code was obtained when the SIO
was issued to read the PRQELOK from the CTCA.

Code: CAIOO2Z2

Issued by: MCCCAI

Reason: An unexpected error status was received from an I/0
operation on the CTCA. '
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Code: CKPO001
Issued by: MCCCKP
Reason: Register 1 did not contain °'WAIT', 'SEND', or 'RECV!
vhen FECCCKF was called to perform a checkpoint.
Code: CKEQ02
Issued by: MCCCKP

2
Reason: A non-zero condition code was obtained ‘while
atterrting to write the checkpoint data to the virtual
punch.
Code: DSP0O02
Issued by: MCCDSP
Reason: Sixteen attempts were made to write to the- send
respcnse CTCA (X'120') with the SIO indicating the channel
wvas busy.
Code: DSP003
Issued by: MCCDSP

¥
Reason: Not operational status was returned from the .SIO
issued to the send resgponse CTCA (X'120').
Code: DSPO005
Issued by: MCCDSP
Reascn: Sixteen attempts were made to write to the receive
response CTCA (X*130') with the SIO condition code
indicating the channel was busy.
Code: LSECGO6
Issued by: MCCDSE

Reason: Nct operational status was returned from the SIO
issued to the receive response CTCA (X'130').
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Code: SCHOO01

Issued by: MCCSCH

Reason: A non-zero condition code was ottained from the SIO
used tc enable an asynchronous TP line.

Code: PRGxxX

Issued by: MCCSCH

Reascrn: A program check cccurred during MCCS execution. The
interrupt code replaces xxx.

Code: SVCxxx

Issued by: MCCSCH

Reason: A SVC with the invalid code xxx was issued.

Code: SNLCO001

Issued by: MCCSND

Reason: Not operational status was returned from the HIO
issued to a asynchronous line used to terminate the active
INBIEBIT.

Code; sHDOO2

Issued by: MCCSNL

Reascen: A non-zero condition code was received from a. SIO

issued to a asynchronous line to write a message.
LA

Code: SNL100

Issued by:

Reason: No LNEBLOK could be found that provided the link
specified by the T0_ID of a MSGBLOK on SENDLIST.
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Code: TPI001
Issued by: MCCTPI

Reascn: An acknowledgement was received for the last message
transmitted but the LNEBLOK does not contain a valid MSGBLOK
pointer.
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¥M/370 Dependencie

There are several features of VN/370 that MCCS/370 utilizes
(beyond those provided in the sipulation of a real 370 using
the virtual machine ccncept). Some of these features may
well change with a new Release or PLC of CP or CHS. The
features felt most 1likely to be changed will be noted here
so that they may be incorporated in MCCS/370 concurrently
with the new version of CP or CHS.

MCCSCH used the CP SFELOK DSECT [IBMO8] and the spool file
mapifulation DIAGNOSE X'0014* [IBM12] to find the checkpoint
spool files in the virtual card reader when MCCS is starting
up. The SFBLOK macro in the HMCCS MACLIB pust be updated to
reflect any changes made to the SFBLOK format.

MCCS5/370 uses the VMFLOAL module and the CP IPLable loader.
{IEH10] Both of the routines must be available and function
similar to what they do in Release 2 ELC 13 for MCCS to be
loadeg.

The VM/370 update procedures (utilizing +the CMS UPDATE
command [IBRMO7] and the VMFASM EXEC [IBM10]) are used for
aprlying updates to the MCCS/370 source., This facility must
continue to be availakle to apply existing and future
updates,

MCCS/370 also uses some modifications that have been made to
CP and CMS by the Kansas State University Computing Center.
One of these modifications, prefixing a CP command with a
pericd tc suppress most of the console output normally
generated by that command, is used throughout MCCS,

KSU also has a wmodification to CP which causes the
distritution code specified on the CF CLOSE command to Le
used (rather than ignored) when the printer or punch has
been spoocled to "¥", This distribution code is used as a
selection criteria by MCCSCH when it is checking for
checkpecint spool files in the wvirtual reader, (The
dependency on this modification may ke removed by deleting
the CLC and BNE statements in MCCSCH at sequence numbers
00890000 and 00900000 as the other <checks that are made are
sufficient to select the proper spool file.)

in order for MCCS/370 to restart, CHS is 1IPLed so that
VMFLOAD may be used to create a new system load deck. A KSU
modification to CMS allows a parameter of the form "MEX
xxxxx" to be specified in the PARM option of the IPL command
and recognized by CMS when it is  IPled. CMS will
autopatically invoke the EXEC named "xxxxx" after it has
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performed its initialization. (See the description of
MCCSCH in Fart III to see how this feature is used by MCCS.)

As merntioned in the description of the HMCCCKP routine in
Part III, the spool id of the spool file active on the punch
is needed so that it may be purged when it is no longer
needed. A routine named MCCGSI is called to return this
elusive spocol id. This routine was obtained from the KSU
Computing Center (where it was named "FMGETSPL") and
guestions concerning it should be directed to the Systenms
Prcgramming Staff there. (MCCGSI exists in TEXT deck only
in MCCS/370, no source file is present.)

“ -
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MCCS5/370 is written in IBM System 370 assembler language and
the scurce code exists as CMS files in the KSU File Manager
Systea. The MCCS macro library is also a CMS file (named
"MCCLIB MACLIB"). All the MCCS source and macro library are
kept in COEYFILE [IBM07] “packed" format and therefore must
be unpacked before re-assembly.

All changes made to MCCS should be done using the VM/370
source update procedures. [IBH10] (The MCCS control file is
naged "MCCR10 CNTRL", the AUX files "fn AUXMCC", and the
updates are nunbered sequentially starting with "fa
MCCSCCO1M,)

There are many advantages to using this update technigque
over directly changing the source file by EDITing [ TEMO7] so
it shculd be continued if at all possitkle. By using this
prccedure not only is a detailed log of all modifications
automatically available, but wmodifications can easily be
excharnged between different installations which run
MCCS/370.
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MCCS/370 Control Elocks

The fcllowing assembler 1lisings show the names and offsets
of all the globally used control blocks in MCCS/370.
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ABSTRACT

This paper describes MCCS, a Multi-Computer Comamunications
Systen. MCCS allows processes executing in one or more
computers to communicate, via "messages", with processes
executing in the same or other computers.

MCCS provides two process-level primitives, SEND and RECYV,
to facilitate this inter-process communication. By keeping
the ECCS-process interface simple, this system should be
easily implemented on a varity of computer systems, whether
they be a "mini" or "maxi®.

This paper is divided 4into two parts. The first part
defines the general MCCS specifications. This includes such
things as the exact process parameter definitions,
transmitted message format, and line protocol for both
asynchronous and binary synchronous transmission. To aid in
presenting these specifications, sample data structures and
functional modules are given.

The second part describes an actual implementation of MCCS
on an IBM 370/158 computer. This part serves as complete
documentation of MCCS/370, as it 'is called, and is intended
for someone wishing to use, modify, or enhance it. The
Appendices supplement this part by providing additional
implementation dependent information.



