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The particle number, energy, and volume probability distributions in the canonical, isothermal-
isobaric, grand canonical, and isobaric-isenthalpic ensembles are investigated. In particular, we
consider Gaussian and non-Gaussian behavior and formulate the results in terms of a single expression
valid for all the ensembles employing common, experimentally accessible, thermodynamic deriva-
tives. This is achieved using Fluctuation Solution Theory to help manipulate derivatives of the entropy.
The properties of the distributions are then investigated using available equations of state for fluid
water and argon. Purely Gaussian behavior is not observed for any of the state points considered here.
A set of simple measures, involving thermodynamic derivatives, indicating non-Gaussian behavior is
proposed. A general expression, valid in the high temperature limit, for small energy fluctuations in the
canonical ensemble is provided. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4977455]

I. INTRODUCTION

Most applications of equilibrium statistical mechanics
focus on the determination of ensemble averages, e.g., pres-
sure, density, and chemical potential, that correspond to first
derivatives of the thermodynamic potentials.1 In the thermo-
dynamic limit, the same results are then obtained for all ensem-
bles. In contrast, fluctuations are often only used to illustrate
that the width of the energy distribution, for a system in the
canonical ensemble, for example, is negligible when compared
to the mean energy of the system.1,2 However, this implies that
fluctuations are relatively unimportant. This is not true and
many thermodynamic properties can be related to the fluctua-
tions, although the fluctuations then depend on the ensemble
of interest, i.e., the thermodynamic constraints placed on the
system. In particular, the second moments of the correspond-
ing probability distributions can be directly related to second
derivatives of the thermodynamic potentials—and include the
important response functions.2,3

The study of equilibrium fluctuations has a long history
and the interested reader is referred to a comprehensive review
by Ruppeiner for more details.4 Equilibrium fluctuations can
be related to a series of thermodynamic properties (deriva-
tives), and play an integral role in a variety of fluctuation-
dissipation theorem based relationships,5,6 and other fluid
behaviors.7,8 The majority of approaches involve an expansion
of the entropy. The most common treatment of fluctuations
is provided by Landau and Lifshitz,9 while a more extensive
discussion was recently provided by Mishin.10 However, it is
rare to expand beyond second order, which limits the result-
ing probability distribution to be Gaussian in nature. This is
the distribution often expected in the thermodynamic limit.4

Ruppeiner and others have indicated that there are signifi-
cant problems with (energy) conservation and non-covariant

a)Present address: Johns Hopkins University School of Medicine, 725 N.
Wolfe St., Baltimore, MD 21205, USA.

behavior of entropy expansions beyond the Gaussian approxi-
mation.4,11,12 Nevertheless, there is interest in the properties of
the resulting non-Gaussian distributions.4,12–14 The third and
higher moments of these distributions are finite and have been
developed by Greene and Callen.15 They are important for
understanding higher thermodynamic derivatives, especially
close to the critical point, which characterize the behavior of
fluids and their mixtures. Unfortunately, knowing the moments
does not necessarily lead to the underlying distribution.

In principle, one can directly measure the fluctuations
experimentally. For instance, particle number (density) fluctu-
ations in fluids can be measured using light scattering.16,17 It is
unlikely, however, that these methods can be easily extended
to provide higher moments of the distributions characterizing
any non-Gaussian behavior. Alternatively, the fluctuations can
be directly related to thermodynamic derivatives and prop-
erties of fluids that are relatively easy to determine. In the
Gaussian approximation, the distributions are characterized
by their covariance, corresponding to fluctuations and cross
fluctuations between pairs of variables, and the covariance
matrix is then directly related to second derivatives of the
thermodynamic potentials.2,10 Non-Gaussian behavior is then
manifested in the deviations from Gaussian behavior charac-
terized by the coskewness of the distribution, corresponding
to correlations between three variables, and can be directly
related to third derivatives of the thermodynamic potentials.15

This is the approach taken here.
Recently, we have been using Fluctuation Solution The-

ory (FST) to investigate the properties of liquids and liq-
uid mixtures.14,18–20 FST provides an alternative view of the
commonly studied closed system thermodynamic properties
in terms of fluctuating quantities occurring in an equivalent
Grand Canonical Ensemble (GCE) system. FST represents a
generalization of the Kirkwood-Buff theory of solutions,21–23

to include energy fluctuations.19 By examining the correspond-
ing fluctuations, one can obtain further insight into the prop-
erties of mixtures and simple fluids.14,24 It is well known that
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particle and energy pair fluctuations in the GCE can be related
to the response functions. However, it is less common to use
the particle-energy triplet (or higher) fluctuations to investigate
higher derivatives of the response functions. Nevertheless, the
third moments of the bivariate particle-energy joint distribu-
tion in the GCE can be useful and quantify the non-Gaussian
behavior of the underlying probability distribution.14

Here, we use FST to help provide the second and third
derivatives of the entropy for use in the usual entropy expansion
to provide a general non-Gaussian particle, volume, and energy
probability distribution that is applicable to any ensemble.
The initial steps essentially follow previous entropy expansion
approaches,9,15 although here we start from the probability
distributions for a series of ensembles. These general expres-
sions are then developed, using FST, to provide the Gaussian
and non-Gaussian distributions in terms of common thermo-
dynamic derivatives available experimentally. The nature of
the resulting distribution is then investigated.

II. THEORY
A. Fluctuations

The thermodynamic potentials associated with the four
main ensembles of statistical mechanics can be written as1,2

S/R = lnΩ(N1, V , E),

−βA = −β 〈E〉 + 〈S〉 /R = ln Q(N1, V , T ),

−βG = −β 〈E〉 − βp 〈V〉 + 〈S〉 /R = ln∆(N1, p, T ),

βpV = −β 〈E〉 + βµ1 〈N1〉 + 〈S〉 /R = lnΞ(µ1, V , T ),

(1)

where β = 1/(RT ) and R is the gas constant. The symbols Ω,
Q, ∆, and Ξ represent the partition functions for the micro-
canonical (NVE), canonical (NVT ), isothermal-isobaric/Gibbs
(NpT ), and grand canonical (µVT ) ensembles, respectively.
These are then related to the number of particles (N1), the vol-
ume (V ), the internal energy (E), the entropy (S), the pressure
(p), the absolute temperature (T ), the chemical potential (µ1),
the Helmholtz free energy (A), and the Gibbs free energy (G)
of the system. The angular brackets denote the appropriate
ensemble averages, and it is understood that for the entropy
〈S〉= S (〈N1〉, 〈V〉, 〈E〉). Formally, the entropy described above
corresponds to an entropy maximum and therefore the average
internal energy, 〈E〉, should really be the most probable inter-
nal energy, E*. However, we can assume these to be equivalent
in the thermodynamic limit (see later discussion).

The conditional probability that a system has a partic-
ular energy, volume, and/or particle number between E and
E + dE, etc., is then given by

P(E |N1, V )dE =
e−βEeS/R

Q
dE = e−βδE+δS/RdE,

P(V , E |N1)dVdE =
e−βEe−βpV eS/R

∆
dVdE

= e−βδE−βpδV+δS/RdVdE, (2)

P(N1, E |V )dN1dE =
e−βEeβµ1N1 eS/R

Ξ
dN1dE

= e−βδE+βµ1δN1+δS/RdN1dE

for the NVT, NpT, and µVT ensembles, respectively. Here,
δX = X − 〈X〉 represents a fluctuation in the property X = N1,
V, E, or S. Clearly, a general probability distribution function
(pdf) can be written as

ln P(N1, V , E) = βµ1δN1 − Z ρ1δV − βδE + δS/R, (3)

where ρ1 =N1/V is the number density, Z = βpV1 is the com-
pressibility factor of the pure fluid, and V1 is the molar volume.
This expression is applicable to all the ensembles, with the
understanding that the ensembles provide the same ensemble
average thermodynamic properties, and that δN1 is zero in a
closed system, etc.

The presence of the entropy in Equation (3) is problem-
atic. In order to develop this expression further, knowledge
of the variation in entropy (density of states) with the energy,
volume, and/or particle number is required.15 The entropy vari-
ations can be evaluated by noting that a Taylor expansion of
the entropy around 〈E〉 = E*, etc., provides

δS/R = S(1) +
1
2

S(2)N−1
1 +

1
6

S(3)N−2
1 + · · ·, (4)

where the N1’s have been included to make the corresponding
entropy derivatives that appear in the S(n) terms intensive. We
will assume that these derivatives exist and that the expansion
is valid, which is generally true if we stay away from phase
boundaries and the critical point. The S(n)’s describe a series
of increasingly more complicated terms given by

S(1) =
∑

x

Sxδx,

S(2) =
∑
x,y

Sxyδxδy,

S(3) =
∑
x,y,z

Sxyzδxδyδz,

(5)

where x, y, or z refer to each of the three dimensionless fluctu-
ations given by βE, ρ1V , or N1, corresponding to derivatives
of the entropy with respect to E, V, or N1. Here we will only
consider the terms up to and including third derivatives of
the entropy. The sums in S(1), S(2), and S(3) involve 3, 9, and
27 terms with 3, 6, and 10 unique entropy derivatives (Sx,
Sxy, Sxyz), respectively. The exact form of the dimensionless
intensive entropy derivatives is described in Appendix A.

The first and second law for an open system at equilibrium
with only pressure-volume work can be written as25

dS/R = −βµ1dN1 + Z ρ1dV + βdE. (6)

This provides the first derivatives of the entropy given in
Appendix A. Using these in Equations (3) and (4) leads to
the general expression

ln P(N1, V , E) =
1
2

S(2)N−1
1 +

1
6

S(3)N−2
1 + · · ·. (7)

Truncation after the S(2) term results in a Gaussian distribution,
and represents the stopping point for many studies of fluctua-
tions, while inclusion of the S(3) (and higher) term will lead to
non-Gaussian distributions. The resulting probabilities are not
normalized but it is clear that P(〈N1〉,〈V〉,〈E〉) = 1, irrespec-
tive of how many terms are included in Equation (7). It should
be noted that, using an entropy expansion approach beyond
Gaussian, it is problematic to assume that the mean values
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of N1, V, and E are also the most probable values. Indeed,
previous studies have shown that the GCE distributions are
not Gaussian (or symmetric) and therefore this assumption is
not justified for the present purposes.14,20 This point will also
be discussed further in Sec. III.

In order to develop Equations (5) and (7), one requires
higher derivatives of the entropy. To evaluate these second and
third derivatives, we turn to FST. We will see below that not all
these derivatives are available experimentally. Hence, further
manipulation of the derivatives will also be required.

B. Fluctuation Solution Theory

The next step requires the conversion of the entropy
derivatives to more common thermodynamic derivatives or
combinations of derivatives. In our opinion, the second, and
especially the third, derivatives can be evaluated most easily
using a FST based approach utilizing the corresponding pair
and triplet fluctuations for the equivalent GCE. To achieve this,
we define a series of fluctuating pair and triplet densities

BXY ≡ 〈δXδY〉 /V ,

CXYZ ≡ 〈δXδYδZ〉 /V ,
(8)

where X, Y, Z = N1 (indicated by a subscript 1), E, ε, or
E ′. The angular brackets denote a GCE average. While other
fluctuating quantities will appear later, the most useful energy
quantities for our initial manipulations are

ε ≡ E − N1H1,

E ′ = E − N1E1,
(9)

where ε and E′ are the excess energies, E and N1 are the instan-
taneous (in the time average sense) internal energy and particle
number for the equivalent GCE system, H1 is the average molar
enthalpy, and E1 is the average molar internal energy. The main
reason for adopting the above combinations is to negate the fact
that the energy fluctuations in the GCE are sensitive to the zero
of energy.24 The above pair fluctuation densities can be con-
verted to a set of corresponding dimensionless counterparts
(indicated by lower case letters) by

b11 ≡ B11/ρ1,

b1ε ≡ βB1ε/ρ1,

bεε ≡ β2Bεε/ρ1.

(10)

Similar expressions can be written for the C’s and then provide
the corresponding dimensionless c’s. The above fluctuating
quantities are related to common thermodynamic properties
of fluids via18,19,26,27

pκT

Z
≡

p
ρ1Z

(
∂ρ1

∂p

)
T
= b11,

Tαp ≡ −
T
ρ1

(
∂ρ1

∂T

)
p
= −b1ε ,

Cp,m

R
≡

1
R

(
∂H1

∂T

)
p
= bεε ,

CV ,m

R
≡

1
R

(
∂E1

∂T

)
ρ1

= bεε −
b2

1ε

b11
,

(11)

where κT is the isothermal compressibility, αp is the thermal
expansion coefficient, Cp,m is the isobaric molar heat capac-
ity, and CV,m is the isochoric molar heat capacity. Hence, if
one knows the b’s for the GCE system, one also knows the
response functions for the equivalent closed system. Likewise,
if one knows the response functions, one also knows the pair
fluctuations for an equivalent open GCE system. Finally, we
note that the following combination of terms occurs repeatedly
for the entropy derivatives and so we define

S0 ≡
1

bεεb11 − b2
1ε

=
Z

pκT

R
CV ,m

(12)

to help simplify many of the resulting equations. This partic-
ular combination of B’s can be written in several ways

BεεB11 − B2
1ε = BEEB11 − B2

1E = BE′E′B11 − B2
1E′ (13)

which also helps to simplify the process of obtaining many of
the third derivatives.

Using the above relationships, the six unique dimen-
sionless second derivatives of the entropy are given by (see
Appendix B)

SNN = −S0bEE , SVV = −S0bE′E′ , SEE = −S0b11,

SNV = S0bEE′ , SNE = S0b1E , SVE = −S0b1E′
(14)

in terms of the dimensionless particle and energy fluctuations.
It should be noted that SNN , SNV , and SNE , i.e., the particle
number derivatives, are not available experimentally as the
energy fluctuations in the GCE depend on the zero of energy.
The fluctuations that involve just E ′ do not depend on the zero
of energy and hence SVV , SVE , and SEE are available.

The third derivatives of the entropy are more involved.
They can be obtained from Equation (14) using the approach
outlined in Appendix C. There are ten unique derivatives. In
their most condensed form, they are given by

SNNN = −S3
0cnnn,

SNNV = S3
0cnnv + S0bEE ,

SNNE = S3
0cnne

(15)

with
SVVN = −S3

0cvvn − 2S0b1E′ βE1,

SVVV = S3
0cvvv + 3S0bE′E′ ,

SVVE = S3
0cvve + 2S0b1E′

(16)

and
SEEN = −S3

0ceen,

SEEV = S3
0ceev + S0b11,

SEEE = S3
0ceee

(17)

and finally

SNVE = −S3
0cnve − S0b1E , (18)

where we have used the following definitions:

n ≡ βEb1E − N1bEE ,

v ≡ βE ′b1E′ − N1bE′E′ ,

e ≡ βEb11 − N1b1E .

(19)

While most of these derivatives are available experimentally,
the particle number derivatives are not due to their dependence
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on the zero of energy.24 Note that, in the above volume deriva-
tives of the entropy, there is an additional term involving pair
fluctuations that will only contribute for isobaric ensembles.

III. RESULTS AND DISCUSSION
A. Gaussian distributions

Gaussian approximations for the particle, energy, and vol-
ume distributions are common in textbooks.2,16 However, we
have included them here for three main reasons. First, they
illustrate the process of obtaining the distributions from the
second entropy derivatives, which is then extended to include
the third derivatives in Sec. III B. Second, the forms that most
commonly appear in textbooks often treat multiple fluctuating
variables independently, whereas in reality they are usually
correlated. In many cases, this limitation is not a major problem
as only the order of magnitude of the fluctuation is of interest.
However, the appropriate multivariate Gaussian distribution
can also be of importance. Third, an initial analysis of the
NVT, NpT, and µVT results suggested that a single probability
distribution valid for a variety of ensembles is available.

As mentioned previously, many of the entropy derivatives
are not available experimentally. This indicates that some form
of substitution is required to provide combinations of entropy
derivatives that are experimentally available. Based on our
previous applications of FST,19 we will adopt the following
dimensionless quantities:

VE ≡ ρ1(V − N1V1),

HE ≡ β(E + 〈p〉V − N1H1),

SE ≡ (S − N1S1)/R

(20)

representing an instantaneous excess volume, enthalpy, and
entropy, respectively. Here, S1 is the molar entropy and the
values of N1, V, E, and S can fluctuate depending on the ensem-
ble. These excess quantities average to zero in all the main
ensembles. The enthalpy involves the average pressure writ-
ten as 〈p〉 to emphasize that pressure never fluctuates in these
quantities regardless of the ensemble. Furthermore, the excess
enthalpy definition avoids the zero of energy problem for open
systems.24 Before using the above quantities to develop the
entropy expansion, we note that the corresponding quantities,
ρ1δV = δVE + δN1 and βδE = δHE −ZδVE + βE1δN1, when
used in Equation (6) give

δSE = δHE (21)

for small fluctuations. Hence, the excess entropy and enthalpy
fluctuations are equal and therefore δSE could be used in place
of δHE in the following equations.

If we substitute the expressions for δE and δV given by
Equation (20) into the expression for S(2) found in Equation
(5) and then collect identical terms the result can be written as

S(2) = FVV (δVE)2 + FHH (δHE)2 + FNN (δN1)2

+ 2FVHδVEδHE + 2FNV δN1δVE + 2FNHδN1δHE ,

(22)

where the F’s involve combinations of second entropy deriva-
tives. Interestingly, the F’s corresponding to the particle
number fluctuations are given by

FNN ≡ SNN + SVV + SEE(βE1)2 + 2SNV + 2SNE βE1

+ 2SVE βE1 = 0,

FNV ≡ SVV − SEE βE1Z + SNV − SNEZ

+ SVE(βE1 − Z) = 0,

FNH ≡ SEE βE1 + SNE + 2SVE = 0

(23)

and subsequently disappear. The other F’s simplify consider-
ably to give

FVV ≡ SVV − 2SVEZ + SEEZ2 = −S0bεε ,

FVH ≡ SVE − SEEZ = −S0b1ε ,

FHH ≡ SEE = −S0b11

(24)

all of which involve quantities that are available experi-
mentally. Therefore, the FST based Gaussian probability
distribution is then

ln P(N1, V , E) = −
S0

2N1

[
bεε(δVE)2 + 2b1εδVEδHE

+ b11(δHE)2
]

(25)

which can be expressed using common thermodynamic prop-
erties as

ln P(N1, V , E) = −
1

2N1

Cp,m

CV ,m

[
(δVE)2

pκT/Z

− 2Tαp
δVE

pκT/Z
δHE

Cp,m/R
+

(δHE)2

Cp,m/R

]
. (26)

The relationship is valid for all the common ensembles of
interest. Specific expressions for each ensemble are provided
below.

The normalized Gaussian probability distribution result
for ensembles where at least one extensive variable is fixed, i.e.,
all but the µpT ensemble, can be written in a general form given
by

P(N1, V , E) = (2π |Q|1/2)−1e−
1
2 qTQ−1q, (27)

where the covariance matrix, Q, involves the pair fluctuations
arising from a FST analysis of the thermodynamics according
to

Q ≡ *
,

〈δN1δN1〉 −β 〈δN1δε〉

−β 〈δN1δε〉 β2 〈δεδε〉
+
-

. (28)

Alternatively, in terms of common thermodynamic properties
one has

Q = N1 *
,

pκT/Z Tαp

Tαp Cp,m/R
+
-

, (29)

where |Q| =CV pκT/(RZ)=N1/S0. The thermodynamic prop-
erties in the above matrix provide the covariances correspond-
ing to the fluctuations in the excess volume and enthalpy as
indicated in Equation (26). The general nature of the above dis-
tribution is then provided by the corresponding column vector
which takes the form

q ≡
(
δVE

δHE

)
(30)

in terms of the excess volume and enthalpy. This then reduces
to the following values for the main ensembles:
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q =
(

0
0

)
NVE
=

(
0
βδE

)
NVT
=

(
ρ1δV
βδH

)
NpT

=

(
−δN1

βδε

)
µVT
=

(
ρ1δV

0

)
NpH

(31)

although the NpH ensemble is usually only of significant inter-
est for computer simulation studies.28

Consequently, a Gaussian result valid for all ensembles
has been provided in terms of an excess volume and enthalpy.
The excess volume and enthalpy then reduce to the appropri-
ate fluctuating quantities for each ensemble, while the covari-
ance matrix itself does not change. The fluctuating quantities
are essentially those expected for all but the GCE. In this lat-
ter case, the above relationships clearly indicate that the excess
energy ε is the relevant quantity in the GCE ensemble required
to describe the common thermodynamic properties in the sim-
plest manner. The above equations also emphasize the cross
correlation between the fluctuations in the NpT and GCE that
only disappears when αp = 0 and hence Cp,m = CV,m. Finally,
we note that the determinant of the 3× 3 matrix of entropy
derivatives formed from the relationships provided in Equa-
tion (14) can be shown to be singular, and hence a general
multivariate Gaussian distribution function expression for the
(unbounded) fluctuations cannot be written for the correspond-
ing µpT ensemble (as expected).

B. Non-Gaussian distribution

The corresponding non-Gaussian distribution is signifi-
cantly more complicated. In particular, while the number of
fluctuating quantities remains reasonable, the number of cor-
responding thermodynamic derivatives increases substantially.
Nevertheless, from the previous results, it would appear that
a general distribution valid for multiple ensembles should be
available. Again, we use the substitutions denoted in Equa-
tion (20) for the S(2) and S(3) terms. The S(2) term remains
the same as before and we can use the result presented in
Equation (25) or (26). We will factor the S(3) term into two con-
tributions, one (PV ) involving just the pair fluctuations (b’s)
that only appears for isobaric ensembles, and one (P3) involv-
ing just the triplet fluctuations (c’s), as indicated in Equations
(15)–(18). The same type of manipulations used in Sec. III A
is required again. The details are provided in Appendix D.

This approach leads to a general expression for the
distribution

ln P(N1, V , E) = P2 + PV + P3, (32)

where

P2 = −
S0

2N1

[
bεε(δVE)2 + 2b1εδVEδHE + b11(δHE)2

]
,

PV =
S0

2N2
1

[
bεε(δVE)3 + 2b1ε(δVE)2δHE + b11δVE(δHE)2

]

= −P2δVE/N1,

P3 =
S3

0

6N2
1

[
csss(δVE)3 + 3csst(δVE)2δHE + 3csttδVE(δHE)2

+ cttt(δHE)3
]

(33)

in terms of the fluctuations defined in Equation (20) and where

s ≡ βεb1ε − N1bεε ,

t ≡ βεb11 − N1b1ε .
(34)

We note that the PV term only contributes for isobaric ensem-
bles (even if the particle number or energy fluctuates). The
intensive properties defined in Equation (8) indicate that the
pair and triplet fluctuations are proportional to V and therefore
N1. Consequently, the PV and P3 terms are not intensive and
appear to become negligible as the system size becomes infi-
nite. Hence, the real distribution then tends towards that of a
Gaussian distribution. This is as expected, although the infinite
system limit is complicated by the additional requirement of
an infinite “bath” to maintain a constant chemical potential,
temperature, or pressure.11 However, as we show below, this
does not mean that the third and higher moments, obtained
upon integration, are then zero.

P2 and PV can be expressed in terms of thermodynamic
properties using the results given in Equation (11). In order
to express the above result for P3 in terms of thermodynamic
properties, we need to express the triplet fluctuations in terms
of thermodynamic properties. This process is described in
Appendix D. The final result is

S3
0cttt =

(
R

CV ,m

)2

J1, (35)

S3
0cstt = −

(
R

CV ,m

)2 

(
Z

T
p
∂p
∂T

)
ρ1

J1 +
CV ,m

R
J2


, (36)

S3
0csst =

(
R

CV ,m

)2 

(
Z

T
p
∂p
∂T

)2

ρ1

J1 + 2
CV ,m

R

(
Z

T
p
∂p
∂T

)
ρ1

J2

+
CV ,m

R
Z

pκT
J3

]
, (37)

S3
0csss = −

(
R

CV ,m

)2

×



(
Z

T
p
∂p
∂T

)3

ρ1

J1 + 3
CV ,m

R

(
Z

T
p
∂p
∂T

)2

ρ1

J2

+ 3
CV ,m

R
Z

pκT

(
Z

T
p
∂p
∂T

)
ρ1

J3 +

(
CV ,m

R

)2 Z
pκT

J4



,

(38)

where the Jn’s are given by

J1 ≡
cttt

b11btt
= 2 +

T
CV ,m

(
∂CV ,m

∂T

)
ρ1

,

J2 ≡
c1tt

b11btt
= 1 − Z

R
CV ,m

T2

p

(
∂2p

∂T2

)
ρ1

,

J3 ≡
c11t

b2
11

= 1 +
T
κT

(
∂κT

∂T

)
ρ1

,

J4 ≡
c111

b2
11

= 1 + ρ1

(
∂2ρ1

∂p2

)
T

/ (
∂ρ1

∂p

)2

T

(39)

and have been written so that the distribution is Gaussian when
all the Jn’s are zero. Furthermore, the coefficients of the Jn’s
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are always positive, in the absence of an isobaric density max-
imum, and therefore the Jn’s also determine the sign of the
c’s. The various combinations of derivatives in Equation (39)
characterize the deviation from Gaussian behavior. The distri-
bution provided by Equations (32), (33), and (35)–(39) is valid
for all the ensembles described in Section III A. When αp is
zero then so is the thermal pressure coefficient. Under these
conditions, the expressions simplify greatly as only the final
term on the right hand side of Equations (35)–(38) survives.
The Jn’s are clearly related to the GCE triplet fluctuations and
hence finite triplet fluctuations lead to non-Gaussian behavior.
This is to be expected, but now it is clear which triplet fluc-
tuations are important and how they relate to more common
thermodynamic derivatives. Finally, the value of J3 is given by
a thermodynamic derivative not commonly provided by a typ-
ical equation of state. An alternative expression that employs
more traditional derivatives is given by

J3 = 1 + T


(
∂2ρ1

∂p∂T

) (
∂ρ1

∂p

)
T
−

(
∂2ρ1

∂p2

)
T

(
∂ρ1

∂T

)
p



/ (
∂ρ1

∂p

)2

T

(40)

and was obtained using the relationships provided in Equa-
tion (D5).

C. Experimental non-Gaussian behavior

To investigate the non-Gaussian behavior further, we have
extracted the Jn’s from accurate equations of state for the com-
plex fluid water,29 and the simple fluid argon,30 that provide
the required thermodynamic derivatives. The results are pre-
sented in Figures 1 and 2 and also in Tables I and II. It is
immediately apparent that there is no point on the phase dia-
grams where all four Jn’s are zero. While several of the Jn’s
do change sign, particularly in the liquid and supercritical
regions, they do so at different pressures and temperatures.
Non-Gaussian behavior can be quantified by the Jn values.
When the Jn’s are all zero, one observes a simple Gaussian
distribution. This places firm restrictions on the allowed values
of the thermodynamic derivatives in Equation (39). The data
for water presented in Table II clearly show that the distribu-
tion displays significant non-Gaussian character. Hence, these
restrictions are unlikely to be met for real fluids at a single state
point and Gaussian behavior in pure fluids does not appear to
be possible. The ideal gas results are also included in Table I
to emphasize that Gaussian behavior is also not observed even
in this limiting case. In fact, ideal gases actually follow a Pois-
son distribution.9,14 It should be noted that the Jn’s and c’s in
Table I represent triplet fluctuations in the GCE. As these are

FIG. 1. Contour plots for the dimen-
sionless non-Gaussian measures Jn as
a function of p and T for fluid water.
Top: J1 (left) and J2 (right). Bottom:
J3 (left) and J4 (right). The thick solid
black curves denote the phase bound-
aries. Zero contours are indicated with
dashed black curves. The boundary
of the supercritical region is marked
by thin black lines. The data were
generated using the IAPWS-95 equa-
tion of state,29 as implemented in the
NIST/ASME STEAM database version
2.2.31
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FIG. 2. Contour plots for the dimen-
sionless non-Gaussian measures Jn as
a function of p and T for fluid argon.
Top: J1 (left) and J2 (right). Bottom:
J3 (left) and J4 (right). The thick solid
black curves denote the phase bound-
aries. Zero contours are indicated with
dashed black curves. The boundary of
the supercritical region is marked by
thin black lines. The data were gener-
ated using the equation of state from
Tegeler, Span, and Wagner,30 as imple-
mented in the NIST REFPROP database
version 9.1.32

available and finite, this indicates that the third moments of the
distribution, i.e., the measures of skewness, are non-zero for
real fluids. Consequently, although the probability distribution
may visually tend towards a Gaussian distribution for infinite
systems, the resulting third moments obtained on integration
are still finite—assuming that real fluid behavior represents the
true thermodynamic limit.

D. Specific distributions for the common ensembles

The general result given in Equation (33) can be used to
provide specific expressions for different ensembles. For the
canonical ensemble we find

ln P(E |N1, V ) = −
S0

2N1

[
b11(βδE)2

]

+
S3

0

6N2
1

[
cttt(βδE)3

]
. (41)

From Equation (21) or, equivalently, Equation (6), we also
have δS/R = βδE or δA = 0 for (infinitesimally) small fluctu-
ations. Clearly, the Gaussian result corresponds to truncation
after the first term on the right-hand side. The result can also
be expressed in terms of common thermodynamic properties
using the previous relationships.

For the isothermal-isobaric ensemble we have

ln P(V , E |N1) = −
S0

2N1

[
bεε(ρ1δV )2 + 2b1ε ρ1δV βδH

+ b11(βδH)2
] (

1 −
ρ1δV
N1

)
+

S3
0

6N2
1

[
csss(ρ1δV )3 + 3csst(ρ1δV )2 βδH

+ 3cstt ρ1δV (βδH)2 + cttt(βδH)3
]

(42)

and δS/R = βδH or δG = 0. One could expand the enthalpy to
give the energy and volume fluctuations. However, this does
not provide the simplest relationships for the corresponding
moments.

In the GCE we have

ln P(N1, E |V ) = −
S0

2 〈N1〉

[
bεε(δN1)2 − 2b1εδN1 βδε

+ b11(βδε)2
]

−
S3

0

6 〈N1〉
2

[
csss(δN1)3 − 3csst(δN1)2 βδε

+ 3csttδN1(βδε)2 − cttt(βδε)3
]

(43)
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TABLE I. Signs for the non-Gaussian measures in different fluid phases of
water and argon. S.C. = supercritical; I.G. = classical ideal gas; Cr = CV,m/R,
where the heat capacity corresponds to that provided by the translational
and intramolecular rotational and vibrational degrees of freedom, which are
considered independent of temperature.

Water Argon

Property Gas Liquid S.C. Gas Liquid S.C. I.G.

S0 + + + + + + 1/Cr

b11 + + + + + + 1
b1ε

a
� � � � � � �1

bεε + + + + + + 1 + Cr

J1 + + +/� + + +/� 2
J2 + +/� + + +/� + 1
J3 � +/� +/� � � � 0
J4 + � +/� + � +/� 1
cttt + + +/� + + +/� 2Cr

cstt � +/� � � +/� +/� �Cr (2 + Cr )
csst + +/� + + +/� +/� 2Cr (1 + Cr )
csss � + +/� � +/� +/� �Cr (1 + Cr ) (2 + Cr )

aThe value of b1ε can be positive, negative, or zero (for liquid water) but is negative for
the vast majority of the phase diagram. We have ignored changes in sign close to the
vapor-liquid curve and the critical point.

and δSE/R = βδε or δA − µ1δN1 = 0. Hence, the excess
energy is equivalent to the excess entropy for this ensemble.
This condition can be rewritten to include the thermodynamic
potential associated with the GCE to give δG − µ1δN1 − Vδp
= 0. But, δG = µ1δN1 for the GCE, and so we have δp = 0.
Again, one can expand the excess energy term but, not only
do the expressions become more complicated, they also lead
to energy moments that are experimentally inaccessible.

Finally, the isobaric-isenthalpic ensemble leads to

ln P(V |N1, H) = −
S0

2N1

[
bεε(ρ1δV )2

] (
1 −

ρ1δV
N1

)
+

S3
0

6N2
1

[
csss(ρ1δV )3

]
(44)

and δS = 0. All the above equations can be expressed in terms
of common thermodynamic properties using Equations (10)
and (35)–(38).

E. Properties of the distributions

Previously we stated that, while the distribution tends
towards a Gaussian for large systems, the higher moments
(coskewness, excess cokurtosis) of the distribution are still
finite. Here, we illustrate this behavior in more detail.
Unfortunately, the entropy expansion through S(3) results in a
distribution that cannot be integrated and hence the moments
are unavailable. To provide a distribution that can be integrated,
one requires higher terms in the expansion. As the general

TABLE II. Values for the non-Gaussian measures in liquid water at 298.15 K
and 1 bar.

S0 1.797 J1 1.577 cttt 0.003
b11 0.062 J2 −0.800 cstt 0.011
b1ε −0.077 J3 −0.170 csst −0.085
bεε 9.060 J4 −3.682 csss 10.484

expression for the fluctuations leads to many complicated addi-
tional terms, we have focused on the simplest case—the energy
distribution in the canonical ensemble—where we only require
one extra derivative. This process is outlined in Appendix E.
In particular, we compare the moments obtained from the cur-
rent entropy expansion to the known (exact) moments obtained
from the canonical ensemble partition function to ensure that
the results are consistent.

Before using the expanded energy distribution, we note
that the exact central moments (Mn) of the canonical ensemble
energy distribution can be obtained by repeated differentiation
of the partition function with respect to temperature.2 This also
provides the exact cumulants (Kn) of the distribution in terms
of the central moments. The results are

〈βδE〉 = M1 = 0,

CV

R
=

〈
(βδE)2

〉
= M2 = K2 = σ

2,

2
CV

R
+

T
R

(
∂CV

∂T

)
ρ1

=
〈
(βδE)3

〉
= M3 = K3,

6
CV

R
+ 6

T
R

(
∂CV

∂T

)
ρ1

+
T2

R

(
∂2CV

∂T2

)
ρ1

=
〈
(βδE)4

〉
− 3

〈
(βδE)2

〉2
= M4 − 3M2

2 = K4,

(45)

whereσ2 is the variance of the energy pdf and all the ensemble
averages correspond to the canonical ensemble. The above
expressions can be used to relate the fluctuations in the GCE
and canonical ensembles as indicated in Equations (D4), (D6),
and (E3).

All the pdfs presented in Secs. III A and III D actually
depend on the system size. However, in most cases, one is
only interested in the thermodynamic limit, i.e., N1→∞ with
ρ1 fixed. It is commonly noted that in the thermodynamic
limit, the most probable and the average quantities coincide.
However, while this is true in the Gaussian approximation,
this is not true for the non-Gaussian counterparts. Hence, the
equations presented in Sections III B and III D do not provide
〈E〉 = E*, etc. Clearly, for a finite system, we actually have δE
= E �E* as the pdfs display a maximum at δE = 0. This does
not invalidate the pdfs described previously, but it does have
some subtle, and important, consequences that are discussed
below.

Using the results presented in Equations (14), (17), (39),
(E1), (E3), and (45) in the entropy expansion, we find that

ln P(E |N1, V ) = −
K2

2

(
βδE
K2

)2 [
1 −

1
3

K3

K2

(
βδE
K2

)
−

1
12

*
,

K4

K2
− 3

K2
3

K2
2

+
-

(
βδE
K2

)2
. (46)

This is a general expression for the energy fluctuations in
the canonical ensemble through fourth order. It is interest-
ing to compare the central moments (M̃n) and corresponding
cumulants (K̃n) of the distribution provided by Equation (46)
with the known exact central moments and cumulants given
in Equation (45). First, we note that the moments provided by
Equation (46) depend on N1, as does the visual appearance
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FIG. 3. Energy fluctuation probability distributions for the canonical ensem-
ble as provided by Equation (46) in the high temperature limit. The normalized
curves correspond to different systems sizes where CV,m/R = 1, but the
CV /R = N1 = K2 =σ2 values differ. The moments and cumulants obtained
for infinite size systems correspond to exact values of M1/K2 = 0, K3/K2 = 2,
and K4/K2 = 6.

of the distribution. This is illustrated in Figure 3 where we
present the energy pdfs for different system sizes and com-
pare the results with the corresponding Gaussian distribution.
While the skewness and kurtosis are apparent for small system
sizes, this appears to vanish for large systems and the distri-
bution then visually resembles a Gaussian. This is due to the
fact that the skewness and kurtosis become small in compari-
son with the variance. Numerical integration of the pdf for an
infinite system provides

M̃1

M̃1/2
2

= 0,
M̃3

M̃3/2
2

= 0,

M̃4

M̃2
2

= 3,
K̃4

M̃2
2

= 0

(47)

for the standardized moments, as would be expected for a
Gaussian distribution.

Upon integration, however, the asymmetry in the distri-
bution is magnified and gives rise to non-zero values for the
third and fourth cumulants. In fact, by numerical integration
of Equation (46), we find that

β(〈E〉 − E∗) =
1
2

K3

K2
,

K̃2

K2
=

K̃3

K3
=

K̃4

K4
= 1

(48)

for N1→∞. The relationships are also good for N1 >≈ 1000.
Hence, the cumulants remain finite even though the distribu-
tion appears Gaussian. It is the cumulant ratios that give rise
to the associated thermodynamic behavior, i.e., the changes
in thermodynamic properties with changes in state point, as
shown in Equation (45). For an infinite system, one obtains the
same central moments and cumulants as provided by differen-
tiation of the canonical ensemble partition function. The above
results suggest that an analytical expression for the moments of
the distribution should be available. However, we were unable
to find one. The raw moments and corresponding cumulants
(K̂n) are different from the central moments, as indicated by

the first relationship in Equation (48), and are given by

K̂2

K2
= 1,

K̂3

K2
=

5
2

K3

K2
,

K̂4

K2
=

K4

K2
+ 2

(
K3

K2

)2

(49)

for the distribution in Equation (46) in the infinite system limit.
As mentioned previously, if the (δE)4 term in Equation

(46) is set to zero, then the pdf cannot be (formally) inte-
grated due to the behavior of the pdf as δE→∞. However,
our numerical studies indicate that one actually finds a well-
behaved Gaussian-like probability distribution followed by
a divergence for energy fluctuations well removed from the
main (δE ≈ 0) distribution. The appearance of the divergence
shifts to higher and higher energy fluctuations as N1 increases
(roughly as N1 σ). Consequently, for reasonably large values
of N1, the energy pdf is perfectly well behaved as long as one
truncates the integration at 10 σ or so. In this case, the same
results as described in Equation (48) are obtained.

The above relationships for the cumulants in terms of ther-
modynamic derivatives contain many terms. However, if we
ignore the temperature dependence of the heat capacity, which
is a valid approximation at high temperatures, then the fluc-
tuations and entropy derivatives are simply given by the first
term on the left hand side of Equation (45). The pdf can then
be written as

ln P(E |N1, V ) =
CV

R


−

1
2

(
βδE

CV/R

)2

+
1
3

(
βδE

CV/R

)3

−
1
4

(
βδE

CV/R

)4
(50)

which takes the form of a ln(1 + x) expansion. Assuming
this is also true beyond fourth order, we find that for small
(| βδE | <CV/R) energy fluctuations, the un-normalized energy
pdf is given by

P(E |N1, V ) =

(
1 +

βδE
CV/R

)CV /R

e−βδE (51)

through all orders, and also provides the entropy fluctuations
via Equation (2). However, as the energy fluctuations can, in
principle, be infinite, the more general distribution given by
Equations (46) or (50) is required to determine the moments
that characterize the actual truncated distribution. From Table
II and Equation (39), it is clear that the high temperature limit
is not valid for water under ambient conditions as J1 = 1.577
� 2. However, this is primarily due to the intramolecular con-
tributions to the heat capacity. For argon we find J1 ≈ 2 for
large parts of the phase diagram, as shown in Figure 2. For a
fluid at high temperature with unit variance (K2 = K̃2 = 1), the
partition function provides cumulants of K3 = 2 and K4 = 6.
The same results are obtained from Equation (46) for infinite
size systems.

Ruppeiner has questioned the validity of a simple entropy
expansion beyond second order.4,11 This criticism is based on
(at least) two aspects of the resulting pdf. First, with third
order terms, the energy pdf is no longer symmetric and there-
fore 〈E〉�E* is no longer zero. This then violates the energy
conservation and additivity laws between the system and the
surrounding bath. Second, the resulting pdf is no longer covari-
ant with respect to a change in thermodynamic coordinate
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(property). From our numerical results using the pdf described
in Equation (46), we find (as expected) that, even for infinite
system sizes, the mean energy and most probable energy do
not coincide. However, for large system sizes, the difference
between the two is fixed by the third cumulant as indicated
in Equation (48). Indeed, adding an (arbitrary) fifth and sixth
order term to the entropy expansion in Equation (7) does not
affect this result. Therefore, we find β(E �E*) = β(E � 〈E〉)
+ 1/2 K3/K2 for large systems. Hence, the properties of the
distribution, determined by βδE/K2 in Equation (46), become
insensitive to whether one uses δE =E – E* or δE =E � 〈E〉
as the difference just corresponds to a simple shift of the
pdf along the energy coordinate. This is due to the fact that
while the energy fluctuations are extensive, the K3/K2 ratio
is intensive, and hence (〈E〉�E*)/N1 then tends to zero, as
indicated in Equation (48). Consequently, the pdf obeys the
criteria required for energy conservation and additivity for all
but very small (N1 < 1000) systems, even though it possesses
a finite skewness.

The issue of covariant behavior is more difficult to answer.
A full discussion of the pdf presented here is hindered by the
absence of a normalization factor. Normally, this is considered
to be a simple constant. However, it is clear from the pdfs
developed here that it must, at least, vary with system size
and/or average energy. It is possible that any Jacobian factor
arising from a change in coordinate may affect the results for
very small system sizes but could lead to covariant behavior
for large/infinite system sizes where the distribution resembles
the properties of a simple Gaussian, as indicated by Equation
(47). Alternatively, covariant behavior might be restricted to
the pdf corresponding to an expansion of the entropy as a
function of N1, V, and E and not the conditional pdf generated
by expanding in only one thermodynamic variable.

Consequently, the current approach seems to contradict
the more general conclusion by Ruppeiner (and others) that
simple entropy expansions are prone to difficulties. Unfortu-
nately, this conflict has not been resolved here. Alternative
approaches for simple systems have been suggested.4,33 Nev-
ertheless, the results presented here for the energy probability
distribution indicate that the first four moments and cumulants
obtained from the entropy expansion agree with those obtained
from the partition function. Hence, assuming this also holds
for other ensembles, it appears that the present non-Gaussian
distribution can be useful, at least for infinite size systems.

IV. CONCLUSIONS

A simple general form for the probability distribution
describing fluctuations in the particle number, volume, energy,
and entropy has been presented. This single equation is valid
for all the common ensembles of interest and has been extended
to include the triplet fluctuations that describe non-Gaussian
behavior. The probability distribution was developed using
FST to manipulate the entropy derivatives into a convenient
form and to then relate the results to experimentally available
thermodynamic derivatives. It should be noted that FST is not
required for this process and one could have used purely ther-
modynamic derivatives. However, the use of FST significantly
simplifies the required manipulations. Visually, the resulting

probability distribution tends towards the Gaussian result for
large (infinite) system sizes. A set of four indicators for non-
Gaussian behavior is proposed and investigated for fluid water
and argon using equation of state data. It appears that the skew-
ness of the distribution remains finite, even for infinite systems,
and that Gaussian behavior is not possible for real fluids.
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APPENDIX A: ENTROPY DERIVATIVES

A specific form of the entropy derivatives is used here.
In particular, we define these derivatives to be dimensionless
and intensive. The first derivatives of the entropy are obtained
from Equation (6) and are given by

SN ≡
1
R

(
∂S
∂N1

)
V ,E
= −βµ1,

SV ≡
V1

R

(
∂S
∂V

)
N1,E
= Z ,

SE ≡
1

Rβ

(
∂S
∂E

)
N1,V
= 1.

(A1)

A series of dimensionless intensive second derivatives are
defined

SNN ≡
N1

R
∂2S

∂N2
1

= −N1

(
∂ βµ1

∂N1

)
V ,E

,

SVV ≡
N1V2

1

R
∂2S

∂V2
= N1V2

1

(
∂ βp
∂V

)
N1,E

,

SEE ≡
N1

Rβ2

∂2S

∂E2
=

N1

β2

(
∂ β

∂E

)
N1,V

(A2)

together with a series of cross derivatives

SNV ≡
N1V1

R
∂2S

∂N1∂V
= −N1V1

(
∂ βµ1

∂V

)
N1,E

= N1V1

(
∂ βp
∂N1

)
V ,E

,

SNE ≡
N1

Rβ
∂2S

∂N1∂E
= −

N1

β

(
∂ βµ1

∂E

)
N1,V
=

N1

β

(
∂ β

∂N1

)
V ,E

,

SVE ≡
N1V1

Rβ
∂2S
∂V∂E

=
N1V1

β

(
∂ βp
∂E

)
N1,V
=

N1V1

β

(
∂ β

∂V

)
N1,E

,

(A3)

where the equalities on the far right hand side are a result of
Equation (A1). A similar set of dimensionless third derivatives
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can also be defined where one includes a factor of N1
2 and

additional factors of V1 for each volume derivative and β for
each energy derivative. For example,

SNVE ≡
N2

1 V1

βR
∂3S

∂N1∂V∂E
(A4)

and similarly for the other nine unique third derivatives.

APPENDIX B: SECOND DERIVATIVES
OF THE ENTROPY USING FST

The dimensionless second derivatives can be expressed
using just the b’s provided by FST. Here we provide the rela-
tionships used to generate the results presented in Equation
(14). Our approach is to develop relationships between vari-
ous thermodynamic derivatives and then use the known results
from FST. First, we note that(

∂ βµ1

∂E

)
N1,V
= H1

(
∂ β

∂E

)
N1,V

+ βV1

(
∂p
∂E

)
N1,V

,(
∂ βµ1

∂V

)
N1,E
= H1

(
∂ β

∂V

)
N1,E

+ βV1

(
∂p
∂V

)
N1,E

(B1)

are generated from the differential of βµ1(β,p,N1). A series
of Euler chain rule relationships are also available(

∂ βµ1

∂N1

)
V ,E

(
∂N1

∂E

)
βµ1,V

(
∂E
∂ βµ1

)
N1,V
= −1,(

∂p
∂V

)
N1,E

(
∂V
∂E

)
N1,p

(
∂E
∂p

)
N1,V
= −1,(

∂ β

∂V

)
N1,E

(
∂V
∂E

)
N1,β

(
∂E
∂ β

)
N1,V
= −1

(B2)

together with the GCE differential,16

V1d βp = −E1d β + d βµ1. (B3)

The central derivative in the first two relationships of
Equation (B2) can be developed using the chain rule (in β)
to give27 (

∂ βµ1

∂N1

)
V ,E
= −

(
∂ βµ1

∂E

)
N1,V

〈δEδE〉
〈δN1δE〉

(B4)

and24

βN1V2
1

(
∂p
∂V

)
N1,E
= −S0(bεε + b1εZ). (B5)

Finally, we require the known FST based expressions for two
of the derivatives appearing above24

V1

RT

(
∂E1

∂V1

)
T
= −

b1ε + b11Z
b11

,

V1

(
∂p
∂E1

)
ρ1

= −
b1ε

bεεb11 − b2
1ε

.
(B6)

Using these relationships, all the derivatives in Equation (14)
can be expressed in terms of the fluctuating quantities for the
equivalent GCE.

More specifically, SVE was obtained from the last
expression in Equation (B2) and the use of the first expression

in Equation (B6); SNE was obtained from the first expres-
sion in Equation (B1) and the use of the last expression in
Equation (B6); SNN was obtained from Equation (B4) and the
expression for SNE ; SNV was obtained from the last expression
in Equation (B1) using the result of SVE and also Equation
(B5); SVV was obtained from Equation (B3) using the results
of SVE and SNV ; and finally SEE is provided directly by the last
expression in Equation (D4).

APPENDIX C: THIRD DERIVATIVES OF THE ENTROPY
USING FST

To obtain the third derivatives of the entropy as provided
in Equations (15)–(18), we start from the second derivatives
provided in Equation (14) and note that the differential of a
number or energy density (X/V ) can be written as19

d

[
〈X〉
V

]
=
〈δXδN1〉

V
d βµ1 −

〈δXδE〉
V

d β (C1)

in the GCE, i.e., using βµ1 and β as independent variables.
Extending this to include the pair fluctuations in the GCE, one
finds that the required derivatives of the b’s are provided by(
∂BXY

∂z

)
z′
=
〈δXδYδN1〉

V

(
∂ βµ1

∂z

)
z′
−
〈δXδYδE〉

V

(
∂ β

∂z

)
z′

,

(C2)

where z′ indicates that all thermodynamic variables (in the
NVE ensemble) except for z (= N1, V or E) are held constant,
and X and Y can be N1 or E. This general result can be written
in terms of our reduced fluctuations such that

V1

(
∂BXY

∂z

)
z′
= cXY1

(
∂ βµ1

∂z

)
z′
− cXYE

(
∂ ln β
∂z

)
z′

. (C3)

The derivatives on the right hand side of Equation (C3) are
provided in Equations (A2), (A3), and (14), and then lead to

N1V1

(
∂BXY

∂N1

)
V ,E

= −S0cXYn,

N1V2
1

(
∂BXY

∂V

)
N1,E
= S0cXYv,

N1V1

β

(
∂BXY

∂E

)
N1,V
= S0cXYe

(C4)

after noting that

N1

(
∂E1

∂N1

)
V ,E
= −E1,

(
∂E1

∂V

)
N1,E
= 0, N1

(
∂E1

∂E

)
N1,V
= 1.

(C5)

Use of Equation (C4) provides, after some additional manip-
ulation, the third derivatives of the entropy given in Equations
(15)–(18).

APPENDIX D: NON-GAUSSIAN DISTRIBUTION
FUNCTION TERMS USING FST

Here, we develop the third order term in the entropy expan-
sion using FST to help manipulate the derivatives. If we focus
on the triplet fluctuations, then only four terms survive on trans-
forming the fluctuating variables. The contribution to S(3) from
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the pair fluctuations is less clean as only one of the entropy
derivative combinations cancels. However, if we exclude the
µpT ensemble from consideration, i.e., only closed isobaric
ensembles are considered, then the pair contributions term
simplifies considerably and we find that

S(3) = FVVV (δVE)3 + 3FVVH (δVE)2δHE + 3FVHHδVE(δHE)2

+ FHHH (δHE)3 (D1)

where,

FVVV ≡ SVVV − 3SVVEZ + 3SEEV Z2 − SEEEZ3

= S3
0csss + 3S0bεε ,

FVVH ≡ SVVE − 2SEEV Z + SEEEZ2 = S3
0csst + 2S0b1ε ,

FVHH ≡ SEEV − SEEEZ = S3
0cstt + S0b11,

FHHH ≡ SEEE = S3
0cttt (D2)

and we have used the following relationships:

s = v − eZ ,
t = e,
n − v − eE1 = 0.

(D3)

All of the other (δN1) terms are found to be zero. This leads
to the relationships provided in Equations (32) and (33).

To express the results for the c’s found in Equation (D2)
in terms of thermodynamic derivatives that might be provided
by an equation of state, we require known results from FST.
The dimensionless thermal pressure coefficient is given by24

Z
T
p

(
∂p
∂T

)
ρ1

= Z
Tαp

pκT
= −

b1ε

b11
(D4)

together with the density derivatives24

p2

ρ1Z2

∂2ρ1

∂p2
= c111 − b2

11,

Tp
ρ1Z

∂2ρ1

∂T∂p
= c11ε − b11(1 + b1ε),

(D5)

where the pressure derivatives are taken with T constant and
the temperature derivatives with p constant. Finally, we also
require the following isochoric derivatives:24

pT
Z

(
∂κT

∂T

)
ρ1

= c11ε − c111
b1ε

b11
− b11,

Z
T2

p

(
∂2p

∂T2

)
ρ1

=
bεεb11 − b2

1ε

b11
−

1
b11

[
c1εε − 2c11ε

b1ε

b11

+ c111

(
b1ε

b11

)2
,

T
R

(
∂CV ,m

∂T

)
ρ1

= −2
bεεb11 − b2

1ε

b11
+

[
cεεε − 3c1εε

(
b1ε

b11

)

+ 3c11ε

(
b1ε

b11

)2

− c111

(
b1ε

b11

)3
(D6)

for pure fluids.
The isochoric derivatives presented in Equations (11) and

(D6) can be written in a more condensed form using our

definition of t to give

btt

b2
11

=
CV ,m

R
,

c11t

b2
11

= 1 +
T
κT

(
∂κT

∂T

)
ρ1

,

c1tt

b3
11

=
CV ,m

R
− Z

T2

p

(
∂2p

∂T2

)
ρ1

,

cttt

b3
11

= 2
CV ,m

R
+

T
R

(
∂CV ,m

∂T

)
ρ1

.

(D7)

Then, using the relationships provided in Equations (D5), (13),
and (D7), together with the fact that

s = t
b1ε

b11
− N1

CV ,m

R
(D8)

in Equation (33), provides the results given in Equations
(35)–(39).

APPENDIX E: THE ENERGY PROBABILITY
DISTRIBUTION FUNCTION THROUGH
FOURTH ORDER

The intensive dimensionless fourth energy derivative of
the entropy can be obtained from the third derivative provided
in Equation (17) using the approach outlined in Appendix C.
The result is

SEEEE ≡
N3

1

Rβ4

(
∂4S

∂E4

)
N1,V
= S4

0


dtttt − 3

c2
1tt

b11
− 3

c2
ttt

b2
tt


, (E1)

where

dtttt =

〈
(δt)4

〉
− 3

〈
(δt)2

〉2

〈N1〉
. (E2)

To relate this new fluctuating quantity to more common ther-
modynamic derivatives, we take a temperature derivative of
the last expression in Equation (D6) to give

6
CV ,m

R
+ 6

T
R

(
∂CV ,m

∂T

)
ρ1

+
T2

R

(
∂2CV ,m

∂T2

)
ρ1

= dtttt − 3
c2

1tt

b11
.

(E3)

This, together with the relationships in Equation (D7), is
sufficient to express the fourth derivative of the entropy in
terms of more convenient thermodynamic derivatives. Alter-
natively, the energy derivatives of the entropy can also be
evaluated by taking multiple derivatives of Equation (6), using
the chain rule for ∂CV/∂E = ∂CV/∂T · ∂T/∂E, and noting
that ∂E/∂T = CV at fixed density. Hence, FST is not required
in this case and the approach becomes totally thermodynamic
in nature. Both approaches give the same results.
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