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Abstract

During the Fukushima Daichii nuclear accident, seawater was injected into the reac-

tor core to cool the decay heat generated from the nuclear fuel elements. The impact of

dissolved salts in water on the coolability is not well understood, especially on the heat

generating porous debris bed, that is expected to form in severe accident scenarios. Under

the boiling conditions with seawater, the presence of dissolved salts is expected to impact

the heat transfer and hydrodynamic characteristics of the cooling process. The focus of this

experimental work is to measure the differences in the cooling performance between seawa-

ter and pure water in two geometries - an annulus and an emulated debris bed. Insights

from experiments on the annular test section inform the heat transfer degradation of using

seawater under different scenarios. The contribution of the boiling mechanism to the total

heat removal rate is quantified through high speed image analysis. The experimental setup

designed to study debris bed coolability through high spatial resolution temperature mea-

surements and novel void fraction measurements is discussed. The sustainable cooling of the

porous debris bed using emergency cooling water requires the continuous supply of coolant

to all regions within the bed to prevent a dryout. This dryout is measured using Distributed

Temperature Sensing (DTS) and pressure drop measurements and the heat flux at which

dryout occurs is quantified at various parameters and salt concentrations. An increase in

coolability was observed to occur with an increase in the dissolved salt concentration. First

of a kind, non-intrusive void fraction measurements were performed inside the debris bed by

utilizing thermal neutrons of the KSU Triga Mark II nuclear reactor. The classical models

for estimating the void fraction inside the boiling debris bed were validated for the first time

ever. This study gives modelers high fidelity temperature and void fraction data for model

validation. From a reactor safety point of view, this work suggests that using seawater has



short term cooling benefits by enhancing the dryout heat flux, but longterm cooling can be

limited due to the plugging of pores, which can cause further progression of an accident.
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1.1 Background

Guidelines for Nuclear Reactor safety during an accident require the shutdown of the reactor,

to ensure termination of the nuclear fission reaction. However, a significant amount of decay

heat is generated continuously within the reactor core even after its shutdown. Removing this

decay heat through proper cooling is important to prevent local temperature excursion that

can cause a meltdown of the reactor core. In the Fukushima Daichii nuclear accident following

the Loss of Coolant from the core, seawater was injected into the reactor to cool the decay

heat generated by the nuclear fuel elements as an emergency measure12–14. However, very

little is known of the efficacy of the cooling process of seawater and to what extent seawater

injection contributed to the progression of the accident. Understanding the coolability effects

of seawater or raw water in nuclear reactors is important because many nuclear power plants

are located close to large water bodies, which presents the option to use raw water as an

emergency coolant, in extreme accident scenarios.

During a Loss of Coolant Accident (LOCA) in a Nuclear Reactor, various stages of the

accident are anticipated. In the early stages, the loss of coolant causes the intact fuel rods

in the reactor to heat up due to their self generated decay heat. This decay heat is < 5% of

the heat generation density in the core during nominal operation and decays exponentially

with time. If this heat is not removed, the fuel rods overheat reaching temperatures greater

than 1500°C. The resulting molten mass of fuel rods combines with the surrounding support

structures and forms a molten mass referred to as Corium. Many reactors have an emer-

gency containment pool below the Reactor Vessel for containing the molten Corium during

accidents. This molten Corium combines with the coolant and forms a granular structure

containing particles of various sizes, referred to as a Debris Bed. This debris bed continues

to generate decay heat due to the presence of the fissile material and needs to be cooled

continuously to prevent further progression towards melt concrete interaction. Insufficient

cooling of the debris bed can lead to a breach of the containment and the nuclear material in

the debris bed can contaminate the underlying soil and any underlying water bodies, leading

to catastrophic scenarios15;16.
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Therefore knowing the cooling limit of a debris bed is extremely important. With the

use of seawater as a coolant, many negative impacts on coolability are anticipated over the

long and short term. The dissolved salts in seawater can precipitate out and deposit on the

heat transfer surfaces creating a thermal resistance caused by the low thermal conductivity

of the deposited salts. This process is usually referred to as Fouling 17. The presence of

the dissolved salts also creates unique two phase flow characteristics which would alter the

hydrodynamic behavior of the flow, which may lead to deterioration of the coolability of the

reactor18. These cooling characteristics of seawater need to be assessed, and the limiting

conditions specified, if seawater has to be considered as an emergency coolant during nuclear

accidents.

Very few studies exist in literature where the cooling characteristics of seawater are stud-

ied. In particular there are no existing reports in literature where the cooling characteristics

of seawater on a porous debris bed are investigated. This study presents an experimental

study on the cooling performance of seawater in an emulated debris beds. The experimen-

tal findings from this study present the first ever experimental report of seawater related

thermal-hydraulic behavior on debris bed coolability that can be used to validate various

models and also identify the limiting phenomena associated with seawater cooling related to

nuclear reactor safety.

1.2 Seawater as a heat transfer fluid

Seawater, the most abundant form of water on earth, has multiple dissolved ionic con-

stituents. These dissolved ionic constituents vary slightly in concentration across various lo-

cations on the planet, but can be generalized to have a fixed global composition represented

in Figure 1.119. The majority of the ions are Na+ and Cl− but the presence of other ionic

constituents can have a significant impact for heat transfer applications. These dissolved

constituents can crystallize and form a mixture of positive solubility and inverse solubility

salts, where the former means that the solubility increases with the solution temperature

and latter means that the solubility decreases with the solution temperature. Studies with
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Figure 1.1: Ionic composition of seawater

drying of seawater with a focus on the crystallization sequence have shown that Calcium

Carbonate and Magnesium Carbonates precipitate out first in small amounts followed by

Calcium Sulphate and the major constituent, Sodium Chloride20–22.

The presence of ionic constituents in water has little effect on its thermophysical proper-

ties. The thermophysical properties for pure water and seawater at a salinity of 35g/L, are

specified in Table 1.1. This implies that in the absence of phase change, the single phase

heat transfer performance of seawater should be similar to that of pure water.

The heat transfer in single phase flow is dictated by the thermophysical properties, and

single phase heat transfer can be easily modeled as a pure water system. However, in the

presence of boiling, significantly different characteristics are observed. During boiling, the

conversion of liquid ionic solution to vapor causes the local concentration of the dissolved

constituents in the microlayer beneath the bubble to increase beyond the solubility limit ,

causing the precipitation of the dissolved constituents from the solution23. Some of these

precipitates deposit on the heat transfer surface and some get resuspended back into the

solution. This high concentration in the microlayer causes the dissolved ions to diffuse from

the microlayer to the bulk liquid, simultaneously as the liquid diffuses from the bulk liquid

to the microlayer. The diffusion of the liquid into the microlayer therefore gets restricted,
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Table 1.1: Thermophysical properties of seawater at 25°C and 1 atm9.
Property Pure water, C = 0% Seawater, C = 3.5%
Density (kg/m3) 997 1023.6
Specific heat capacity (J/kg K) 4184 4000.8
Thermal conductivity (W/m K) 0.60 0.60
Dynamic viscosity ×103 (kg/m s) 0.89 0.96
Surface tension ×103 (N/m) 72.0 73.1
Boiling point (°C) at 1 atm 100.0 100.3

thereby causing a reduction in heat transfer in salt solutions. This reduction in heat transfer

in electrolyte solutions has been reported in several studies24–29.

Several studies exist in literature where single electrolyte solutions were used to study the

boiling performance30–33, but very few studies exist where seawater was taken into consider-

ation. Single electrolyte solutions have differing heat transfer performance depending on the

kind of electrolyte used34, but with a complex combination of these electrolytes, the cooling

performance in not well understood. Studies on seawater cooling have reported the steady

state heat transfer coefficients for varying parameters27;35. These studies were performed

under high pressure, high mass flux scenarios, which are not representative of Nuclear ac-

cident scenario. Alongside the heat transfer coefficient measurements, dissecting the total

heat transfer rate into the evaporative and convective component helps in gaining a deeper

understanding of the cooling mechanism. This can be achieved by quantifying the bubble

nucleation parameters through techniques like high speed imaging and image processing36;37.

The work presented Chapter 2 in this thesis focuses on quantifying the heat transfer and two

phase flow characteristics during flow boiling in a vertical annulus. The insights from these

experiments inform the expected heat transfer behavior of seawater during nucleate boiling.

Results from these experiments in a simple geometry provide insights into the boiling process

associated with the complex geometry of a porous debris bed.
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1.3 Boiling in a porous debris bed

To gain an understanding of the effects of seawater cooling in a porous debris bed, the cooling

mechanisms and the limiting conditions without the dissolved salts needs to be understood.

The cooling in a debris bed is a complex phenomena due to the complex interaction between

the liquid, vapor and solid phase within the system.

A stable and coolable condition can be achieved only if the evaporated liquid in the

bed is continuously replaced by additional cooling water percolates into the bed from the

overlying pool38. During stable conditions, a steady liquid and vapor counter-current flow

is established in the bed where the liquid percolation downwards into the bed and the

vapor travels upwards out of the bed. To maintain steady cooling, it is necessary that the

vapor generated is able to exfiltrate the bed and the liquid is able to penetrate the bed.

Failure to reach a steady counter-current flow can cause a lack of cooling in some regions

of the bed where the liquid fails to percolate. This lack of liquid penetration can cause

local temperatures to increase rapidly in the bed, and this can cause remelting of the core

and progresses the accident further. This process is usually referred to as dryout, and the

maximum heat that can be removed from the debris bed in stable boiling conditions is called

the dryout heat flux38–40.

For heat fluxes higher than the critical dryout heat flux, the higher amount of vapor

generation in the pores of the debris bed causes the void fraction and mass flux of vapor to

increase. This causes an increase in flow resistance to the percolating liquid in the bed, which

causes the mass flux of cooling water penetrating the bed to decrease. This reduced mass of

water penetrating the bed boils off before wetting all parts of the bed, which leads to certain

regions of the bed becoming dry. The only dominant mode of heat transfer in these dry

zones is through conduction heat transfer into the nearby structures and through convection

heat transfer into the vapor phase. These modes of heat transfer, not being as effective as

boiling heat transfer, cause the local temperature in the bed to rapidly rise, which has the

potential to further progress the meltdown of the reactor41;42. This process is illustrated in

Figure 1.2. Several experiments in literature have characterized the dryout heat flux of a
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Figure 1.2: (a) A steady counter current flow is established in a boiling debris bed for heat
flux (Q) lower than the critical dryout heat flux (Qd). (b) Liquid percolation is restricted due
to high amount of vapor generation causing dryout (Q > Qd) (c) Salt deposits in the pores
with seawater.1

debris bed as a function of various system parameters. However, there is still uncertainty in

the measurement of dryout heat flux and different experimental facilities present different

dryout heat flux. One of the reasons for this uncertainty is the low spatial resolution of the

temperature measurement. Low spatial resolution leads to over prediction of the dryout heat

flux43.

With the addition of salts, the changes in heat transfer and hydrodynamic characteristics

can have an impact on the short term cooling behavior of a debris bed with seawater,

especially the dryout heat flux. The fouling or the deposition mechanism of salts over time

can cause the geometric and thermal characteristics of the porous medium to change over

time. This deposition of salts on the heat transfer surface can degrade the heat transfer

over time and can lead to plugging of the pores, leading to additional complexities in the

cooling of a debris bed. This is schematically represented in Figure 1.2. To date, no study
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exists in literature where the performance of seawater in a boiling packed bed of spheres is

studied. This is one of the first experimental works with a focus on providing debris bed

experimental data with a high spatial resolution along side the first ever work to quantify

the void fraction within a boiling debris bed.

1.4 This work

The prime motive of this work is to understand the cooling performance of seawater in de-

bris beds to inform nuclear reactor safety decisions during a severe accident. There is a long

history of studying the debris bed coolability specifically with a focus on the dryout heat

flux, but there exists several uncertainties and scatter in data due to the intrusive nature

of the spatially sparse instrumentation40;43. There are also no studies focused on evaluating

seawater behavior on cooling a debris bed during accidents. Understanding cooling of sea-

water in a debris bed can define the limiting conditions with regards to reactor safety and

present an idea of the feasibility of using seawater in accident scenarios.

The remainder of the thesis is divided up into 4 chapters. Chapter 2 focuses on pre-

senting the experimental studies that were undertaken to understand the boiling behavior

of seawater in a simplified geometry, the vertical annulus. The thermal response or the heat

transfer coefficients along with the nucleate boiling bubble characterization are quantita-

tively presented. Chapter 3 focuses on the development of the experimental setup used to

study debris bed cooling. The design criteria to build an emulated debris bed along with

an array of important instrumentation is presented. In chapter 4, the experimental results

showing the cooling performance of the debris bed under a range of heat fluxes ranging from

below the critical dryout heat flux, to heat fluxes much higher than the dryout heat flux

are presented. A combination of high resolution temperature measurements and state of the

art non-intrusive void fraction measurements using the KSU neutron imaging facility are

leveraged to draw a deeper understanding of the boiling heat transfer and two phase flow

phenomena in a decay heat generating debris bed. The conclusions of this research work

and the future recommendations are given in chapter 5.
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Chapter 2

Influence of dissolved salts on

nucleate boiling
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2.1 Introduction and objectives

As mentioned earlier, seawater has its thermophysical properties very similar to that of pure

water. Thus the single phase heat transfer performance is very similar with or without salts.

Single phase experiments performed by Uesawa et al.44 on a single heated rod in a vertical

annulus have shown that the thermal-hydraulic behavior of seawater is very similar to pure

water at varying heat fluxes and mass fluxes. However, the formation of vapor during nuclear

boiling has been shown to alter the heat transfer characteristics45.

Nucleate boiling experiments with single constituent electrolyte solutions have shown

different heat transfer limiting mechanisms depending on whether the solute has positive

solubility or inverse solubility. Experiments with positive solubility salts have shown that

the heat transfer is reduced as compared to its pure water counterpart. This reduction in

heat transfer was attributed to the limiting diffusion process in the microlayer as described

previously. However, no deposits on the heat transfer surface were observed in presence of

positive solubility salts30;31. For inverse solubility salts, lower heat transfer coefficients were

reported and this reduction in heat transfer coefficient exacerbated with time. This was

attributed to the deposition of the precipitates on the heat transfer surface along with the

mass transfer resistance in the microlayer32.

Because seawater is a complex combination of positive and inverse solubility salts, single

constituent studies may not be sufficient to study the effect of multiple dissolved salts on the

heat transfer performance. Although the major constituent of seawater is NaCl, Huang et

al.31 demonstrated that seawater boiling cannot be simulated using NaCl solution of similar

concentration. The primary compounds to deposit on the heater surface have been shown

to be Calcium Sulphate and Calcium Carbonate45. These compounds deposit on the heater

surface and grow, causing a deterioration of heat transfer coefficient over time. A linear

increase of the Fouling factor with time was reported in experiments conducted in a vertical

annulus46. This deterioration in heat transfer has been shown to linearly increase with the

dissolved salt concentration. On shorter time scales, the heat transfer coefficient in seawater

was reported to be lower than pure water26, similar to single electrolyte studies.
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This chapter presents the results from an experimental study performed in an annular

experimental loop built to emulate the nuclear fuel rods. Experimental results are presented

that characterize the hydrodynamic and heat transfer characteristics of seawater from flow

boiling experiments under steady flow conditions. These experiments were conducted using

Artificial Seawater and comparisons of the thermal hydraulic behavior were drawn with pure

water.

2.2 Experimental setup

The schematic of the experimental setup is shown in Figure 2.1. The liquid flows in a closed

loop that consists of pump, the heat exchanger/condenser and the annular test section along

with various instrumentation. A centrifugal pump drives the flow in the system allowing to

reach a maximum Reynolds number of 15,000. The condenser is a 316L shell and tube heat

exchanger with a heat transfer area of 0.25 m2. The secondary side of the heat exchanger

utilizes a flow temperature control unit to regulate the inlet temperature to the heat ex-

changer on the secondary side. The temperature of the fluid on the secondary side can be

adjusted to get a maximum test section inlet temperature of 358 K on the primary side.

The test section consists of a 1.2 m high borosilicate glass tube with an inner diameter of

25.4 mm. The glass tube encompasses a cartridge heater 0.6 m tall with an outer diameter

of 15.8 mm. This leads to a hydraulic diameter in the annular gap as 9.6 mm. The heater

is constant heat flux device that is powered by a DC power supply unit with the maximum

output of 2.5 kW thermal power, equivalent to 92 kW/m2.

Various instruments are placed along the loop to record the relevant thermal hydraulic

parameters. The flowrate is measured by means of a coriolis flowmeter that is placed in the

single phase region after the condenser and before the test section. Two RTD temperature

probes measure the temperature of the fluid at the inlet and outlet of the test section

respectively. The pressure is also monitored at the inlet and outlet of the test section. The

voltage and current going into the heater are measured to estimate the total power being

transferred by the DC power supply. A 4-electrode electrical conductivity probe is placed
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Figure 2.1: Schematic of the experimental setup.

before the test section to monitor the salinity of the fluid solution.

The heater has three K-Type thermocouples embedded at various axial locations that

measure the local temperature in the heater. The schematic of the heater with the em-

bedded thermocouples is shown in Figure 2.2. The calibration of the heater thermocouples

was performed using the Wilson plot method which is discussed in the next section. The

uncertainty associated with various flow measurement instruments are shown in Table 2.1.

Table 2.1: Uncertainty associated with each instrument.
Instrumentation Uncertainty
Emerson Coriolis Flow Meter ±0.03 g/s
Emerson Conductivity Probe ±4% of reading
Type K Thermocouples ±2.2◦C
Pressure Transducers ±0.4% FS
Variac Power Output ±30 W
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Figure 2.2: Schematic of the heater showing the locations of the thermocouples.

2.3 Methodology

2.3.1 Preparation of Artificial Seawater

The seawater solution was prepared by using a commercially available product called Instant

Ocean, which was mixed in Deionized water at 3/5 % wt/L. The solution was mixed and left

for aeration with a stirrer for 18 hours prior to a test to ensure proper mixing of the solution.

This product has been shown to be a good substitute for seawater, with its composition the

closest to the global average composition of seawater. The concentration of the major ions

is compared with global seawater composition in Table 2.2.

2.3.2 Wall temperature estimation using Wilson Plot technique

The temperatures measured by the heater thermocouples are higher than the wall or surface

temperature due to the internal radial heater resistance (as shown in Fig. 2.2). The Wil-

son plot47 technique involves estimating the heater wall thermal resistance and in turn wall

temperatures from thermocouple measurements obtained during calibration experiments per-
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Table 2.2: Concentration of major ionic constituents in mmol kg−1 present in seawater and
Instant Ocean10.

Ions Seawater Instant Ocean
Na+ 470 462
K+ 10.2 9.4
Mg2+ 53 52
Ca2+ 10.3 9.4
Cl− 550 521
SO4

2− 28 23
HCO3

− 1.90 1.90

formed with different flow rates and fixed heat flux levels. The relation between the measured

temperature, the wall temperature and the heat flux can be written as:

q′′ = h(Tw − Tl) = U(TTC − Tl) =
k

δ
(TTC − Tw) (2.1)

where q′′ is the heat flux, h is the heat transfer coefficient between the heater wall and

the fluid, Tw is the wall temperature, Tl is the fluid temperature, U is the overall heat

transfer coefficient, TTC is the temperature measured by the thermocouple, k is the thermal

conductivity of the heater material and δ is the radial distance between the thermocouple

and the outer heater wall. As δ << ro, the planar wall assumption can be applied to achieve

the expression for the overall heat transfer coefficient can be written as:

1

U
=

1

h
+
δ

k
(2.2)

The heat transfer coefficient, h is usually obtained from dimensionless correlations where

the Nusselt number is correlated as a function of the Reynolds number and Prandtl number.

In the widely accepted forced convection correlations, such as the Dittus-Boelter correlation

or Seider-Tatte correlation, the heat transfer coefficient h is related to Reynolds number as:

h ∝ Re0.8 (2.3)
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Figure 2.3: Wilson plot for calculation of δ/k for the three thermocouples

As Re ∝ V , changing flow rates with constant heat flux varies heat transfer coefficient.

Then combining all other controlled parameter as a constant C, the overall heat transfer

coefficient can be represented as:
1

U
=

C

V 0.8
+
δ

k
(2.4)

Both U and V can be determined experimentally and plotting 1/U as a function of V −0.8

will lead to a straight line with slope C and intercept as δ/k, as given by Equation 2.4.

For the calculation of the overall heat transfer coefficient, U in Equation 2.4, the local fluid

temperature Tlz, at the thermocouple elevation zTC , was calculated by performing an energy

balance between the inlet and the axial location of the thermocouple as follows:

Tl,z =
πdq′′

mlCp

zTC + Tl,i (2.5)

where ml is the mass flow rate and Tl,i is the fluid temperature at the inlet of the test section.

The value for U at any thermocouple location can be then estimated using
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Uz =
q′′

TTC − Tl,z
(2.6)

Figure 2.3 shows the Wilson plot for the three thermocouples along with the linear regres-

sion parameters. Through the regression, the intercept or the δ/k for the three thermocouples

was found to be 4.67× 10−4, 4.66× 10−4 and 4.80× 10−4 for thermocouple T1, T2 and T3

respectively.

The wall temperature, Tw was then calculated from the temperature reported by the

thermocouples by using the relation:

Tw = TTC − q′′
δ

k
(2.7)

2.3.3 Bubble characterization through high speed image process-

ing

A Photron Fastcam high speed camera was used to perform visualization of the bubble

nucleation on the heater surface. The heater test section was backlit with a Fiber Optic

Illuminator. To convert the pixels to mm, and to account for the distortions due to the

curved nature of the glass section, a calibration scale was developed by placing a grid with

known spacing at the center of the test section, as shown in Figure 2.4. This calibration

gave the conversion from pixels to mm. In this configuration, the conversion factor near the

region of interrogation was about 31 µm/pixel.

Bubble departure diameter

The Matlab image processing toolbox was used to analyze the high speed videos to get

bubble departure diameter statistics. The high speed video was split into individual frames

or images and each image was individually analyzed. After removing the noise through a 2D

Gaussian filter and binarizing the image, the boundary was identified and various objects in

the image were marked along with their areas, perimeters and centroids. A circular metric
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Figure 2.4: Calibration scale for bubble size determination (Conversion of pixels to mm or
inches)

was defined given by

m =
4π × Area

Perimeter2
(2.8)

where m = 1 is associated with a perfect circle. Any objects that lie within a range of

m = 0.7 to m = 1 were classified as individual bubbles. The detected bubbles were tracked

between frames using the centroid tracking method48.

Once the coordinates of the centroid of a bubble were found, the euclidean distance was

calculated between the centroid of that bubble and the closest bubble in the next frame.

If the euclidean distance was less than 1.25 times the diameter of the detected bubble, the

given bubble was identified in the subsequent frame. To identify departure of the bubble

from the surface, any bubble that is 0.6 diameters away from the surface was classified as a

departure bubble. This was done to distinguish between bubbles sliding on the surface and

bubbles departing from the surface.

A total of 1500 frames were analyzed in each high speed video and around 100 departing

bubbles per video were measured to get the bubble departure diameter statistics. The

algorithm doesn’t capture the bubbles that are in front of each other in the viewing window

due to the bubbles being out of plane and close to each other. A wide range of bubble

departure diameters ranging from 0.1 to 2.5 mm were obtained, which will be discussed in

the later section.
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Figure 2.5: Bubble detection Matlab algorithm

Number of departing bubbles

The number of bubbles departing the surface per unit area per unit time was estimated by

manually counting the bubbles leaving the surface in the view window near thermocouple

2 at z = 0.28 m. The automated Matlab algorithm described earlier does not capture all

the individual bubbles, so using the algorithm to count the number of departing bubbles

gives an inaccurate estimate. Therefore, individual bubbles were manually counted to get a

higher accuracy estimate of the evaporative flux, which is a function of the number of bubbles

leaving the surface, and the bubble diameter, as will be described in the later sections.
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Figure 2.6: Region above the heater where the void fraction is averaged.

2.3.4 X-ray radiography setup and methodology for Void fraction

quantification

In a two phase flow, X-rays have a higher transmission intensity in vapor as compared to

liquid. This phenomena can be exploited to calculate the cross sectional vapor fraction in

two phase flow.

The X-ray generator used in the experiments is capable of producing an output power

of 2.8 kW and has a current range of 0.4–100 mA and an energy range of 40–120 kV. For

the experiments in this study, the following setting was utilized: 20 mA and 40 kV. The

generator was positioned at an elevation to view the top portions of the annular test section

and the beginning of the riser section. This region is highlighted in Figure 2.6.

To image the transmitted beam through the test section, a high-speed neutron or X-

ray imaging camera (XRD 0822 AO/AP) with a Gadox scintillator was used. Some of

the features of the neutron or X-ray imaging camera are: real time imaging; 1 megapixel;

0.2 mm pixel pitch; 64,000 gray levels; compatible with X-rays from 20 KeV to 15 MeV; up

to 100 frames per second.

The attenuation of X-rays through materials follows the Beer–Lambert law, as shown

by49:
I

I0
= e−µf t (2.9)
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Since the detector pixel value is directly proportional to the X-ray fluence incident on

the detector, the pixel value is given by the equation:

Pf = Ce−µf t (2.10)

The subscript f denotes a particular experimental test run. Similarly, for air (same

as void region) and water filled reference cases, the pixel relationships are Pa = Ce−µat

and Pw = Ce−µwt, respectively. The attenuation coefficient for fluid comprising two phases

(vapor and water), can be assumed to be linearly related to the water or void fraction and

is expressed by:

µf = αµa + (1− α)µw (2.11)

Taking the log-transform of the pixel-values, Pi, and algebraic manipulation, we get:

α =
log(Pf )− log(Pw)

log(Pa)− log(Pw)
(2.12)

This measure gives the fraction of the X-ray path length occupied by the vapor. Two

reference images, at 0% void fraction (completely filled with water) and 100 %void fraction

(completely filled with air) are taken before each experimental run. These reference images

are then used to calculate the void fraction from the image of the two phase flow.

2.3.5 Experimental procedure

To begin a test, the system was primed with the coolant, the pump was turned on and the

heating/cooling load through the heat exchanger was adjusted to get a high temperature

of the seawater at the inlet to the test section. Once the inlet temperature was close to

the desired or target value, the flowrate was gradually turned down to the desired flowrate

and the heater was turned on. The heat flux was increased gradually over the course of 15

minutes to keep the system pressure stable. The system pressure was continuously adjusted

during the heat up process until the desired level was reached. The system took about 30
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minutes to reach a steady state during which the flowrate, inlet subcooling, system pressure

and the heat flux were within the tolerance limit specified. Once the system reached a steady

state, the acquisition process was turned on and the heater wall temperature measurements

were recorded over the course of the next several hours with the data being recorded at 3

second intervals.

After each seawater test, the system was rinsed with tapwater to clear off the seawater

deposits throughout the system followed by a rinse with acetone. The heater surface was

also wiped down with an acetone wipe to remove any scale buildup on the heater surface.

Once all the major scales were removed from the surface, the system was rinsed multiple

times with pure water until the system electrical conductivity reached a steady value of 0.5

mS/cm, which is the electrical conductivity of the water supply. Before conducting a test

with seawater, a test with pure water was conducted to verify that the boiling characteristics

of the heater surface have not changed between the various seawater tests.
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2.4 Results and Discussion

This section presents the results from the experiments conducted during flow boiling with

seawater in the annular test section. The heat transfer coefficient measurements in the heated

section are presented with comparisons drawn between pure water and seawater. Various

wall nucleation parameters are presented to quantify the evaporative flux from the heater

surface. Above the heated section, the fraction of area occupied by the vapor phase, or void

fraction, is presented at varying heat fluxes. Results from this experimental study provide

insights into the seawater cooling behavior in a simplified geometry to help quantify various

heat transfer parameters.

2.4.1 Effect of dissolved salts on heat transfer coefficient

A test matrix with different test variables is listed in Table 2.3. Three tests were performed

at seawater concentration of 35 kg/m3. The flow conditions were selected such that the

local fluid temperature at thermocouple elevation z = 0.28 m and z = 0.42 m were the

same for all the tests. For each test, the local fluid temperature at each mentioned elevation

or thermocouple location was calculated by using Equation 2.13. Each test was performed

three times both with seawater and purewater to verify the repeatability of the experiments.

Tl,z =
πdq′′

mlCp

zTC + Tl,i (2.13)

The variation of wall temperature with time for the three axial locations for both pure

water and seawater is shown in Figure 2.7. The saturation temperature at the inlet of the test

Table 2.3: Flow conditions and calculated bulk liquid temperature (Tl) at the three axial
locations using Equation 2.5.

ml

(kg/s)
Tl,i
(K)

Q
(W)

Pi

(Pa)
Salinity
(kg/m3)

Tl(K)
z = 0.42 m

Tl(K)
z = 0.28 m

Tl(K)
z = 0.14 m

Test 1 0.010 353 1800 1.24× 105 35 379 373 363
Test 2 0.010 346 2200 1.24× 105 35 379 373 359
Test 3 0.010 343 2600 1.24× 105 35 379 373 358
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Figure 2.7: Comparison of the temporal evolution of the wall temperatures in the saturated
boiling (z = 0.42 m) and subcooled boiling (z = 0.28 m) region

section is also shown in the figure for reference. The heat transfer coefficient that corresponds

to the wall temperature measurement is shown in Figure 2.8. The wall temperature and the

heat transfer coefficient did not change with time for pure water in all the three tests for the

three axial locations. This is expected as the tapwater used has negligible impurities and

thus, no deposition or fouling was observed within the time frame of the experiment.

The steady state values of the measured heat transfer coefficient for pure water were

compared to the expected value using the Gungor & Winterton correlation2 and the Shah

correlation3;4 for flow boiling with water in a vertical annulus. The correlations are mentioned

in Table 2.4. For the calculation of the single phase heat transfer coefficient term in the Shah

correlation, the single phase mixed convection flow correlation by El-Genk et al.50 was used.

The comparison between predicted and experimentally measured heat transfer coefficient

values is shown in Figure 2.9. A mean absolute deviation of 10 % and 15 % between

the measurement and prediction was found for Gungor & Winterton and Shah correlation

respectively. This shows that flow boiling heat transfer conditions produced in the facility

for pure water were comparable to previous reports.

When seawater was used as the coolant, at t = 0 min, the wall temperature for z = 0.42

m, which is under saturated boiling, was lower than pure water for all the three tests.
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Figure 2.8: Comparison of the temporal evolution of the heat transfer coefficient in the
saturated boiling (z = 0.42 m) and subcooled boiling (z = 0.28 m) region

This was reflected in an enhancement of the heat transfer coefficient in the initial phase of

the transient as shown in Figure 2.8. After the initial asymptotic drop, the heat transfer

coefficient stayed constant at a value similar to that of water. For both z = 0.28 m and

z = 0.14 m, no significant transient evolution is observed in seawater. However, the heat

transfer coefficient for seawater at z = 0.28 m is lower than pure water for the entire duration

of the experiment. The thermocouple T1 at z = 0.42 m being under saturated boiling has a

higher heat transfer coefficient in the initial transient. This can be attributed to the increase

in nucleation activity due to the salt deposits acting as additional nucleation sites. This

initial transient of enhanced heat transfer rate is referred to as the induction period. After

the induction period, the heat transfer coefficient is reduced due to the formation of the

fouling layer by the salt deposits. For thermocouple T2, which is under subcooled boiling at

z = 0.28 m, no asymptotic stabilization of the heat transfer coefficient was seen for all the

tests. It is possible that the induction period occurred before data acquisition process was

started while the system was reaching a steady state.

The percentage difference in the asymptotic heat transfer coefficient between seawater

and pure water for the three tests is shown in Figure 2.10. The difference at z = 0.28 m,

which is under subcooled boiling, increased as the heat flux increased. However at a higher

elevation at z = 0.42 m under saturated boiling, there wasn’t a significant reduction in heat

24



1000 3000 5000 7000 9000

Measured heat transfer coefficient, W/m
2
 K

1000

3000

5000

7000

9000

P
r
e
d

ic
te

d
 h

e
a

t 
tr

a
n

sf
e
r
 c

o
e
ff

ic
ie

n
t,

 W
/m

2
 K

Gungor & Winerton [23]

Shah [24,25]

Figure 2.9: Comparison of measured heat transfer coefficient with Gungor & Winterton2

and Shah correlation3;4 for pure water

Table 2.4: Correlations used for comparing the predicted heat transfer coefficient with the
measured heat transfer coefficient (GW = Gungor & Winterton)2;11.

GW2 q′′ = hsp,l(Tw − Tl) + Shnb(Tw − Tsat)
S = 1/(1 + 1.15× 10−6F 2Re1.17l ) ; F = 1 + 2.4× 104Bo1.16

Shah3;4

q′′ = ψhsp,l∆Tsat;Bo = q′′/Ghlv

ψ =
{ ψ0 for low subcooling
ψ0 +

∆Tsub

∆Tsat
for high subcooling

;ψ0 =
{230Bo0.5 : Bo > 0.3× 10−4

1 + 46Bo0.5:Bo< 3× 10−4

transfer coefficient.

In the saturated boiling region, due to an increased nucleation activity, there exists a

higher mixing between the bubbles and the bulk liquid. This causes the advection effects to

promote salt mixing from the heated surface back to the bulk liquid. Therefore, the mass

transfer resistance becomes negligible and the heat transfer to the seawater occurs at the

same rate as that with no salts due to their similar thermophysical properties. The increased

mixing also causes larger shear stresses at the heater surface, thereby increasing the removal

rate of the deposit on the heater surface causing fewer deposits to attach on the surface as
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Figure 2.10: Percentage difference of heat transfer coefficient between seawater and tapwater

compared to subcooled boiling.

Figure 2.11: Spotty deposition pattern in subcooled boiling (left) and uniform deposits in
saturated boiling (right)

At the lowest elevation, the heat transfer performance was very similar due to very similar

thermophysical properties under single phase flow. Upon inspection of the heater surface
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after the end of the experiment, no deposits were found near the measurement location at

z = 0.14 m which was under single phase flow. In the subcooled boiling region at z = 0.28

m, hard spotty deposits with high adhesion strength were observed. At the highest location,

under saturated boiling at z = 0.48 m, soft deposits uniformly spread out across the heater

with much lower adhesion strength were observed, as shown in Figure 2.11.

2.4.2 Effect of dissolved salts on bubble characteristics and evap-

orative flux
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Figure 2.12: Distribution of bubble departure diameter of seawater for Test 1 with a log-
normal fit (µ = 0.66mm,σ = 0.62mm)

Along with the temperature measurements, high speed videos of the boiling phenomena

were taken for each test. These videos were analyzed to estimate the departure diameter and

the number of nucleating bubbles in the region 2 inches above and below the thermocouple

T2 (z = 0.28 m) which is in the subcooled boiling region. The presence of isolated bubbles

in the subcooled boiling region made identification and quantification of individual bubbles

possible. In saturated boiling region, the presence of high bubble nucleation activity made

quantification of bubble parameters not feasible. Therefore, only the subcooled boiling region
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Figure 2.13: Log-normal distribution of bubble departure diameter of seawater and pure
water for Test 1 with the most probable diameters

was investigated for the bubble characteristics. Each high speed video was recorded at

1500 frames per second for a duration of 1 second. Thus, a total of 1500 frames were

analyzed. At least 100 departing bubbles were analyzed in each high speed video. The

distribution of bubble departure diameter for Test 1 for both seawater and pure water is

shown in Figure 2.13. Both coolants exhibited a positive skewed or a log normal distribution

of departure diameter. This distribution of the bubble departure diameter is consistent

with the observations of Martinez et al.51 and Ooi et al.52 for pure water at low pressures.

For assessment of a representative diameter from the range of diameter distribution, the

arithmetic mean departure diameter was selected. With both distributions exhibiting a

similar range of diameters, the mean departure diameter is smaller in seawater as compared

to pure water.

Log-normal probability density function was fit on the bubble departure diameter data

presented in Figure 2.12. The bubble departure diameter peak, as shown in Figure 2.13,

is reduced from 0.64 mm with tapwater to 0.45 mm with seawater, which is about 30%

reduction. The mean departure diameter is smaller for seawater as compared to pure water

for all the test cases.
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Figure 2.14: Temporal evolution of bubble departure diameter, Nf , and evaporative flux
for the three tests for both tapwater and seawater

The temporal evolution of the arithmetic mean bubble departure diameter for each test

is shown in Figure 2.14. The mean departure diameter did not show significant variation

with time and stayed almost constant during the duration of the test. This is consistent

with data presented in the Figure 2.7, where the wall temperature stayed constant in the

subcooled boiling region. The variation of the mean departure diameter with heat flux for

both coolants is shown in Figure 2.15.
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Figure 2.15: Time averaged comparison of bubble departure diameter, Nf and evaporative
flux for different heat fluxes between seawater and pure water

In an electrolyte solution, the formation of a vapor bubble causes an increase in concen-

tration in the microlayer beneath the bubble compared to the bulk fluid. This increase has

been reported to be between 1 and 2.05 times the bulk concentration by Jamialahmadi30.

This increase in concentration causes the effective boiling point to increase, thereby reducing

the wall superheat, which causes the vapor bubble to depart at a smaller diameter with the

presence of salts.

The number of departing bubbles in the 1 second interrogation window were counted to

estimate the evaporative flux, which is a function of the bubble characteristics given by:

q′′E = (Nf)ρvhlv
πDd

3

6
(2.14)

where (Nf) is the number of departed bubbles per unit area per second.

The variation of mean Nf with heat flux for pure water and seawater is shown in Figure

2.14. As shown in the figure, pure water had higher number of departing bubbles from a

unit area per unit time as compared to seawater for all the tests. The variation of Nf with

time is inconclusive, but the general trend is that the mean value is reduced in seawater.

Due to the high concentration of the solute in the microlayer beneath the bubble, the

surface tension (σ) of the seawater liquid is increased53;54 and thus, a higher superheat would

be needed to activate a given nucleation site (with cavity radius rc), as given by the Equation
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p(Tsat)− p =
2σ

rc
(2.15)

Therefore, fewer nucleation sites are expected on the heater surface with seawater as com-

pared to pure water due to the increased surface tension. Due to the increased concentration

in the microlayer beneath the bubble, the local saturation temperature increases. This re-

duces the local superheat causing an increase in the bubble waiting time or reducing the

bubble departure frequency f . The reduced bubble departure frequency was also observed

by Gu and Jamialahmadi30;55.

Using the information about Nf and Dd, the evaporative flux was calculated using Equa-

tion 2.14. The variation of the evaporative flux with heat flux for both coolants is shown

in Figures 2.14 and 2.15. A lower evaporative flux was observed in seawater as compared

to pure water. As the evaporative flux, or rate of vapor generation is lower, it implies that

a smaller fraction of the heat is taken away due to the phase change process and a larger

fraction of the heat transfer occurs due to the convection currents of the single phase liquid.

Also, with fewer bubbles being generated on the surface, the boundary layer is also relatively

undisturbed. Therefore, one would expect the heat transfer rate to be lower in seawater as

compared to pure water. This is consistent with the wall temperature and heat transfer

coefficient measurements shown in Figure 2.7 and 2.8.

2.4.3 Effect of dissolved salts on two phase flow

High speed images of the two phase flow beyond the heated region, in the riser, are shown in

Figure 2.16 for both pure water and seawater. As evident from the image sequence, the flow

pattern in pure water consists of large slugs of bubbles that are formed after coalescence of

bubbles. This bubble coalescence is absent in seawater at the vapor generation rates under

consideration. The bubbles retain their structure even when two bubbles are in close contact

with each other. A thin liquid film is present between the bubbles that contains the ionic

charges that have accumulated on the liquid-vapor interface, which causes repulsive forces

and inhibits bubble coalescence. The presence of frothy/bubbly flow is a stable flow due to
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consistent vapor structure, unlike pure water, where the bubble coalescence leads to a two

phase flow pattern containing large vapor slugs and large regions with no vapor.

To quantify the vapor fraction, X-ray imaging was utilized to estimate the void fraction

of the two phase flow in the riser section. The X-ray radiographs of the flow are shown in

Figure 2.17. For comparison purpose, the void fraction is averaged in the area above the

heater as shown in Figure 2.6. As discussed earlier, pure water exhibits a non-homogeneous

vapor distribution, where as seawater shows a stable homogeneous vapor distribution as

shown in Figure 2.17.

The comparison between seawater and pure water cases show that as the power level

increases, the void fractions observed in pure water increases, whereas the effect was the

complete opposite in the case of seawater. It is also evident that under all scenarios, pure

water shows lower void fraction levels compared to seawater. For all three test cases, i.e., at

three different power levels, seawater had a significantly higher void fraction (Figures 2.17

and 2.18). This gap became smaller at higher power levels.

As discussed in the previous section, the presence of salts in the liquid inhibits bubble

coalescence along with reducing the bubble diameter in the two phase flow. Smaller bubbles

Figure 2.16: Two phase flow pattern in pure water and seawater. Seawater exhibits bubbly
flow and no slugs due to the lack of bubble coalescence
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Figure 2.17: Comparison of void fraction of pure water (left) and seawater (right) at initial
steady state conditions for different power levels. (a)58kW/m2. (b) 65kW/m2. (c)73kW/m2.

do not experience the same buoyancy force to drag ratio as larger bubbles and therefore

move slower in the liquid relative to larger bubbles. This causes a reduction in slip ratio

and can create a separated flow in which the liquid may be moving faster than the bubbles.

This can create high bubble population hold up and increase void fraction locally. As the

heat input increases and correspondingly the vapor generation rate increases, the high vapor

generation rate causes increasing number of bubbles to coalesce and form slugs. These larger

slugs experience less drag and have higher relative velocity as compared to smaller bubbles.

Thus, the measured void fraction in seawater approaches the void fraction of pure water as

the heat input is increased.

2.4.4 Effect of dissolved salts on pressure drop

Given the distinct void fraction characteristics between pure water and seawater, it is ex-

pected that the pressure drop would then be influenced. Dissolved salts change the fluid

33



45 50 55 60 65 70 75 80 85 90 95

Heat flux, kW/m
2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

V
o
id

 F
ra

c
ti
o
n

Tapwater

Seawater C = 0%

Figure 2.18: Seawater and pure water void fraction comparisons at different power levels.

properties in a minor way but affect flow conditions considerably, which makes using con-

ventional pressure drop models possibly unreliable.

In the homogeneous flow model, the total pressure drop over a specific length is a sum of

the contributions of the static head, momentum head and the frictional head. The change in

static pressure describes the pressure change due to elevation or height differences between

the locations being measured. The momentum or acceleration pressure drop takes into

consideration the acceleration of the vapor needed to conserve the conservation of mass.

Lastly, the frictional pressure drop is used to determine the pressure drop due to friction

between the phases and the channel wall. The total pressure gradient can then be calculated

by taking the sum of each component of the pressure gradient as:

(
dp

dz

)
total

=

(
dp

dz

)
static

+

(
dp

dz

)
momentum

+

(
dp

dz

)
friction

(2.16)

The static pressure gradient is calculated using the void fraction α as:

(
dp

dz

)
static

= ρHg (2.17)
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Figure 2.19: Comparison of total pressure drop with experimental measurements for pure
water and sea water.

where ρH is the homogeneous density and g is the acceleration due to gravity. The homoge-

neous density can be calculated using:

ρH = ρl (1− αexp) + ρgαexp (2.18)

where αexp is the experimentally measured void fraction. The momentum pressure gradient

along the channel length for the total mass flux G is given by:

(
dp

dz

)
momentum

=
d(G2/ρH)

dz
(2.19)

The frictional pressure gradient is found through the following equation:

(
dp

dz

)
friction

=
2ftpG

2

ρHDh

(2.20)

whereftp is the two-phase friction factor and Dh is the hydraulic diameter. Here, the Blasius
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equation was used for ftp, which is given by:

ftp = 0.079

(
GDh

µ̄

)−0.25

(2.21)

where µtp is the two-phase dynamic viscosity, which is a mass-averaged viscosity given by:

µtp = xµg + (1− x)µtp (2.22)

For the calculations presented here, the experimentally measured void fraction was used

in calculating the total pressure drop across the two phase channel. Here it was assumed

that there exists a linear variation of thermodynamic vapor quality between the calculated

onset of nucleate boiling (ONB) point and the end of the heated section. The flow was

assumed to be completely single phase in the region below the ONB point. The results of

the total pressure drop obtained from the model described above with the experimentally

measured total pressure drop are shown in Figure 2.19. Pure water shows that the pressure

drop from the homogeneous model is a very good match with the experimental observations,

even at higher power levels. However, in the case of seawater, a discrepancy is observed

between experimental observations and the predictions of the model. This highlights the use

of traditional two phase pressure drop models as inaccurate, especially when large amounts

of bubble accumulation is expected. The discrepancy between the measurement and model

can be addressed by modeling the frictional resistance of the two phase flow through proper

modeling of the interfacial area. Because of the large amount of bubble accumulation, a large

interfacial area exists between the liquid and vapor phase and this can have a significant

impact on the frictional characteristics.

2.4.5 Discussion

The results of the experimental study reported in this section focus on the heat transfer

performance of seawater in an annulus. Seawater reported lower heat transfer coefficient
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as compared to pure water. This reduced heat transfer coefficient is decoupled from the

fouling effect as no significant salt build up was observed on the heat transfer surface in the

subcooled boiling region. This reduced heat transfer coefficient was attributed to a lower

evaporative flux as evident from the smaller departure diameter and low bubble departure

frequency. Since the single phase heat transfer component of seawater is similar to pure

water, the reduced heat transfer coefficient can be isolated to the boiling characteristics.

The high concentration of the dissolved salts in the microlayer underneath the bubble is a

complex phenomena to model due to the varying diffusivities of several ionic components

and their interaction with each, thereby providing avenue to investigate the interaction of

various ions and their diffusion coefficients in water. The heat transfer data obtained from

this study can be utilized to validate the mixed salt effects models in the future to gain

an accurate understanding of the kinetics of salt dissolution and precipitation. This study

suggests that in a nuclear accident, seawater can be a viable coolant as the heat transfer

deterioration is not significant and the effect of salt precipitation is negligible in the time

scales of few hours, which is representative of the time scale in a nuclear accident. Further

research on the longterm effect involving several days can perhaps provide insights into the

longterm precipitation, if any.

The presence of salts although increases the local void fraction, it also increases the

interfacial frictional resistance of two phase flow. The effect of liquid-vapor interfacial area

on the total pressure drop should be investigated further in future studies.

2.5 Conclusions

This section reported the findings of the experimental study conducted with seawater on a

vertical annulus. Hydrodynamic insights obtained from the two phase flow behavior suggest

the formation of a stable dominant bubbly flow with seawater. This bubbly flow caused

due to the inhibition of bubble coalescence increases the interfacial frictional resistance of

the two phase flow, which was evident from the pressure drop calculations from the void

fraction measurements. Flow boiling tests for heat transfer assessment indicated reduced
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heat transfer coefficient in seawater as compared to pure water, especially in the subcooled

boiling region. With a high evaporative flux in the saturated boiling region, the disturbance

of the boundary layer by the bubble induced turbulence causes heat transfer characteristics

similar to that of pure water.
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Chapter 3

Experimental approach to investigate

Debris Bed coolability
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3.1 Introduction

In a postulated severe accident scenario, a lack of sufficient heat removal from the reactor

core due to failure of normal and emergency cooling systems results in tremendous heating

of the core and causes a meltdown of the fuel rods. A melt pool is formed within the reactor

core comprising the fuel and support structure materials, usually referred to as corium.

Corium relocates to the residual water pool in the Reactor Pressure Vessel (RPV) due

to gravitational action and during its descent through this water pool, the molten material

undergoes hydrodynamic interactions with liquid water and disintegrates into small granular

fragments. This Molten Fuel-Coolant Interaction (MCI) leads to the formation of a granular

porous structure called as a debris bed. This phase of the accident is referred to as the

in-vessel phase of the accident, where the debris bed is contained within the RPV.

The debris bed has a specific power between 100 W/kg and 300 W/kg, which is equivalent

to power density between 0.5 MW/m3 and 50 MW/m3. Such high amount of heat generation

should be constantly cooled to contain the accident. This is possible through sustained

cooling via boiling heat transfer within the pores of the debris bed. Insufficient cooling

can lead to remelting of the debris bed causing the molten mass to accumulate in the lower

Reactor core 
meltdown

Molten Fuel 
Coolant

Interaction

In-vessel
phase

Ex-vessel 
phase

Debris Bed 
Formation

Coolable

Non-
coolable

Containment Failure 
& Radioactive release

time

Figure 3.1: Schematic of accident progression during formation of a debris bed.

40



region of the RPV. The molten mass interacts with the RPV wall, and in extreme situations,

can lead to failure of the RPV wall causing the molten mass to relocate outside the reactor

containment. This phase of the accident is referred to as the ex-vessel phase of the accident.

The accident progression is illustrated in Figure 3.1.

It is therefore extremely important to successfully remove the decay heat generated in the

debris bed to contain the accident and stop its progression. A stable and coolable condition

can be achieved only if the evaporated liquid in the bed is continuously replaced by additional

cooling water percolation into the debris bed from the overlying pool. This complete wetting

of the debris bed is absent when the heat flux is higher than the critical dryout heat flux,

beyond which, the bed is rendered uncoolable. Thus, the dryout process imposes a critical

cooling limit on a debris bed, and gaining an understanding of this limiting process is critical

for designing various reactor safety systems.

The dryout heat flux has been studied under several conditions with pure water, both

numerically and experimentally. Numerical codes like MELCOR56, WABE57, MEWA58

were developed to study the dryout heat flux in multidimensional settings. Recent experi-

mental facilities including STYX43, DEBRIS59, POMECO60 and SILFIDE61 were build to

Figure 3.2: Evolution of the calculated steady state void fraction using mass, momentum
and energy conservation using Lipinski model for two phase permeability. For Q < Qd,the
void fraction increases with power.
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characterize the dryout heat flux of debris beds. Calculations involving solving the mass,

momentum and energy equation in a heat generating packed bed show that the void fraction

in the bed increases as the heat flux is increased. For heat fluxes beyond the critical dryout

heat flux, the void fraction reaches unity at a particular elevation and no liquid percolation

exists below this elevation. This is illustrated in Figure 3.2 where the Lipinski model was

utilized to model the two phase frictional characteristics. Further details on modeling are

shown in Section 4.4.1.

Experimentally measuring the dryout involves measurements of either local temperature

in the bed and/or the pressure gradients and/or the local void fractions. These experi-

mental facilities measured the dryout using temperature and pressure measurements43;59–61.

Measurement of the void fraction in the bed has not been widely utilized to measure dry-

out because of the complexities of the measurement process. The experimental work stated

above showed the dependence of the dryout heat flux on various system parameters including

pressure, subcooling, particle size etc. These studies concluded that the major factor con-

tributing to the dryout heat flux is the pressure drop characteristics. Reducing the particle

diameter of the packed bed increases the frictional resistance, which therefore reduces the

dryout heat flux. Similarly, experiments with non-spherical particles, particles with irregular

surfaces, particles of mixed diameters have also shown that increasing the frictional pressure

drop reduces the dryout heat flux60;62. However, there is still uncertainty in the measurement

of the dryout heat flux, and different experimental facilities show slightly different dryout

heat flux. One of the reasons for this uncertainty is the spatial resolution of temperature

measurement. Low spatial resolution leads to over prediction of the dryout heat flux43.

Various experimental setups in literature use discrete thermocouples to measure a spike in

temperature to indicate dryout. A comparison of the resolution of various experimental

setups is shown in Table 3.1.

Therefore, the changes in the bubble behaviors, pressure drop characteristics, and heat

transfer characteristics with the addition of salts in water can have an impact on the short

term cooling behavior of a debris bed with seawater, especially the dryout heat flux. The

fouling or the deposition mechanism of salts over time can cause the geometric and thermal
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Table 3.1: Comparison of spatial and temporal resolution of temperature measurement in
experimental setups found in literature compared to current study.
Experiment Source of heating Spatial resolution Temporal resolution
Hofmann42 Induction heating 40 mm Thermocouple
Hu41 Resistance heater 20 mm Thermocouple : 4 seconds
Lindolhm43 Resistance heater 42 mm Thermocouple
Schafer38 Resistance heater 100 mm Thermocouple
Li60 Induction heating 38 mm Thermocouple
Atkhen63 Induction heating 50 mm Thermocouple
Current study Induction heating 2.5 mm SWI-DTS: 250 Hz

characteristics of the porous medium to change over time. This deposition of salts on the

heat transfer surface can degrade the heat transfer over time and can lead to the plugging

of pores, leading to additional complexities in the cooling of debris beds.

3.2 Objectives

The objectives of this study are to investigate the cooling performance debris beds and to

compare the performance of pure water and seawater. The two mechanisms- dryout and

fouling are experimentally measured. The influence of the addition of salts in pure water on

the dryout heat flux is investigated for short term cooling. For longterm cooling, for heat

fluxes lower than the dryout heat flux, the degradation of heat transfer over time due to

fouling is also investigated.

A high spatial resolution temperature sensor is deployed in the system that measures

temperatures on the principles of Rayleigh backscattering. This temperature sensor gives

a high resolution thermal response of the test section under various cooling scenarios. To

measure the liquid-vapor behavior within a debris bed, a non intrusive neutron imaging

technique developed using the KSU Triga nuclear reactor is utilized to capture the void

fraction in the test section.
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3.3 Characteristics of a debris bed

The composition and structure of a debris bed is dependent on a number of factors during

an accident progression such as size of the core breach, mass flux of the molten corium,

temperature of molten corium during the breach, temperature and pressure of water pool,

etc. Various Fuel-Coolant-Interaction (FCI) experiments have been performed in literature to

characterize the kind of debris bed formed in an accident scenario. Observations from these

experiments reveal that the debris formed has an irregular and non-homogeneous porous

composition with a significant uncertainty in bed porosity and size of the particles. The

wide range of particle diameters, ranging from 0.2 mm to 10 mm, with porosity ranging

from 0.25 and 0.7 were observed. These are summarized in Table 3.2.

Table 3.2: Porous media characteristics of debris bed formed in FCI experiments.
Experimental program Particle size range (mm) Porosity
CCM64 0.8 - 5 0.5-0.7
KROTOS65 0.1 - 2 N/A
FARO66 0.25 - 11 0.4-0.6
TROI67 <6 N/A
DEFOR68 2-10 0.45-0.7

3.4 Design of experimental debris bed test section

Because of the non-homogenities involved in the real scale debris bed, various assumptions

need to be made about these parameters that simplify the modeling. One of the methods to

simplify a complex porous debris bed is to use the concept of an effective diameter, where

a debris bed consisting of a mixture of particle sizes can be represented by a bed of single-

sized particles having an effective diameter. Effective diameter was introduced by Chikhi40

to represent complex debris beds by a single sized mono-dispersed debris bed. This effective

diameter is the diameter of spheres of a mono-dispersed debris bed that would have the

same frictional pressure drop as that of a complex polydispersed debris bed. The study by

Chikhi40 has shown that an effective diameter is a suitable approximation of a polydispersed
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bed when the dryout or quenching characteristics of a debris bed are to be studied. Therefore,

the concept of an effective diameter was applied to the test section design.

Figure 3.3: Particle size distribution of various FCI tests and the packed bed deployed in
STYX.

As mentioned in the previous section, there exists a large uncertainties in the particle

size distribution data acquired from FCI experiments. For a given particle size distribution,

analytical models exist that would predict the pressure drop characteristics as a function

of particle size distribution. However, the use of experimental pressure drop data has more

value than using models. For this reason, the experimental data from the STYX experimental

facility was used for pressure drop assessment in this study. The particle size distribution of

the STYX bed, as compared to various FCI experiments is shown in Figure 3.3. As shown

in the figure, the STYX particle size distribution follows the distribution of various FCI

experiments.

The experimental pressure drop data of the STYX bed is shown in Figure 3.4. As shown

in the figure, the pressure drop increases with the superficial velocity of the liquid phase.

Here, the superficial velocity is the volumetric flowrate of the fluid divided by the total
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Figure 3.4: Measured pressure gradient in STYX polydispersed bed compared with prediction
of Ergun’s equation for a monodispersed bed.

area. The frictional resistance or the pressure drop, ∆p across a bed of height H containing

spherical particles of diameter d can be calculated using the Ergun equation as:

∆p

H
= 150

(1− ϵ)2

ϵ3
µV

d2
+ 1.75

(1− ϵ)

ϵ3
ρV 2

d
(3.1)

where ϵ is the porosity of the bed, and V is the superficial velocity of the fluid. For a bed

randomly packed with uniform size spherical particles, the porosity is around 40%. The

pressure drop in such monodispersed bed with varying superficial velocity was calculated for

different particle sizes using Equation 3.1. The calculated pressure drop was then compared

against the experimentally measured pressure drop in the polydispersed bed used in the

STYX experiments. The results are shown in Figure 3.4.

For a bed with uniform 1 mm diameter particles, the calculated pressure drop matches

well with the STYX pressure drop. This implies that the frictional resistance offered to the

flow by the bed with polydispersed particle size distribution is similar to the one offered by a

monodispersed bed of particle size 1 mm. Hence, an effective diameter of 1 mm can be used
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to model the polydispersed bed with single size particles. The packed bed is a monodispersed

bed of single sized particles, with a bed porosity of about 0.4, in which the sphere diameter

is close to the effective diameter of the STYX facility.
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3.5 Experimental setup

3.5.1 Overall system description

P1

OFDR Temp. 

Sensor

ṁT
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Figure 3.5: Thermal-hydraulic loop

The experimental facility was designed and built to study the coolability characteristics

of seawater in a packed bed of spherical particles with volumetric heat generation within

the spheres. The layout of the setup with its main components is shown in Figure 3.5. The

coolant flows in a loop that consists of the test section, the supply tank, the pump, the

condenser and various instrumentation. An induction heater is deployed to heat the spheres

volumetrically. The coolant is supplied to the test section from the supply tank where it is
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Figure 3.6: Picture of the experimental setup with the major components.

heated to and maintained at a desired temperature via an immersion heater. The coolant is

circulated constantly within the supply tank to ensure uniform concentration & temperature

and no local fouling within the tank. The pump can supply the coolant to the overlying pool

and through the packed bed test section at a maximum mass flow rate of 50 g/s. The heat

exchanger condenses any residual steam and sends it back to the supply tank.

3.5.2 Test Section

The test section consists of a 25 mm inner diameter, 180 mm tall cylindrical tube made of

quartz glass, that houses the spheres. The spheres are of uniform 1 mm in diameter and

are made of AISI 304 Stainless Steel. 304 Stainless steel spheres were chosen due to their

corrosion resistant nature in saline environments, and due to the formation of an oxide layer

on the surface, that causes the spheres to be electrically isolated from each other, thereby

causing uniform induction heating.
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3.5.3 Induction heating system

The principle of induction heating is applied to heat the spheres to simulate the decay heat

of the debris bed. The test section is placed between a coil that has an alternating current

flowing through it at a high frequency. The high frequency current in the coils produces a

rapidly changing magnetic field around the spheres. This rapidly changing magnetic field

causes eddy currents to develop on the surface of the spheres that lead to Joules heating

and thus heat up the spheres. The induction heating system can supply a maximum of 5

kW at a frequency of 250kHz. The efficiency of the induction heating process is attributed

to thermal and electrical efficiency. The thermal efficiency can be attributed to the thermal

losses that occur due to convective and/or radiative losses to the surroundings or surrounding

support structures. The electrical efficiency depends on the electrical receptivity ratio of the

coil-workpiece and the relative magnetic permeability of the the workpiece69. To estimate

the total efficiency of the induction heating system, energy balance tests were performed

to measure the power input into the packed bed. This was done by having the pure water

coolant flow through the heated packed bed from bottom to top at a fixed flowrate. The

temperature at the inlet and outlet of the packed bed test section was then measured via

RTD probes. The efficiency was then estimated by measuring heat input into the packed

bed by the induction heating system using

ηo =
ṁCp(To − Ti)

Qi

(3.2)

where Qi is the energy input into the coils,N ṁ is the mass flowrate through the packed bed,

Cp is the specific heat capacity of the fluid, and To and Ti are the bulk temperature of the

fluid at the outlet and inlet of the packed bed, respectively.

The calculated power output as a function of the power input into the coils is shown in

Figure 3.7. This calibration curve was used in estimating the power induced in the packed

bed for a given power input into the coils of the induction heater.
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Figure 3.7: Calibration of induction heater

3.5.4 SweptWave Interferometry - Distributed Temperature Sens-

ing system (SWI-DTS)

The swept wavelength coherent interferometry distributed temperature sensor (SWI-DTS)

system is able to interpret measurement distributed along its entire probe path, i.e. the

entire axial length, as stated above. This allows for novel measurements using Rayleigh

back-scattering principles with predictable fiber responses due to changes in temperature.

The principle of operation is based on optical frequency domain reflectometery, and any

localized strain in the optical fiber due to temperature change is detected by a shift in

optical frequency of the Rayleigh backscattered signal. The sensor has a diameter of 1/16”

and is housed in a stainless steel sheath of 1/8” outer diameter.

3.5.5 Neutron radiography setup

The test section was placed in front of the beam port of the TRIGA Mark-II reactor which

provided a constant beam of neutrons for the imaging. The reactor was operated at a power

of 450 kW, with an equivalent neutron flux of 2×108/cm2. The fast to thermal neutron ratio

was 2:1. The port has a series of lead collimators that create a flat beam, with the flat beam
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Figure 3.8: Schematic of the neutron imaging setup with the thermal-hydraulic loop placed
infront of the neutron beam for image acquisition.

diameter of slightly greater than 1 inch. The reactor was operated at a steady power during

the course of the imaging process.

A PerkinElmer XRD 0822 Flat Panel Detector was used to detect the neutron count for

radiography. The detector has a pitch of 200 µm corresponding to a pixel-to-length scaling

of 5 pixels/mm.

To capture the 6 inch height and 1 inch diameter of the test section using a 1 inch

diameter neutron beam, the test section was mounted on a linear rail that allowed vertical

translation of upto 8 inches. This allowed for a full sweep of the total length of the test

section. Along with the test section, the induction heater, and the detector were mounted

on the linear rail to keep their relative positions fixed with respect to each other. The linear

rail had a precision of ±0.1mm, allowing the test section to go back to a set elevation with

high accuracy. At a set test section elevation, 5 images of 5 sec exposure each were captured,

with a total of 25 sec exposure at each elevation. A total of 13 elevations were captured
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Figure 3.9: Picture of the experimental setup in front of the reactor neutron port for neutron
imaging.

to cover the entire boiling length of the test section. Therefore, the total imaging time

was just over 6 minutes for a given test run. The images taken at various elevations were

stitched/stacked to create a radiograph covering the entire boiling length in the test section.

To quantify the void fraction of the two phase flow from radiographs, the entire length of

the test section with no water (100% void fraction) and only water (0% void fraction) was

captured as the reference measurement. This methodology is discussed in the next section.

3.5.6 Start up procedure

To begin a test, the coolant was set to the desired temperature in the supply tank and

was continuously pumped in the overlying pool of the test section to enable steady flooding

of the test section from the top. A steady state was achieved when all the temperature

measurements in the system and the pressure plateau at a steady value. Upon reaching a

steady state, the induction heater was turned on. For dryout tests, the induction heating

power was set to low values to achieve steady state boiling. Once steady state boiling

conditions were achieved, as measured from the pressure and temperature measurements,
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the heating power was incremented in small steps of 50 W until the dryout conditions were

observed. At each power step, the power was kept at a constant value for about 600 s, to

allow the system to stabilize and reach steady conditions. When dryout was detected, the

experiment was shut off at the point where the peak local temperature in the bed reached

200 °C. For the fouling tests, a constant power lower than the dryout power was set and the

measurements of temperature and pressure were made over time.
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3.6 Void fraction quantification methodology using Neu-

tron radiographs

This section presents the post processing procedure and the calculations for quantifying the

vapor void fraction from the neutron radiographs. MATLAB 2020b code was used for all

numerical calculations and data processing.

Figure 3.10: Axial pixel values showing the stacking of images using local maxima (top).
The axial pixel values for the reference cases of air and water and the test case of two phase
flow show the contrast in the signal (bottom).
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3.6.1 Image post-processing

Before calculating the void fraction, a median filter was applied to reduce salt-and-pepper

noise from the radiographs. The window size of the median filter was adjusted to have

optimum signal/noise ratio. Following the median filter, the maximum pixel value at a

pixel coordinate across all the radiographs at varying elevations was used for stitching the

radiographs. This stitching method causes the radiographs captured at 13 different locations

to combine and produce a single radiograph covering the entire length of the test section.

This is shown in Figure 3.11. A comparison of the axial pixel values for the radiographs are

shown in Figure 3.10. The image was then cropped to remove unimportant background and

increase image processing speed.

Figure 3.11: Image stitching/stacking of radiographs at various elevations to create a ra-
diograph of the entire test section length.
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3.6.2 Void fraction quantification

A quantitative estimate of the vapor void fraction can be performed using the neutron

attenuation principles. The attenuation of neutrons through a material follows the Beer-

Lambert law,
I

I0
= e−Σf t (3.3)

The pixel value measured by the detector is directly proportional to the neutron flux incident

on the detector and is given by the equation,

Pf = Ce−Σf t (3.4)

The subscript f denotes particular experiment test run. Similarly, for air (100% void)

and water filled (0% void) reference cases, the pixel relationships are Pa = Ce−µat and

Pw = Ce−µwt respectively. The attenuation coefficient for fluid comprising two phases (vapor

and water), can be assumed to be linearly related to water or void fraction and expressed

as:

µf = αµa + (1− α)µw (3.5)

Taking the log-transform of the pixel-values, P , leads to the following after some algebraic

manipulation:

α =
log(Pf )− log(Pw)

log(Pa)− log(Pw)
(3.6)

This gives the ratio of the total path traveled by the neutron in vapor to the total path

length within the pores in the test section. The highest signal to noise ratio would be at the

largest neutron path distance ie. at the axis of the test section, and near wall measurements

would have a lower signal to noise ratio.

The axial variation of the void fraction, αz was calculated using a weighted average of

the void fraction across a given cross section. The weighting was performed as a function

of the neutron travel path, or the chord length of the test section at various distances from

the central axis of the test section, represented by x. This is formulated in Equation 3.7.
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Figure 3.12: The log transform shown in equation 3.6 was applied to the stitched neutron
radiographs to extract void fraction information.

Figure 3.13: Test section cross-section with chord length varying with radial dimension

Here, D is the diameter of the test section, and αx,z is the void fraction measured at a given

coordinate.

αz =

y=r∑
y=−r

αy,z
Lc,y

Ay

(3.7)
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with cross sectional area in pixel squared,

Ay =

y=r∑
y=−r

Lc,y (3.8)

Here, Lc is the chord length in pixels at radial position given by Lc =
√
D2 − 4y2i , as depicted

in Figure 3.13. This yields the area wise vapor fraction, or the fraction of the area, within

the pore space of the packed bed, that is filled with vapor.
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Chapter 4

Experimental results and discussion
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This section presents the results of the experiments conducted on the debris bed facility.

Thermal response of the test section is presented along with void fraction measurements.

Steady state boiling measurements are presented to establish baseline performance under

fixed conditions. The transient of the dryout is measured and the critical dryout heat flux

at which dryout occurs is measured at varying parameters. The longterm thermal response

of the bed is represented to demonstrate the long term effects of using seawater in debris

bed cooling.

4.1 Steady state boiling

Steady state boiling tests were conducted for pure water and seawater for heat fluxes lower

than the critical dryout heat flux. The temperature response of the system as measured

from the SWI-DTS system is shown in Figure 4.1. Once the induction heater was turned

on, the temperature throughout the test section increased from the initial temperature and

stabilized at the saturation temperature, indicating a steady liquid-vapor counter current

flow in the packed bed. During the steady state, the temperature and pressure stay constant

throughout the time scale of the experiment. For longer timescales, a temperature transient

is observed with seawater, which will be discussed in a later section.

Figure 4.1: Thermal response data of the test section from SWI-DTS system during initial
transient to reach steady state
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The measured void fraction from the neutron radiographs is shown in Figure 4.2. The

three images at increasing heat fluxes show steady boiling with regions of low void fraction

in the lower and upper region, with the maximum void fraction in the upper half of the test

section. In the lower region, the void fraction increases with the elevation in the test section.

The volumetric vapor generation rate is constant in the region where saturated boiling occurs,

and this generated vapor moves upwards due to the buoyancy effects. Therefore, with

an increase in elevation, the vapor generated locally and the vapor generated below that

elevation accumulates and leads to an increase in void fraction with height. However, this

increase in void fraction with elevation is only valid in the region where the liquid is in the

Figure 4.2: Measured void (vapor) fraction in the packed bed test section from neutron
radiographs. The void fraction increases with elevation in the saturated boiling region, with
a region of subcooled boiling in the upper regions. The maximum void fraction increases with
increase in the heat generation rate.
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saturated conditions undergoing saturated boiling. In the upper region, the percolating liquid

is in a subcooled state, which percolates for a certain amount of distance before it reaches

the saturation conditions. This region of subcooled boiling is coupled with the quenching of

vapor from the lower regions of the test section, leading to a decreasing void fraction with

elevation in the upper regions of the test section.

4.2 Experimental measurement of dryout

4.2.1 Measurement of dryout in pure water

To measure the volumetric heat flux at which dryout occurs, the power of the induction

heater was increased gradually in steps. A dryout was observed when a rapid temperature

excursion was observed in the bed. Figure 4.3 shows the power increments taken to measure

the dryout. The first power step was taken to heat up the fluid in the packed bed to

reach steady boiling conditions. At 1000 s, upon further increment of power, a rapid rise in

temperature at a rate of 0.34°C/s in the lower region of the bed was observed, as shown in

Figure 4.4. This rapid rise in temperature is an indication of the the occurrence of dryout

in the bed. This rise in temperature was preceded by a smaller spike in temperature that

indicates the formation of an unstable dry zone that soon progresses into a stable dry zone.

The unstable dryzone can be expected to occur near the critical dryout heat flux43;63.

Upon reaching the dryout power, an immediate drop in pressure in the lower region of

Figure 4.3: Pure water (0% conc.): Power steps taken to measure the dryout heat flux.
The dryout occurred at 1.8 MW/m3 for the test shown in Figure 4.4 and 4.5.
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Figure 4.4: Pure water (0% conc.): The temperature contour plot (left) shows that the
temperature throughout the bed stays at saturation temperature of 100 °C until the increment
to the dryout power, after which a region of high temperature is observed in the lower region
of the bed at z = 0.032 m. The line plot (right) shows a steady increase in temperature at a
rate of 0.34 °C/s at z = 0.032 m while the rest of the packed bed stays at constant saturation
temperature.

Figure 4.5: Pure water (0% conc.): A constant pressure at the top (P1) and a reduction in
the pressure at the bottom (P2) indicates a reduction in the liquid hold-up during dryout.

the bed was observed as shown in Figure 4.5. This drop in pressure is indicative of the net

hydrostatic head reduction, due to the formation of the dry zone. As the dry zone is formed,

the liquid hold-up in the packed bed is gradually reduced below the initial dryout location

due to the lack of access of the replacement liquid to the lower region. This reduction in the

liquid hold-up results in a reduction in the hydrostatic pressure, and this is reflected in the

pressure measurements shown in Figure 4.5. Therefore, an incipient dryout volumetric heat
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Figure 4.6: The dry spot (indicated by temperature ¿ 100°C) covers the entire cross section
suggesting no percolation from low porosity region near the walls.

flux of 1.8 MW/m3 was measured for the test with pure water.

The formation of this dry zone is not restricted along the axis of the test section, but

rather spreads azimuthally to cover the entire cross section with vapor. This is verified by

temperature measurements of the outside walls using an infrared camera as shown in Figure

4.6. This suggests that the formation of the dry zone also prevents the fluid from percolating

from the higher porosity regions near the walls of the test section, indicating that the effect

of multidimensional flooding is not dominant in the current experimental setup.

4.2.2 Variation of dryout heat flux with bed height

With the dryout heat flux measurement established, the variation of dryout heat flux was

measured with varying bed height. This is presented in Figure 4.8. The dryout heat flux

varied inversely with the height. With an increase in bed height, the increased total mass

of vapor generated causes an increase in the mass flux of vapor leaving the top of the test
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Figure 4.7: Measured void fraction for Q′′′ ≈ Q′′
d(left) and Q

′′′ > Q′′′
d (right)

section. This increase in mass flux adds additional resistance to the liquid percolating from

the top of the bed. This causes a decrease in dryout heat flux with an increase in the bed

height.

4.2.3 On the location of dryout with excess superheat

As shown in Figure 4.4 and Figure 4.6, dryout occurs in the lower region of the debris bed.

The location of the occurrence of the dry spot is dependent on the degree of super heat, or

the magnitude of heat flux higher than the critical dryout heat flux. For heat fluxes near

the critical dryout heat flux, the dryout can be expected to be at the bottom of the test

section. Increasing the heat flux results in the dryout occurring higher up in the bed. This

is verified by experimental results shown in Figure 4.9. In these set of experiments, the heat
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Figure 4.8: Variation of measured dryout heat flux with bed height.

flux was set to be slightly lower than the dryout heat flux and a varying power steps were

taken to achieve dryout. As shown in Figure 4.9, at heat flux equal to the dryout heat flux,

the dryout occurs at the bottom. Stepping the heat flux from below the dryout heat flux to

1.3 times the dryout power increases the height of the dryout zone by to 0.055 m. Similarly,

a stepping of heat flux from below dryout heat flux to 1.7 times and 2 times the dryout

heat flux raises the dryout location to 0.081 m and 0.103 m respectively. Increasing the heat

flux increases the vapor generation rate which adds additional resistance to the incoming

percolating liquid. Thus the depth of percolation of the incoming cooling water is further

reduced leading to a dry spot occurring higher up in the bed.

4.2.4 Measurement of dryout in seawater

The measurement of the dryout process for salt water at a concentration of 7%, twice that

of seawater is presented in Figure 4.10. As shown in Figure 4.11, a power step was taken

every 300 s until the dryout was observed. The smallest power step of 50 W was taken. The

temperature measurements shown in Figure 4.10 show that there was a gradual temperature

rise in the lower region of the bed, until the power step at 2200s, after which the rate of

67



Figure 4.9: The axial temperature measurements from the time of dryout (td) show that
the dryout location depends on the degree of excessive heat flux above the critical dryout heat
flux.

change of temperature rise increased. The reduction in absolute pressure in the lower test

section occurred at this power step at 2200 s as shown in Figure 4.12, and thus this power

step was considered as the dryout volumetric heat flux.

The rise in temperature in the the bed can be contributed to two mechanisms : fouling

and dryout. For heat fluxes below the dryout heat flux, a fraction of the percolating liquid is

Figure 4.10: Salt water (7% conc.): The temperature contour plot (left) shows that the
temperature throughout the bed stays at saturation temperature except in the lower region
where a gradual increase in temperature is observed indicating fouling. After the increment
to the dryout power, a steep temperature rise is observed indicating dryout.
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Figure 4.11: Salt water (7% conc.): Power steps taken to estimate the dryout heat flux.
The dryout occurred at 2.6 MW/m3 for the test shown in Figure 4.10 and 4.12.

Figure 4.12: Salt water (7% conc.): A constant pressure at the top (P1) and a reduction
in the pressure at the bottom (P2) indicates a reduction in the liquid hold-up during dryout.

converted into vapor that moves up and out of the bed, while the dissolved salt stays in the

remaining liquid percolating downwards. This causes the concentration of the dissolved salts

in the fluid to increase as the fluid percolates further in the bed. Thus the highest concen-

tration of the dissolved salts can be expected to be in the lowest regions of the debris bed.

With the progression of time, as more and more liquid boils off, the dissolved constituents

start to precipitate out and deposit on the surfaces of the spheres. This causes the thermal

resistance to build up on the spheres along with a reduction in porosity in the region of high

salt concentration. This deposition mechanism or the fouling mechanism causes the local

heat transfer coefficient to reduce linearly with time and thus a linear increase of tempera-

ture is observed in the bed before the dryout. When the volumetric heat exceeds the critical
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dryout power, the slope of temperature rise increases. This second region of temperature

increase is attributed to the occurrence of dryout, where the liquid percolation is restricted

and the major mode of cooling in the dry zone is convection into the vapor phase.

During salt deposition in the pores, the geometric characteristics of the packed bed change

over time. To isolate the dryout phenomena from fouling, the test with salt water at 7%

concentration was repeated with different incremental power time steps.

It was observed that a small time step for a power increment causes an instability and

induces a premature dryout. On the other side, if a longer time is taken between power steps,

then the geometric characteristics (porosity) of the debris bed can change due to the fouling

process. Thus, the experiment was repeated at multiple time steps to measure its effect on

the dryout volumetric heat flux. The results of different repeats are summarized in Table

4.1. The variation in the dryout power at different time steps is negligible as even a 300 s

time step wasn’t long enough for the fouling process to change the geometric characteristics

of the bed to have a significant effect on the volumetric dryout heat flux.

Measurements of dryout for seawater at varying heights show similar trend to that of

pure water. The dryout heat flux reduces with an increase in the bed height. However, the

dryout heat flux is higher in seawater at all bed heights as shown in Figure 4.13.

Measurements of the dryout heat flux at a fixed height and varying concentration of

dissolved salts show that there is a gradual increase of dryout power as the concentration is

increased. This is depicted in Figure 4.14. Multiple repeats of the dryout power measurement

show the nature of the spread of dryout power measurement for a given concentration,

and show that the overall trend of the dryout power is an increase in coolability with an

Table 4.1: Salt water (7% conc.): The measured dryout heat flux as a function of power
time step increments.

Time interval between
power increment, s

Measured volumetric
dryout heat flux, MW/m3

150 2.75
150 2.63
200 2.63
300 2.63
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Figure 4.13: Comparison of dryout heat flux with height between pure water and seawater.

increase in the concentration of dissolved salts. The higher dryout heat flux can be explained

with the help of pressure drop. The addition of salts into water has shown to reduce the

frictional characteristics or pressure drop during two phase flow. This reduction in frictional

characteristics results in an increase in the dryout heat flux.

4.3 Longterm effect of dissolved salts on coolability

The increase in the dryout heat flux with the addition of dissolved salts is a temporary

enhancement of coolability. The fouling process causes a thermal resistance buildup over

time that leads to plugging of the pores with the precipitated salts. The salt deposition over

time causes an increase in flow resistance to the transport of liquid and vapor phases in the

bed, and over time can cause the pores to plug and completely restrict the movement of the

fluid inside the bed. This plugging causes the temperature in the heated bed to increase and

can progress the meltdown of the reactor.

Experiment at a constant heat flux below the dryout heat flux show that the gradual build
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Figure 4.14: Variation of the measured dryout heat flux with salt concentration

up of salts leads to a gradual increase in temperature in the lower regions of the bed where

higher concentration of salts is expected. The temperature and pressure measurements for

an experimental case for a packed bed of height 15 cm and 1.5 MW/m3 is shown in Figure

4.15 and 4.16. The temperature rises gradually from 100 °C to 112 °C over the course of

6000 s. After 6000 s, a steeper temperature rise is observed. At 7900s, the spike in pressure

measurements indicate the plugging of the entire cross section of the packed bed with the

salts at a certain elevation, and these plugged pores restrict the movement of vapor out of

the bed. This causes the pressure in the lower region of the bed to build up over time. This

pressure build up only in the lower region indicates that the region above the bed is cooling

under stable conditions, but the plugging of the cross section at a certain elevation causes

the bed below the plugged cross section to increase in pressure.

These results suggest that the cooling with seawater is a transient process, even for heat

fluxes lower than the dryout heat flux. The addition of salts adds a restricted timeline

during which the bed is coolable. During this time, the dryout heat flux is higher for salt

water as compared to pure water. After a certain amount of time, the growth of the salts
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Figure 4.15: Salt water (3.5 % conc): At a constant volumetric heat flux of 1.5 MW/m3,
the temperature contour plot (left) shows that the temperature throughout the bed stays at
saturation temperature except in the lower region where a gradual increase in temperature is
observed indicating fouling.

Figure 4.16: Salt water (3.5 % conc): Pressure measurements show a constant pressure at
the top (P1) and a build up of pressure at the bottom (P2) due to plugging of cross section
after a certain amount of time.

in the pores contribute to an increase in temperature in the bed, followed by an increase

in pressure below the cross section that is plugged. This increase in pressure due to the

build up of salts can have tendencies to disrupt the geometry of the debris bed and may

lead to additional complications including an explosive spread of the debris in the reactor
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cavity area. Therefore, further research and modeling is required to fully understand the

time scales at which the debris bed can have its cross section plugged when salt water is

used as a coolant.

4.4 Comparison of experimental measurements with

analytical models

4.4.1 Debris bed coolability model description

To assess debris bed coolability in reactor safety analysis, a great number of analytical models

and empirical correlations were developed for prediction of single/two-phase flow (friction)

and heat transfer (dryout heat flux) in particulate beds. Satisfactory predictions of frictional

pressure gradient of single-phase flow in the porous media can be obtained with the use of

semi-empirical models such as the Ergun equation70:

− dp

dz
= 150

(1− ϵ)2µ

d2ϵ3
v + 1.75

(1− ϵ)ρ

dϵ3
v2 (4.1)

where µ is the viscosity, d is the particle diameter, ϵ is the porosity and v is the fluid

superficial velocity.

This equation can be modified for two-phase liquid-vapor flow as:

−∇Pv = ρvg +
Fpv

ϵα
+
Fi

ϵα
(4.2)

−∇Pl = ρlg +
Fpl

ϵ(1− α)
− Fi

ϵ(1− α)
(4.3)

where ρ, g, α, and Fi are the density, gravitational acceleration, void fraction of vapor, and

interfacial friction, respectively. The subscript ”g” denotes gas and ”l” denotes the liquid

phase. To include the effective cross-section of each fluid phase, the relative permeability

and passability, denoted as Kr and ηr, respectively, are additionally considered in the solid-
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fluid friction force in the two-phase friction models. They are listed in Tables 4.2. For the

Rahman model, the relative permeability and passability are dependent on the two-phase

flow regime, and are presented in Table 4.3. The friction between the particles and the gas

phase (Fpv) and the friction between the particles and the liquid phase (Fpl) are expressed

as:

Fpv = ϵα

[
µv

KKrv

jv +
ρv
ηηrv

|jv|jv
]

(4.4)

Fpl = ϵ(1− α)

[
µlv

KKrl

jl +
ρl
ηηrl

|jl|jl
]

(4.5)

where µ, j are the dynamic viscosity and superficial velocity, respectively. The permeability

(K) and passability (η) are defined by Ergun70 as:

K =
ϵ3D2

p

150(1− ϵ)2
(4.6)

η =
ϵ3D2

p

1.75(1− ϵ)
(4.7)

Table 4.2: Relative permeability, passability and interfacial drag terms in models.

Model Krl ηrl Krv ηrv Fi

Lipinski 71 (1− α)3 (1− α)3 α3 α3 -

Muller 8 (1− α)3 (1− α)5 α3 0.1α4(α ≤ 0.3) C1(1− α)7α( jg
α
− jl

1−α
)2

α6(α > 0.3) C1 = 350ρlK
ησ

(ρl − ρg)g

Rahman 6 (1− α)3 (1− α)6 Table 4.3 Table 4.4

Table 4.3: Relative permeability and passability of Rahman model6.
Flow pattern Krv ηrv
Bubbly & Slug α4 α4

Transition α4

1−W (1−α)
α4

1−W (1−α)

Annular α3 α3
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Table 4.4: Interfacial friction utilized in the Rahman model6.
Flow pattern Fi

Bubbly Dp

0.012
(18C1αfjr + 0.34C2(1− α)3αf 2|jr|jr)

Slug Dp

0.012

(
5.21C1αjr + 0.92C2(1− α)3|jr|jr

)
Annular 0.25Dp

0.0062

(
ϵ(1− α)

[ µg

KKrg
jr +

ρg
ηηrg

|jr,ann|jr,ann
])

C1 =
µl

D2
b
, C2 = (ρl(1− α) + ρvα)/(ϵDb), f = 0.5(1 + Dp

Db
ln(1 + 2Dp

Db
)

Bubble diameter : Db = 1.35
√

σ
g(ρl−rhov)

Relative superficial velocity : jr =
1−α
α
jv − jl

Relative superficial velocity for annular flow: jr,ann = jv − α
1−α

jl

Rahman6 proposed flow pattern maps by modifying the by Tung & Dhir flow pattern

map5 by accounting for the differences in flow patterns due to particle sizes. The flow pattern

map proposed is shown in Figure 4.17.

The importance of incorporating the interfacial friction between liquid and vapor phase

was identified by Tutu72 based on pressure drop experimental data. Rahman6 utilized the

interfacial drag according to the flow regime in the packed bed. The interfacial friction of

the Rahman6 model is presented in Table 4.4.

The governing equations were solved numerically by considering the difference in pressure

between liquid and vapor phase as the capillary pressure in the porous bed as a function of

local void fraction yielding,

Pc = σ

√
ϵ

K
J(α) (4.8)

where J(α) is the Leverett73 function given by:

J(α) =
((1− α)−1 − 1)0.175√

5
(4.9)

Under an isotropic packed bed assumption, with a constant single phase porosity and

permeability in all directions, the governing equations can be solved at a given Volumetric
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Figure 4.17: Flow pattern boundaries in packed bed as a function of particle diameter and
void fraction by the classical T&D5 and Rahman6 model.

heat generation rate, Q, to yield the void fraction profile within the debris bed. The governing

equations were solved iteratively at incrementing heat generation rates to obtain the dryout

heat flux, which is indicated by the local void faction in the bed reaching a value of unity.

This variation of void fraction with bed height, and the onset of dryout as predicted by the

model, was shown previously in Figure 3.2.

4.4.2 Void fraction comparison

The axial variation of void fraction as measured through neutron imaging were compared

to the classical Lipinski7 model in Figure 4.18. In the model, the subcooled length Lsub is

incorporated, which is given by,
Lsub

H
=
Cp∆Tsub
hfg

(4.10)

where ∆Tsub is the subcooling of the liquid entering the bed. Within the saturated boiling

region, good agreement between the model and experiment is observed.
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Figure 4.18: Axial variation of void fraction for measurements shown in Figure 4.2. The
measurements are compared with the predictions of Lipinski 1D7 model.

Figure 4.19 shows the comparison of the predicted void fraction with the measurements,

spatially averaged over 2 mm, at various elevations in the test section. The models predict

the overall trend of the void fraction, in the pre-dryout region, but overpredict the heat flux at

which dryout occurs. The Rahman6 model, involving the interfacial friction as a parameter of

the flow regime of the two phase flow, gives the closest prediction with respect to the dryout.

The impact of only involving the interfacial friction independent of the flow regime leads to

an overprediction of the dryout heat flux, as the interfacial friction increases significantly

when the flow is in an annular regime, especially at high void fractions. Including the effect of

the flow regime is done by flow regime specific interfacial friction and relative permeabilities.

This however leads to an overprediction of the void fraction, but leads to accurate prediction

of the dryout heat flux. Although large uncertainty in the prediction of the dryout heat flux

exists in various studies in literature leading to conservative estimates in design of safety

systems. The accurate high spacial resolution void fraction data presented in this paper can

assist the modelers in validating their refined models. These models may include detailed

modeling of the bubble characteristics and their coalescence due to the stochastic nature of

the pore size and shape in the porous media.
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Figure 4.19: Comparison of the measured void fraction at various locations with Lipinski7,
Muller8, and Rahman6 models.

4.5 Conclusions

Experiments with an inductively heated particle bed with a focus on the coolability limits

have been carried out. The measurement of the dryout process for pure water using the

high resolution temperature sensor shows that the dryout heat flux reduces with an increase

in the total bed height and the occurrence of the dry spot is dependent on the degree of

excessive heat beyond the dryout heat flux in the packed bed.

The measurement of dryout process for pure water shows a steep increase in temperature
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and a drop in pressure during the dryout process. Experiments with varying degrees of

excessive heat above the dryout heat flux show that the location of occurrence of dryout

increases in elevation within the packed bed as the heat flux above dryout heat flux is

increased.

A comparison of the cooling performance between pure water and water with added

salts in a range of concentrations 0% - 7% show that the dryout heat flux increases with an

increase in the concentration of the dissolved salts. This increase in dryout heat flux could

be attributed to a reduction in pressure drop characteristics with concentration due to the

formation of smaller bubbles and lack of bubble coalescence in homogeneous flow found in

salt water. Further modeling of the pressure drop characteristics with addition of salts is

required.

For stable cooling conditions where the heat flux is below the critical dryout heat flux, a

gradual increase in temperature is observed. The crystallization fouling process causes the

pores at a certain cross section in the debris bed to plug and this can cause a build up of

pressure in the lower regions of the debris bed.

This implies that using salt water can enhance the coolability of debris beds for a short

amount of time, and longterm cooling with salt water causes fouling of the dissolved salts.

This causes the coolability to deteriorate over time, until the point of complete plugging of

a cross section, beyond which, further complications can be expected due to the pressure

build up in the debris bed. These limiting cooling mechanisms- the dryout and the fouling

mechanism, should be considered when seawater is injected into the reactor core to cool the

decay heat generated by the debris beds. The pressure drop characteristics and the fouling

process in a boiling debris bed will be investigated in future research activity.

The TRIGA Mark-II reactor at Kansas State University was utilized to measure the void

fraction in a boiling particle bed heated via an induction heater. Neutron images were taken

at several elevations in the test section and stitched to generate a complete void fraction

profile across the axial length of the test section. The void fraction increased along the

height of the test section. The overall void fraction increases with the heat input into the

test section. The measured steady state void fraction was compared with predictions from
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various model and a good agreement between them was obtained.
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Chapter 5

Conclusions and Future Work
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Assessing the feasibility of seawater cooling on Nuclear Reactors during accidents is

important as many reactors are located next to large water bodies and oceans. The presence

of dissolved salts in water complicates the understanding of coolability, especially during

boiling because the dissolved salts can affect the hydrodynamics of the flow and can also

precipitate out and deposit on surfaces, thereby adding thermal and hydraulic resistance.

This is further complicated in a heat generating porous debris bed. The work presented in

this thesis sheds light on the cooling performance of seawater in two geometries- an annulus

and an emulated packed bed.

The heat transfer coefficient during flow boiling in a vertical annulus was measured at

varying heat fluxes. Transient evolution of the heat transfer coefficient in saturated boiling

and subcooled boiling was determined. These measurements were coupled with quantified

bubble departure characteristics to estimate the evaporative heat flux. Seawater was shown

to have a lower evaporative heat flux as compared to pure water during subcooled boiling.

Correspondingly, the heat transfer rates were also reduced in the subcooled boiling region

in seawater. A frothy homogeneous two phase flow with a lack of bubble coalescence was

observed with seawater. X-ray radiography was utilized to quantify the void fraction in the

two phase flow. The measurements indicated a higher void fraction in seawater as compared

to pure water, due to the hydrodynamics of the frothy flow causes by the reduced bubble rise

velocity. A pressure drop model was used to predicted the total pressure drop across the test

section by using void fraction measurements from X-rays radiography. A good agreement

between model prediction and experimental measurements was obtained for pure water. For

seawater, a higher contribution of the frictional resistance to the total pressure drop was

obtained. To accurately model the pressure drop in seawater, generic pressure drop models

need to be modified to to incorporate the characteristics of frothy flows in the future.

An emulated debris bed experimental setup consisting of a packed bed test section was

designed and built using data from large scale FCI experimental reports. Design consider-

ations for the experiment also included constraints from accommodation of the SWI-DTS

system and neutron imaging for void fraction quantification. The SWI-DTS system provided

high spatio-temporal resolution thermal response of the debris bed during steady state and
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transient boiling. Non-intrusive void fraction measurement utilizing thermal neutrons from

the KSU Triga reactor were used to quantify the vapor fraction within the pores of the

boiling debris bed. First of a kind void fraction measurements inside the boiling debris bed

were presented and various models were compared with the experimental data. The depen-

dence of the limiting dryout heat flux on various parameters was investigated. Increasing

the height of the debris bed reduced the dryout heat flux. Increasing the excessive superheat

increased the elevation at which dryout occurred. Contrary to expectations, increasing the

concentration of the dissolved salts increased the dryout heat flux. The presence of salts

also deteriorated the heat transfer over time due to salt deposition on the particles, until the

pores were plugged in the debris bed and rendered the bed uncoolable. These observations

indicate an enhanced cooling with seawater in a debris bed temporarily, but the presence of

salts created long term issues with plugging of the pores, that can prove to be detrimental

in exacerbating the severe nuclear accident. The well known classical models for estimating

two phase flow void fraction in a debris bed were validated for the first time using neutron

imaging.

Future work on debris bed coolability can include quantifying the dryout heat fluxes with

varying particle size diameters as the monodispersed packed bed used in this study poses

certain approximations and may lead to acceleration of the accident, especially due to the

salt deposition in smaller sized pores. The longterm thermal response of the debris bed

under varying parametric conditions should be also investigated.

Modeling the cooling performance of seawater in debris beds should utilize appropriate

flow regime transition criteria as the transition from bubbly to slug flow is extended to higher

vapor fraction and vapor flux in seawater. The simpler models that do not incorporate the

flow regime effects are inaccurate in predicting the cooling limits of seawater in a debris bed.

Focused effort on developing models that incorporate the enhanced cooling and longterm

coolability of using seawater in a debris bed need to be evaluated. These models can be

validated using the experimental data provided in this study.
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Appendix A

Uncertainty analysis and error

propogation

This section presents the uncertainty of instrumentation and computes the propagation of

uncertainty for computed quantities. Table A.1 contains the uncertainty of various instru-

mentation deployed in the system. The uncertainties of the experimental results are analyzed

by the procedures proposed by Moffat74. The method is based on careful specifications of

the uncertainties in the various primary experimental measurements.

Table A.1: Instrumentation uncertainty
Instrumentation Uncertainty
Emerson Coriolis Flow Meter ±0.03 g/s
Emerson Conductivity Probe ±4% of reading
Type K Thermocouples ±0.2◦C
RTD probes ±0.1 °C
Pressure Transducers ±0.4% FS
Heater power input ±5 W

The calculated uncertainties in various measured quantities are summarized in Table A.2

below. The following section expands on the details of the analysis.

In the annular experimental setup, the uncertainty in the heat transfer coefficient through

the heater wall, (q′′ = h∆T ) is dominated by the uncertainty in the wall temperature mea-

surement and the inlet temperature measurement, and is given by,
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δ∆T =

√√√√δT 2
TC +

(
δṁ

ṁ

( πdQz
ṁCpA

))2

+ δT 2
li (A.1)

The corresponding uncertainty in heat transfer coefficient is calculated as,

δh

h
=
δ∆T

∆T
(A.2)

For estimating the uncertainty in the mean bubble parameters, the standard error of 1

standard deviation was used.

For estimating the void fraction uncertainty, the procedure described by Aeschlimann75

was used. The measured intensity by the detector corresponds to the number of photons

detected during the imaging period. This number of photons follows a Poisson law, and

statistical uncertainties on the void fraction due to photons statistics is given by,

σ2
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(
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+
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(
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where I0 is the intensity at 100% void fraction, I1 is the intensity at 0% void fraction, and Iα

is the intensity of the two phase flow. The reference images with 0% and 100% void fraction

were averaged over several frames, leading to a negligible corresponding uncertainties, σ2
I0

and σ2
I1
. The calculated error in void fraction for X-ray imaging and neutron imaging was

Table A.2: Uncertainty estimates of various measured quantities through error propagation
Parameter Uncertainty
Wall temperature difference, °C ±0.25
Heat transfer coefficient, W/m2K ±100
Departure diameter, mm ±0.6
Nf ±1
Evaporative flux, W/m2 ±800
Void fraction - Xray imaging. ±3%
Temperature from OFDR, °C ±5
Dryout heat flux, MW/m3 ±0.2
Void fraction -neutron imaging ±5 %
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calculated to be ±3% and ±5% respectively.

For estimating the uncertainty in the rest of the measurements, a standard error of 1

standard deviation around the mean was used. The uncertainty in the dryout heat flux was

calculated based on the magnitude of the power steps taken.
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