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Abstract

Overestimation of High Performance Computing (HPC) job resources allocation typically

happens because of the wide variety of HPC applications, environment configuration options,

and the lack of knowledge of the complex structure of HPC systems. This overestimation

of resources will waste and devour HPC resources; hence, this will lead to inefficient cluster

utilization, increased wait times, and increased turnaround time for submitted jobs.

With this background, this dissertation aims to investigate the benefits, effects, and

challenges of using machine learning techniques for predicting job resources on HPC systems

from different perspectives.

First, we have developed a machine learning model based on using several supervised ML

discriminative models from the scikit-learn machine learning library applied on historical

data from SunGrid Engine (SGE) provided by an HPC service provider at the Kansas State

University called Beocat. Our methodology achieved high accuracy in predicting the amount

of required time and the amount of required memory for Beocat HPC resources.

Second, we have designed a machine learning methodology called Mixed Account Re-

gression Model (MARM) built based on several supervised machines learning discriminative

models from the scikit-learn machine learning library and LightGBM. Our work has been

implemented and tested using historical data (sacct data) provided from two HPC providers,

an XSEDE service provider at the University of Colorado-Boulder (RMACC Summit) and

the Kansas State University (Beocat). Our models help dramatically reduce computational

average waiting time, reduce turnaround time. Moreover, our models help achieve higher

utilization, throughput, and efficiency for HPC resources.

Third, we introduced our first-ever implemented, fully-offline, fully-automated, stand-

alone, and open-source Machine Learning tool called AMPRO-HPCC. Our tool aims to help



HPC admins and HPC users predict memory and time requirements for their submitted jobs

on HPC Clusters.

Finally, we study and investigate the impact of our machine learning models in running

jobs on the cloud by comparing the cost of running the jobs with and without using our

machine learning models on most popular cloud computing resources, including Amazon

Web Services such as (AWS), Microsoft Azure, Google Cloud Platform, Digital Ocean, IBM

Cloud, and using the local resources of Holland Computing Center at the University of

Nebraska - Lincoln.

In summary, in this work, we present and develop novel methodologies for predicting job

resources (memory and time) for submitted jobs on HPC systems based on historical jobs

data provided by the HPC systems scheduler. The outcomes are expected to dramatically

reduce computational average waiting time, reduce turnaround time for submitted jobs.

Moreover, increased utilization, increased throughput, improved efficiency, and decreased

power consumption for the HPC systems.
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Chapter 1

Introduction

1.1 Introduction and Background

High Performance Computing (HPC) systems are referred to as supercomputers, and are

comprised of the aggregation of many computer resources. HPC systems are also commonly

referred to as computing clusters. A cluster consists of a group of compute nodes. Each

node in a cluster has an operating system, processors with multiple cores, storage unit, and

networking capabilities to communicate with other nodes in the cluster1. HPC has been

used extensively in many fields of science including, astrophysics, bioinformatics, artificial

intelligence, financial, weather and climate, big data analytics, molecular dynamics, cyber-

security, and much more. Moreover, HPC drives research, development, and innovation in

many industries, from rendering the visual effects of the latest blockbuster movie, to se-

quencing the human genome to cure diseases, to risk analysis in financial services, or even

to design the next generation of cars2 3. Hence, HPC is typically used to solve complex

problems with large datasets (gigabytes, terabytes, petabytes, and zettabytes) by leverag-

ing distributed compute resources to produce results in a relatively short amount of time.

Therefore, the primary purpose of HPC is to solve complex problems which are either too

large or would take too long for a laptop or a desktop to handle.
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One of the most important parts of HPC systems is a scheduler, which is a software

package that decides when and where to run jobs in the cluster. When an HPC user

submits a job to the scheduler, they specify the resource requirements they need, such as

the number of nodes, the number of processors, the amount of time, and the amount of

memory. When an HPC user submits a job, the job scheduler assigns which resources the

job is allowed to run on, ensuring that jobs do not overlap. At some point, the cluster will

reach a point where there are no more resources for more jobs to run. At this stage, the

job scheduler will hold jobs in a wait queue. As the running jobs complete, making more

resources available, the job scheduler then allows queued jobs to run to best ensure the

compute resources are being fully utilized. Another task of the job scheduler is to assign

a priority to each job waiting in the queue. The highest priority job sits at the top of the

queue, waiting for computing resources to become available. Every short period of time,

the job queue is re-evaluated, and adjustments are made to the queue based on waiting jobs

and the respective priority levels. The job scheduler will frequently re-arrange the order of

jobs in the queue based on the priority. For the job scheduler to calculate a job’s priority,

it uses a formula based on various factors, including jobs already running on the cluster,

number of resources required, fairness, and usage history. Another task of the job scheduler

is to look at resources limitations set by the system administrators. Common limits include

the maximum number of jobs a single user can run on the cluster, the maximum number

of processors a single user or a group can request, or the maximum number of processors a

single job can consume on the HPC system. If limits are exceeded, the job scheduler will

place waiting jobs in the blocked queue. Jobs in the blocked queue will not run regardless

of whether system resources are available as long as they remain in the blocked queue. As

jobs complete, a user with blocked jobs will drop below the threshold limits, and their jobs

will move up in the eligible wait queue.

Usually, in the HPC system, there are more jobs that can run at any one time on

the compute nodes. Therefore, the scheduler needs to delay some submitted jobs to allow
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another set of jobs to run. Every HPC job has an environment that the scheduler will

consider for scheduling and then distributes the jobs to the cluster. This environment

includes the run time limit, core requirements, memory limits, and the running command.

Another big responsibility of the scheduler is to allocate required resources on the cluster

and other resources such as licenses or I/O bandwidth.

One of the common challenges with HPC is processing and producing more data and

generating more information and results than the infrastructure of HPC resources can han-

dle. Hence, the HPC jobs have to wait for weeks or months in the queue in order to get

start computations and produce results, which typically delays innovation and slows down

research. On the other hand, it is the HPC users’ responsibility to keep their jobs as effi-

cient as possible to ensure less waiting time on the queue and keep the efficiency of the HPC

system at the highest possible level. Many HPC users do not know the amount of resources

their jobs need for calculation, so they are often encouraged to overestimate the amount of

resources required for their submitted jobs, so their jobs will not be killed during the run-

ning time due to the insufficient amount of the resources. This overestimation of resources

will negatively affect the performance, efficiency, throughput, and power consumption of the

HPC system by consuming more resources than needed for a job’s computations.

1.2 Research questions and contributions

In this dissertation, we study the potential benefits of using Machine learning (ML) methods

in order to help HPC users to predict the resources needed (memory and time) for their

submitted jobs on the cluster and the cloud.

This dissertation explores and investigate the following research questions:

• How to improve the performance of HPC systems via applying machine learning algo-

rithms on historical jobs log data provided from the scheduler? Improving performance

means decreasing average job turnaround time, decreasing average job waiting time,
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increasing HPC system utilization, increasing the performance of the HPC scheduling

and back-filling, and decreasing the power consumption of the HPC systems.

• How accurate is our proposed model in terms of prediction of the resource needed for

submitted jobs?

• Which is more significant to predict in terms of job resources? Required memory or

required time for submitted jobs on the HPC systems?

• Can we enhance the performance of HPC systems by applying supervised machine

learning algorithms using Slurm-based HPC historical data?

• Can we create a tool that helps HPC users decide the amount of resources needed

for their submitted jobs? Our work focuses on making the process of determining

the amount of the required resources (memory and time) accurate and easy for the

submitted jobs.

• How much resources (memory and time) in average do HPC users overestimate for

their submitted jobs?

• How efficient and effective is using our machine learning model for predicting job

resources (memory and time) in terms of average cost and resources reduction for

running jobs on the cloud, especially the economic impact of predicting job resources?

The major contributions referenced in this dissertation are summarized as follows:

• M. Tanash, B. Dunn, D. Andresen, Y. Huichen, A. Okanlawon, W. Hsu, “Improv-

ing HPC System Performance by Predicting Job Resources via Supervised Machine

Learning,” in the Proceedings of the 2019 Conference on Practice and Experience in

Advanced Research Computing (PEARC19), Chicago, IL, July 28-August 1, 2019.

• M. Tanash, H. Yang, D. Andresen, W. Hsu, “Ensemble Prediction of Job Resources

to Improve System Performance for Slurm-Based HPC Systems,” selected as Best Full
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Paper for the Systems and Systems Software Track and awarded the Phil Andrews

Award for paper likely to be most impactful on the practice of research computing,

in the Proceedings of the 2021 ACM Conference on Practice and Experience in Ad-

vanced Research Computing (PEARC21), pp. 1-8, Portland, OR, July 19–22, 2021.

https://doi.org/10.1145/3437359.3465574

• M. Tanash, D. Andresen, W. Hsu, “AMPRO-HPCC: A Machine-Learning-Tool for

Predicting Resources On Slurm HPC Clusters,” to appear in the Proceedings of The

Fifteenth International Conference on Advanced Engineering Computing and Appli-

cations in Sciences (ADVCOMP 2021), Barcelona, Spain, October 3-7, 2021.

• M. Tanash, R. Knepper, D. Andresen, “Improving XSEDE Systems Performance by

Predicting Job Resources via Supervised Machine Learning,” in the poster session of

the Rocky Mountain Advanced Computing Consortium HPC Symposium (RMACC

20), Boulder, CO, May 20-21, 2020.

• M. Tanash, B. Dunn, D. Andresen, Y. Huichen, A. Okanlawon, W. Hsu, “Improving

HPC System Performance by Predicting Job Resources via Supervised Machine Learn-

ing,” in poster session of the Rocky Mountain Advanced Computing Consortium HPC

Symposium (RMACC 19), 2nd place winner in best poster competition, Boulder, CO,

May 21-23, 2019.

1.3 Dissertation structure

The dissertation is organized as follows. Chapter 1 introduces the introduction, background,

problem statement, research questions, and contributions of this dissertation. Chapter 2

demonstrates the impact and benefits of using machine learning from the scikit-learn ma-

chine learning library for predicting the job resources needed (memory and time) for sub-

mitted jobs on the HPC systems applied over historical data from SunGrid Engine (SGE).

5



Chapter 3 introduces our Mixed Account Regression Model (MARM) designed for better

accuracy of predicting job resources (memory and time) for submitted jobs on the HPC

systems using the historical data provided from the Slurm workload manager. Chapter 4 in-

troduces and discusses the implementation of our first-ever implemented, fully-offline, fully-

automated, stand-alone, and open-source Machine Learning tool for predicting resources

on Slurm HPC clusters (AMPRO-HPCC). Our accurate predicting tool has been tested

over millions of jobs provided from the slurm scheduler of the HPC cluster of the Kansas

State University called Beocat. In Chapter 5 we study and investigate the impact and

effectiveness of using our supervised machine learning methodology for resource provision-

ing of cloud computing, especially the cost and resource provisioning using most popular

cloud computing resources such as Amazon Web Service (AWS), Microsoft Azure, Google

Cloud Platform, Digital Ocean, IBMCloud, and using the local resources of Holland Com-

puting Center at the University of Nebraska - Lincoln. Finally, Chapter 6 presents the key

conclusions, reflects on the limitations, and intimates directions for future research work.
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Chapter 2

Improving HPC System Performance

by Predicting Job Resources via

Supervised Machine Learning 1

2.1 abstract

High-Performance Computing (HPC) systems are resources utilized for data capture, shar-

ing, and analysis. The majority of our HPC users come from other disciplines than Computer

Science. HPC users including computer scientists have difficulties and do not feel proficient

enough to decide the required amount of resources for their submitted jobs on the cluster.

Consequently, users are encouraged to over-estimate resources for their submitted jobs, so

their jobs will not be killing due to insufficient resources. This process will waste and devour

HPC resources; hence, this will lead to inefficient cluster utilization. We created a super-

vised machine learning model and integrated it into the Slurm resource manager simulator

to predict the amount of required memory resources (Memory) and the required amount

of time to run the computation. Our model involves using different machine learning algo-

1This chapter is a slightly modified version of our published article4

7



rithms. Our goal is to integrate and test the proposed supervised machine learning model

on Slurm. We used over 10000 tasks selected from our HPC log files to evaluate the per-

formance and the accuracy of our integrated model. The purpose of our work is to increase

the performance of the Slurm by predicting the amount of required jobs memory resources

and the time required for each particular job to improve the utilization of the HPC system

using our integrated supervised machine learning model.

Our results indicate that for larger jobs our model helps dramatically reduce computa-

tional turnaround time (from five days to ten hours for large jobs), substantially increased

utilization of the HPC system, and decreased the average waiting time for the submitted

jobs.

2.2 Introduction

HPC systems have become more well-known and available to users among the universities

and research centers, to name a few. Users rely on running their extensive computations on

these machines. One of the most critical parts of the HPC system is the scheduler, which

is a piece of software on a high-performance computing cluster that decides and controls

what calculations to run next and wherein the HPC systems5. Schedulers can become a

bottleneck for HPC systems through handling vast numbers of submitted jobs that are

requesting an extensive amount of cluster resources (CPUs and memory). Users of the HPC

systems come from different disciplines. Particular fields in science and engineering such

as atmospheric sciences, chemical separations, astrophysics, geo-information science, and

evolutionary biology rely on and demand HPC resources through simulations, experiments,

and dealing with a tremendous amount of data6 7. These users are usually not familiar

and do not have the good knowledge and experience to estimate what exactly their jobs

need, and the scheduler does not know any better. Calculating the resource needs for a

particular job is a hard thing even for computer scientists. On the other hand, HPC users
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are implicitly encouraged to overestimate predictions in terms of memory, CPUs, and time

so they will avoid severe consequences and their jobs will not be killed due to an insufficient

amount of resources. Overestimate job resources will negatively impact the performance

of the scheduler by wasting infrastructure resources; lower throughput; and leads to longer

user response time.

2.2.1 Slurm Workload Manager

There are different varieties of job schedulers such as Sun Grid Engine (SGE)8, Maui Clus-

ter Scheduler9, Tera-scale Open-source Resource and Queue manager (TORQUE)10, and

Portable Batch System (PBS)11. Simple Linux Utility for Resource Management (Slurm)

which is one of the most popular among all of them5. Slurm is open-source; fault-tolerant;

secure; highly configurable; highly scalable, and supports most Unix variants. Slurm’s role

is both workload manager and a job scheduler, which makes Slurm more convenient to

use. The Resource manager role is allocating resources such as nodes, sockets, cores, hyper-

threads, memory, interconnect, and other generic resources within the HPC environment.

While the scheduler role is managing the queue of work jobs including different scheduling

algorithms such as fairshare scheduling, preemption, gang scheduling, advanced reservation,

etc.12.

2.2.2 Slurm Simulator

In order to test our module, we implemented a machine learning module and testing it

using the Slurm simulator developed by the Center for Computational Research, SUNY

University at Buffalo. The Slurm simulator is located in Github13. The Slurm simulator was

developed to help the administrators to choose the best Slurm configuration while avoiding

impacting the existing production system. We used this Slurm simulator because it is

implemented from a modification of the actual Slurm code while disabling some unnecessary

functionalities which does not affect the functionality of the real Slurm, and it can simulate
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up to 17 days of work in an hour14. hence, we can test our models accurately and quickly.

Slurm is a vital component of supercomputers but using it is hard, and this leads to

inefficiencies. Hence, we are trying to use supervised machine learning to address these

efficiencies. This entails first defining inference tasks: regression-based estimation of the

probability of a job being killed given its runtime parameters and given a user’s historical

track record to date; a classification-based prediction of the outcome of the current run,

computed by estimating the odds of specific outcomes (or log odds, in the case of logistic

regression), and finally an expected utility based on a probability distribution over out-

comes. While the first two use cases are purely predictive and solvable by supervised or

semisupervised inductive learning, the third presents an opportunity for sequential problem

solving, towards reinforcement learning-based automation (learning to act).

We are focused on developing a predictive analytics capability for Slurm so it can predict

the needed amount of memory resources and required running time for each particular

submitted job (regression). We hope to improve the efficiency of Slurm and the HPC systems

themselves by increase system throughput; increase system utilization; decrease turnaround

time, and decrease average job waiting time. To do so, we train different models with

different machine learning algorithms described in Section 3.4. In Section 3.5 we present

the results of our experiments and conclude in Section 3.6.

2.3 Related Work

The primary research conducted in a related field of study focused on predicting the length

of time of the jobs temporarily waiting in the queue. Besides, the previous research either

predicted memory usage of the jobs or predicted the execution time of the jobs running on the

cluster. The central point and novel contribution of our study are to predict and determine

the resources needed to accomplish the jobs submitted on the cluster and determine which is

more harmful to the HPC system, overestimate the memory or the time for the jobs running
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on the cluster?

Matsunaga and Fortes15 introduced an extended machine learning tree algorithm called

Predicting Query Runtime 2 (PQR2). This method is a modified implementation of an

existing classification tree algorithm (PQR). PQR2 focused on the two bioinformatics appli-

cations, BLAST, and RAxML. Their method increased the accuracy of predicting the job

execution time, memory and space usage, and decreased the average percentage error for

those applications.

Warren Smith16 introduced a lower prediction error rate machine learning method based

on instance-based learning (IBL) techniques to predict job execution times, queue wait time,

and file transfer time.

Kumar and Vadhiyar17 developed a prediction system called Predicting Quick Starters

(PQStar) for identified and predicting quick starters jobs (jobs that have waiting time ¡ 1

hour). PQStar prediction based on jobs request size and estimated run-time time, queue,

and processor occupancy states.

Garćıa18 study and found that automatically collecting and combining real performance

running job data specifically ”memory bandwidth usage of applications”, and scheduling

data that extracted from the hardware counters during jobs execution and used it again

in the future for scheduling purposes can improve HPC scheduling performance and reduce

the amount of waste resources and decrease the number of killed jobs due to reaching their

execution time limit.

Gaussier et al. found that using a more limited approach to machine learning on HPC

log data to predict jobs running time is an effective method for helping and improving

scheduling algorithms and reduced the average bounded slowdown19.

Other works focused on predict and maximize power consumption for scientific applica-

tions and maximize performance using machine learning techniques20 21 .
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2.4 Implementation

In this section, we will explain the workflow for our model, our machine learning algorithms

used in our model, the data and the experimental testbeds used, and the features used for

our machine learning modeling.

2.4.1 Workflow Model

The workflow model of our work is described in Figure 4.2 as follows. 1) The user submits

their job which is including the amount of memory and requested time limit for the proposed

job. 2) The submitted job will be passed through our machine learning model to predict

the amount of the required memory and the amount of time needed for the job to run. 3)

Our model will update the amount of memory resources and update the amount of time

required for the submitted job. 4) The user will be notified about the changes to their jobs.

5) Finally, The updated job will be scheduled for running on the cluster.

2.4.2 Data Preparation and Feature Analysis

For training our machine learning model, we used fourteen million instances that cover

approximately eight years of log history data between the years 2009 to 2017 from our local

HPC cluster, “Beocat.” Each instance on the log file has forty-five features. We chose eight

features as described in Table 2.1 in each instance of the fourteen million total instances

used for training the machine learning model. Beocat is no-cost educational system, and

the most significant cluster in the state of Kansas. It is located at Kansas State University

and operated by the Computer Science department22.

2.4.3 Machine Learning Algorithms

Several discriminative models from the scikit-learn machine learning library23 24 were

trained to implement predictive functionality in our experiments. Data preparation steps
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Figure 2.1: Work Flow Diagram for our Model

included data cleaning by means of validating the data model for logged data and applying

transformations to normalize the data, reduce redundancies, and otherwise standardize the

coalesced data model. For the baseline predictive task, we specified a classification target:

specifically, learning the concept of a job that is more likely than not to be killed given

historical and runtime variables. This admits the use of a logistic regression or logit model,

support vector machines, or k-nearest neighbor, whereas for the planned expected utility

estimation task, estimating the actual probability of a job being killed is a genera regression

task25 that admits linear, distance-weighted, or support vector regression, as well as probit

and generative models.

For the regression task, we used several supervised models, including linear regression,

LassoLarsIC (L1 regularization), ridge regression (L2 regularization), ElasticNetCV (L1/L2
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Feature Type Description
job id Numeric ID of submitted job

username Text User name of submitted job
submit Date Date and time to submit job
wclimit Numeric Requested time in minutes

(predicted variable)
duration Numeric Actual running wall time for the job in seconds

cpu per task Numeric Number of requested CPU’s per task
req mem Numeric Requested memory for job at submission time in MB

(predicted variable)
req mem per cpu Numeric Required memory per CPU

Table 2.1: Feature Selected

ratio), and a decision tree regressor. For the linear discriminants and their use on this task,

we refer the interested reader to26. Using these flexible representations admits a balance of

generalization quality (via overfitting control) and explainability.

2.5 Results and Discussion

In this section, we describe, discuss and evaluate our machine learning algorithms results,

and the strategy used for our experiment by presenting results and graphs consisting of

quantitative metrics.

2.5.1 Machine Learning Techniques

There are various machine learning algorithms available, and it is difficult to decide which

supervised machine learning algorithm provided the best results for our module. Hence, we

implemented our model using five supervised machine learning algorithms and trained them

using our 14 million instances to predict the required time and memory. The statistical

measures of the coefficient of determination of the machine learning algorithms are shown

in Table 2.2 and Table 2.3 respectively. Based on our results we chose DecisionTreeRe-

gressor algorithm in our model since it has the most significant R-squared value which
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Model R2 (%) Time (Second)
LR 0.0677 0.30
LLIC 0.0677 0.44
ENCV 0.0677 4.32
RG 0.0677 0.18
DTR 0.611 7.53

Table 2.2: Wall Clock Time Limit Prediction Algorithms Results

Model R2 (%) Time (Second)
LR 0.174 0.39
LLIC 0.174 0.46
ENCV 0.174 4.98
RG 0.174 0.12
DTR 0.638 8.28

Table 2.3: Memory Required Prediction Algorithms Results

means the most fitted data to the regression line.

The legend for Table 2.2 and table 2.3 described as follows:

• LR: Linear Regression

• LLIC: LassoLarsIC Regression

• ENCV: ElasticNetCV Regression

• RG: Ridge Regression

• DTR: Decision Tree Regression

2.5.2 Evaluating Our Model

In this subsection, we show results and evaluate our model. To do so, we test our model

using two testbeds (Testbed-1) and (Testbed-2). Each testbed is evaluated based on three

metrics as follows:

• Submission and Execution Time
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• System Utilization

• Backfill-Sched Performance

Submission and Execution Time shows the difference between the job submission

time and the execution time (when the job is submitted, start and duration of the run).

Job submission time is the time stamp that represents when the job was submitted, while

the execution time is calculated as the difference between the start execution time and end

execution time. System Utilization measures how efficiently the system is utilizing the

resources, while the Backfill-Sched Performance shows the performance of the backfill-sched

algorithm helping the main scheduler to fit more jobs within the cluster to increase resource

utilization.

We used the Slurm Simulator to examine each metric above by comparing the results of

the following:

• Running each testbed using user requested memory and run time.

• Running each testbed using the actual memory usage and duration.

• Running each testbed using predicted memory and run time.

Testbed-1

Testbed-1 contains larger jobs (jobs that are requesting at least 4GB of memory and four

cores per task). Testbed-1 includes a set of a thousand jobs. Figure 2.2 shows the submis-

sion and execution time metric based on the job id, start time, and the execution time for

(Requested vs. Actual vs. Predicted) for the jobs included in Testbed-1. The graph

shows that it takes around five days to complete the execution for all of the jobs using user

requested memory and time, while it takes only around ten hours to complete the running

for the jobs using the actual and predicted time and memory for the jobs. Based on the

results, our model predicted the values for the required time and memory accurately.
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Figure 2.2: Jobs Submission and Running time (Requested vs Actual vs Predicted) for Jobs
in Testbed-1. Note dramatic improvement of Y axis range between graphs

Figure 2.3 shows that using our module helped the HPC system achieved higher uti-

lization compared to the utilization of the HPC system that used unmodified user requested

resources. Figure 2.4 indicates that the backfill-sched algorithm has achieved more effi-

ciency on the testbed that used our module compared to the ones that did not.

These results were achieved because using our model in most cases reduces the amount

of resources required by the user submitted jobs. Hence, the HPC system has more available

resources to fit more jobs in the system. Thus, the backfill schedule becomes less needed

and the overall system more efficient by using these available resources.

Table 2.4 provides the calculated average waiting time and average turn-around

time for the jobs in Testbed-1 for each requested, actual, and predicted runs. Using our
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model significantly reduced the average waiting time from 45.37 hours to 3.9 hours and the

average turnaround time from 46.29 hours to 4.94. Both predicted average waiting time

and turn-around time are almost exactly the same as the actual average waiting time and

turnaround time for jobs in testbed-1.

Figure 2.3: Utilization (Requested vs Actual vs Predicted) for Jobs in Testbed-1

Testbed-2

Testbed-2 contains smaller jobs (jobs that are requesting less than 4GB of memory and four

cores per task). Testbed-2 includes a set of ten thousand jobs.

While the results were less impressive than Testbed-2, Figures 2.5 and 2.6 shows

that our predicted model achieved better utilization and better backfilling performance.

Moreover, Table 2.5 shows that our predicted model incrementally reduced the average
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Figure 2.4: Backfill-Sched Performance for Jobs in Testbed-1

Avg Wait Time (Hour) Avg TA Time (Hour)
Requested 45.37 46.29
Actual 3.90 4.82

Predicted 4.00 4.94

Table 2.4: Average Waiting and Turnaround Time (Requested vs Actual vs Predicted) For
Jobs in Testbed-1

waiting and turnaround time from (0.08 to 0.06 hours) and from (3.90 to 3.54 hours)

respectively.
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Avg Wait Time (Hour) Avg TA Time (Hour)
Requested 0.08 3.90
Actual 0.05 3.23

Predicted 0.06 3.54

Table 2.5: Average Waiting and Turnaround Time (Requested vs Actual vs Predicted) For
Jobs in Testbed-2

Figure 2.5: WUtilization (Requested vs Actual vs Predicted) For Testbed-2

2.5.3 Predicting Memory Required vs. Predicting Time Required

In this results subsection, we will discuss and show the results that answer the question

”Which is more important to predict? Required memory or required time?”

Figure 2.7 shows the submission and running times for two runs of Testbed-1. One run

is using our model where we are predicting only the required memory (Red) and the other
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Figure 2.6: Backfill-Sched Performance for Testbed-2

one predicting the required time (Blue). This is mostly caused by inaccurate estimation of

the time and memory equally by jobs submitted by the users.

Figures 2.8 and 2.9 show the comparison of the utilization and the performance of

the backfill-sched for the system by running jobs in Testbed-1 on the Slurm Simulator using

((Requested vs Actual vs Required Time Predicted vs Memory Predicted vs Required Time

and Memory Predicted).

Our results indicate that both memory prediction and time requested prediction are

highly valuable and are almost equally important because they achieved similar performance

as shown in the graphs. We achieved peak performance and utilization by combining both

of them in one model.
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Figure 2.7: Jobs Submission and Running time ( Predicted Time Required vs Memory

2.6 Summary

Our model is an important link between HPC users, scheduler, and HPC resources. The rule

of our model is predicting the amount of memory and time required for any submitted jobs

using supervised machine learning algorithms. Our model helps to reduce computational

time, increase utilization of the HPC system, decrease average waiting time, and decrease the

average turn-around time for the submitted jobs. As a result, our analysis indicates that our

model helps maximize efficiency, increase capability, and decrease the power consumption

of the cluster.
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Figure 2.8: Utilization (Requested vs Actual vs Required Time Predicted vs Memory Pre-
dicted vs Required Time and Memory Predicted)
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Figure 2.9: ackfill-Sched Performance for (Requested vs Actual vs Required Time Predicted
vs Memory Predicted vs Required Time and Memory Predicted)
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Chapter 3

Ensemble Prediction of Job Resources

to Improve System Performance for

Slurm-Based HPC Systems 1

A paper accepted by Practice and Experience in Advanced Research Computing (PEARC

’21), July 18–22, 2021, Boston, MA, USA

3.1 abstract

In this paper, we present a novel methodology for predicting job resources (memory and

time) for submitted jobs on HPC systems. Our methodology is based on historical jobs

data (saccount data) provided from the Slurm workload manager using supervised machine

learning. This Machine Learning (ML) prediction model is effective and useful for both

HPC administrators and HPC users. Moreover, our ML model increases the efficiency

and utilization of HPC systems, thus reducing power consumption as well. Our model

involves using Several supervised machine learning discriminative models from the scikit-

1This chapter is a slightly modified version of our published article27
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learn machine learning library and LightGBM applied on historical data from Slurm.

Our model helps HPC users to determine the required amount of resources for their sub-

mitted jobs and make it easier for them to use HPC resources efficiently. This work provides

the second step towards implementing our general open-source tool towards HPC service

providers. For this work, our Machine learning model has been implemented and tested using

two HPC providers, an XSEDE service provider (University of Colorado-Boulder (RMACC-

Summit) and Kansas State University (Beocat)).

We used more than two hundred thousand jobs: one-hundred thousand jobs from SUM-

MIT and one-hundred thousand jobs from Beocat, to model and assess our ML model

performance. In particular, we measured the improvement of running time, turnaround

time, average waiting time for the submitted jobs; and measured utilization of the HPC

clusters.

Our model achieved up to 86% accuracy in predicting the amount of time and the

amount of memory for both RMACC-Summit and Beocat HPC resources. Our results show

that our model helps dramatically reduce computational average waiting time (from 380 to

4 hours in RMACC-Summit and from 662 hours to 28 hours in Beocat); reduced

turnaround time (from 403 to 6 hours in RMACC-Summit and from 673 hours to

35 hours in Beocat); and achieved up to 100% utilization for both HPC resources.

3.2 Introduction

High Performance Computing (HPC) users rely on running their extensive computations on

HPC clusters. Determining the allocation of HPC resources such as determining the amount

of memory and the number of processor cores for submitted jobs is a difficult process, because

of a lack of knowledge about the structure and implementation of HPC systems, running

applications, and size of submitted jobs. Moreover, there is no existing software that can

help to predict and determine the needed resources required for submitted jobs. On the
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other hand, HPC users are implicitly encouraged to overestimate predictions in terms of

memory, CPUs, and time so they will avoid severe consequences and their jobs will not

be killed due to an insufficient amount of resources. The overestimation of job resources

negatively impacts the performance of the scheduler by wasting infrastructure resources;

lower throughput and leads to longer user response times.

We extended our earlier work28, improving and expanding our previous work4 29 by

designing a predictive ML model for Slurm based HPC resources; improving predictive ac-

curacy; and achieving better results for our ML predictive model. Our work focuses on

accurately predicting and determining the required amount of resources (time and mem-

ory) for submitted jobs and making it easier for users to use HPC resources efficiently.

Hence, increasing efficiency, decreasing waiting and turnaround time for submitted jobs,

and decreasing power consumption for HPC systems. This work provides a big step towards

implementing our open-source software tool to predict and determine the needed resources

required for submitted jobs.

Our ML methodology involves implementing different machine learning algorithms (five

discriminative models from the scikit-learn and Microsoft LightGBM) applied on the his-

torical data (sacct data) from Simple Linux Utility for Resource Management (Slurm). Our

tool will increase the utilization and help to decrease the power consumption of the HPC

resources.

In this work, our method has been implemented for two HPC resources (An XSEDE

service provider, University of Colorado-Boulder (RMACC-Summit), and Kansas State Uni-

versity(BEOCAT)). In this paper, we answered several research questions as the following:

Can we enhance the performance of HPC resources by applying supervised machine learning

algorithms using Slurm-based HPC historical data? How accurate is our proposed model in

terms of prediction of the resource needed for submitted jobs? Can we create a tool that

helps HPC users decide the amount of resources needed for their submitted jobs? Our work

focuses on making the process of deciding the amount of the required resources (memory
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and time) accurate and easy for the submitted jobs.

3.2.1 Why the Slurm Workload Manager and Slurm Simulator?

Improving the performance of Simple Linux Utility for Resource Management (Slurm)30

will increase the efficiency of the HPC systems. Slurm can become a bottleneck of the

HPC system through handling the big amount of these requested resources. The scheduler

decides and controls what calculations to run next, and wherein the cluster5. Slurm is the

most popular job scheduler over all of the other schedulers such as SGE (Sun Grid Engine)8,

TORQUE (Tera-scale Open-source Resource and Queue manager)10, PBS (Portable Batch

System)11, and the Maui Cluster Scheduler31. Testing our model on a real cluster is a hard

process due to security and reliability issues, impacting the real cluster and the time needed

to run all of the jobs needed for testing. Hence, The Slurm simulator developed by the

Center for Computational Research, SUNY University at Buffalo was the best way in order

to be able to test our model accurately and quickly. On the other hand, the Slurm simulator

was chosen for testing because it is implemented from a modification of the actual Slurm

code while disabling some unnecessary functionalities which do not affect the functionality

of the real Slurm, and it can simulate up to 17 days of work in an hour14. The Slurm

simulator is located in the Github13

3.3 Related Work

Job scheduling in HPC systems is affected by several factors such as job submission time,

job duration time, number of requested processors, amount of requested time and memory,

group ID, etc.32. While there are some other main scheduling strategies that researchers

focuse on the past by using different priority functions such as Shortest Job First (SJF),

First Come First Serve (FCFS), Priority Scheduling, etc.33 which don’t achieve maximum

performance and utilization in multiple nodes clusters. Previous studies show that batch
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job scheduling is an NP-complete problem34.

There have been many studies focused on predicting the run time for running applications

on the HPC systems or the cloud35 36 37 38 39 40, while there are very few studies focuses on

predicting memory for running jobs on the cluster such as Taghavi et al. who introduced

a machine learning recommender system for predicting the amount of memory for jobs

submitted to Load Sharing Facility (LSF®)41.

Fan et al. proposed another HPC scheduling technique using deep reinforcement learning

(DARS), which uses neural networks for resource reservation and backfilling.42.

Similarly, Zhang et al. proposed a deep reinforcement learning-based job scheduler called

RLScheduler which is capable of learning high-quality scheduling policy.43. Some other work

focused on measuring power consumption based on submitted jobs on a cluster.44.

Tyryshkina et al. used three machine learning algorithms: extra trees regressor, the

gradient boosting regressor, and the random forest regressor for predicting run time for

bioinformatics tools and found best performance is by using random forests.44

Other different methods presented by Aaziz et al. for measuring the performance of a

running job. The method uses historical application data (job parameters and hardware

counter metrics) of specific applications during the running time. This method increases

the application overhead by around 5%45.

Our work combines both predicting memory and time required for submitted jobs on

HPC systems. In addition, we could not find any work that tested their work in a real or

simulated resource workload manager as we did for Slurm.

Our work proposes a stand-alone ML model which dramatically improves efficiency, and

utilization. In addition, our model will decrease turnaround time, waiting time for the

submitted jobs.
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Feature Type Description
Account Text Account the job ran under.
ReqMem Text Minimum required memory for the job.

(in MB per CPU or MB per node).
Timelimit Text Timelimit set for the job in [DD-[HH:]]MM:SS format.
ReqNodes Numeric Requested number minimum Node count.
ReqCPUS Numeric Number of requested CPUs.

QOS Text Name of Quality of Service.
Partition Text The partition on which the job ran.
MaxRSS Numeric Maximum resident set size of all tasks in job (in MB).

CPUTimeRAW Numeric Time used (Elapsed time * CPU count) by a job.
(in seconds).

State Text The job status.

Table 3.1: Feature Selected

3.4 Methodology

In this section, we will explain Data Preparation and Feature Analysis; Regression Models;

and multi-technique prediction: Mixed Account Regression Models.

3.4.1 Data Preparation and Feature Analysis

Two data sets (sacct data) were collected from the Slurm database. The first data set

was collected from the HPC resources of the XSEDE service provider at the University of

Colorado Boulder (RMACC-Summit)46. The data set has 7.8 million instances and covers

the years from 2016 – 2019 of the usage. The second data set was collected from the HPC

resources of Kansas State University (Beocat)22. The data side has 10.9 million instances

and covers the years 2018-2019.

Given logs of accounting information for jobs invoked with Slurm and HPC system-

specific requirements such as default time-limit, memory-limit, quality of service (QOS),

partition, etc., we began by extracting useful features from the data, as shown in table 3.1.

Among the features, State and Partition were used for filtering, while others were used

for data modeling. We selected CPUTimeRAW over Elapsed time as the ‘time to predict’
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because it naturally incorporates the number of requested CPUs into actual runtime. It is

well known that using more CPUs does not necessarily translate to reduced runtime47 due to

the limited bandwidth of memory access, overhead in resource management and protection,

etc., thus, we considered CPUTimeRAW as a relatively robust and conservative estimate

of runtime over Elapsed time. The selected features were processed in three stages: i) data

treatment and filtration ii) feature standardization and iii) data normalization.

Data Treatment and Filtration : At this stage, we dealt with missing values (NaN ) in

the data and removed certain types of jobs. Based on the respective HPC system policies,

missing Timelimit, Partition, and QOS were replaced with default values. Jobs missing

values for either MaxRSS or CPUTimeRAW were removed. Jobs belonging to premium

Partition / QOS were removed; so were jobs with incomplete State (‘Cancelled’, ’Failed’,

’Deadline’, etc.), or ’Unlimited’ Timelimit. Post filtration. We had 4.45 million jobs left

in Beocat, while RMACC-Summit had 2.8 million jobs left.

Feature Standardization : Timelimit was parsed to numeric hours. MaxRSS was stan-

dardized to gigabytes (GB). Account, QoS, and Partitions were factorized to unique integer

codes. ReqMem was converted from MB per CPU (suffix c) or MB per node (suffix n) to a

numeric total MB, and was subsequently standardized to GB.

Data Normalization : Only Account, ReqMem, ReqNodes, Timelimit, QoS, MaxRSS

and CPUTimeRAW were selected for further processing and analysis. All seven features

except QOS and Account were normalized by shifting to their respective means and scaling

by their respective standard deviation, using the StandardScalarTransform() in the Scikit-

learn Python package48.
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3.4.2 Regression Models

Our objective was to model time (CPUTimeRAW) and memory (MaxRSS) as a function of

requested parameters Account, Timelimit, ReqNodes, ReqMem, ReqCPUS, and QsS. Thus,

we considered the following seven popular regression models for the task: i) Lasso Least

Angle Regression (LL)49,50, ii) Linear Regression (LR)50, iii) Ridge Regression (RG)50, iv)

Elastic Net Regression (EN)50, v) Classification and Regression Trees (DTR)51, vi) Random

Forest Regression (RFR)52, and vii) LightGBM (LGBM)53. We used the Coefficient of

determination (R2)50 and root mean squared error (RMSE)50 to evaluate the regression

models. We used scikit-learn’s48 implementation for all models and performance metrics.

3.4.3 Multi-Technique prediction: Mixed Account Regression

Models

Using Timelimit, ReqNodes, ReqMem, ReqCPUS, and QoS to predict CPUTimeRAW and

MaxRSS, we found that it was challenging to faithfully model all job accounting information

for large HPC systems. This happened due to a plethora of job requests having an identical

amount of requested resources, but leading to substantially different actual resource allo-

cation. Such jobs, invariant in independent variables and highly variant in the dependent

variable, resulted in sub-par performance across all regression models.

Nevertheless, we found that partitioning the data by ‘Account’ led to significant improve-

ments in performance in certain slices of data, suggesting that some accounts had better job

request specifications, predictive of the actual parameters. Thus, instead of modeling the en-

tire data, we deliberately built a mixed account regression model by iteratively adding best

performing accounts to an account pool until peak performance is reached with reasonable

data utilization. Algorithm 1 shows the Mixed Account Regression Model (MARM) that

takes a dependent variable Y , independent variables X, account ids acc for each observation

in X and Y , number of accounts to consider num acc, and a regression model m.
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Algorithm 1 MARM(Y , X, acc, num acc m)

1 unacc = unique(acc)
2 acc pool = {}
3 Repeat num acc times:
4 for i ∈ unacc
5 tac = append(acc pool, i), if not i ∈ acc pool
6 indices = which tac ∈ acc
7 Xa, Ya = X[indices], Y [indices]
8 Repeat 20 times:
9 Split Xa, Ya into 80% training and 20% testing.
10 RM = Build model using m.
11 Calculate training and testing R2 of RM.
12 R2tr[i] = mean R2 of RM using training data.
13 R2te[i] = mean R2 of RM using testing data.
14 best aid = Choose i with best mean R2tr and R2te ranks.
15 best r2 tr = R2tr[best aid]
16 best r2 te = R2te[best aid]
17 acc pool = append(acc pool, best aid)
18 Return best r2 tr, best r2 te, acc pool
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The algorithm begins with an empty account pool (acc pool). Accounts are added to a

temporary account pool (tac) using the current account pool (acc pool) and an account i

among unique accounts unacc, only if i does not already exist in acc pool, next we find a

data subset Xa, Ya corresponding to accounts in tac. The data subset is then randomly split

20 times into 80% (training) / 20% (testing) ratio and modeled using the regression model

m. In each run R2 scores on training and testing data are computed, that are averaged and

stored in R2tr[i] for training data and in R2te[i] for testing data. Finally, after all unique

accounts in unacc have been evaluated, we select the best account id (best aid) based on

R2tr, R2te to be added to the current account pool. The algorithm continues until acc pool

contains num acc accounts.

In principle, MARM is a greedy-strategy to find best the ‘n’ account combination to

maximize performance. The growing account pool (acc pool) finds the best account combi-

nations starting from one to ‘n’, assuming that the best i account combination is constructed

by the union of the best i−1 account combination and an account that results in the best R2

performance. Thus, a Slurm administrator can set num acc to the total number of accounts

N in the HPC system and use MARM to generate a R2 score distribution along with all

best account combinations (one to N) and the number of jobs covered by these accounts.

The administrator can then choose the number of account combination that offers the best

performance across reasonable number of jobs.

3.5 Results and Discussion

In this section, we will explain the benchmarking predictive performance of regression mod-

els; the MARM models for Beocat and RMACC-Summit; and Evaluating Our Model.
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3.5.1 Benchmarking predictive performance of regression models

Instead of directly using all seven regression models for building MARM, we benchmarked

these models to select ones that offered superior empirical evidence of effectiveness. We

evaluated all seven methods based on their performance across data slices corresponding to

single accounts in predicting CPUTimeRAW (Time) and MaxRSS (Memory). Beocat con-

tained 4.45 million jobs spread across 20 unique accounts, while RMACC-Summit contained

2.8 million jobs spread across 50 unique accounts. We employed 5-fold cross-validation and

used average R2 and RMSE obtained on testing data, as well as average time to build

the model, as our performance metrics. Figurse 3.1, 3.2, 3.3, 3.4, 3.5, and 3.6 shows

boxplots illustrating the distribution of average R2, log (RMSE+1) and log (runtime+1)

in predicting memory and time among 50 accounts in RMACC-Summit for each regression

model. Figurse 3.7, 3.8, 3.9, 3.10, 3.11, and 3.12 shows boxplots illustrating the distri-

bution of average R2, log (RMSE+1) and log (runtime+1) in predicting memory and time

among 50 accounts in BEOCAT for each regression model. We found similar trends among

20 accounts in both RMACC-Summit and BEOCAT.

LGBM, DTR, and RFR are similarly outstanding in R2 performance in both memory

and time. RMSE does not show significant variation among the seven methods. In terms

of runtime, RFR is consistently the slowest of all methods followed by EN. Based on these

results, we decided to move forward with LGBM, RFR, and DTR for building MARMs for

Beocat and RMACC-Summit.

We constructed MARMs to predict memory and time in Beocat and RMACC-Summit

using 80% of the total accounts, 40 out of 50 accounts in RMACC-Summit and 16 out

of 20 accounts in Beocat. Figures 3.13, 3.14, 3.15, and 3.16 shows the mean R2 score

distribution of DTR, RFR, and LGBM on testing data versus the number of best account

combinations. It can be seen that the R2 decreases as the number of accounts (and jobs)

increases. While all three methods DTR, RFR, and LBGM perform similarly, DTR does

slightly better across all cases. The dotted lines show the best number of account combina-
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Figure 3.1: R2 for predicting memory of seven methods across 50 accounts in RMACC-
Summit

tions we choose to build memory and time models across the two datasets. In particular, we

choose, i) best nine accounts combination (spanning across 1.25 million jobs) with average

R2 of 0.77, for building a DTR based memory model in BEOCAT; ii) best eight accounts

combination (spanning across 1.8 million jobs) with average R2 of 0.81, for building a DTR

based time model in BEOCAT; iii) best 29 accounts combination (spanning 847,000 jobs)

with average R2 of 0.86, for building a DTR based memory model in RMACC-Summit;

and iv) best 37 accounts combinations (spanning across 1.74 million jobs) with average
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Figure 3.2: RMSE for predicting memory of seven methods across 50 accounts in RMACC-
Summit

R2 of 0.78, for building a DTR based time model in RMACC-Summit.

3.5.2 Evaluating Our Model

In order to assess our model, we have examined our model using two testbeds (RMACC-

Summit testbed) and (Beocat testbed). Each testbed contains one hundred thousand jobs.

Each testbed was assessed based on three metrics i) Submission and Execution Time, which

indicate the difference between the job submission time (timestamps that represent when
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Figure 3.3: Runtime for predicting memory of seven methods across 50 accounts in
RMACC-Summit

the job was submitted) and the execution time (the difference between the start and end

execution time). ii) System Utilization which measures how effective and efficient the system

utilizing its resources. iii) Backfill-Sched Performance, shows the performance of the backfill-

sched algorithm assisting the main scheduler to schedule more jobs within the cluster to

enhance resource utilization. We used the Slurm Simulator to assess each metric above by

comparing the results of running each testbed using users’ requested memory and run time;

using actual memory usage and duration, and using our ML model predicted memory and
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Figure 3.4: R2 for predicting time of seven methods across 50 accounts in RMACC-Summit

run time. Each RMACC-Summit and Beocat testbed contains one hundred thousand jobs.

Figure 3.17 and Figure 3.18 show submission and execution time metrics based on the

job-id, start time, and the execution time for (Requested vs. Actual vs. Predicted) for five

thousand jobs included in RMACC-Summit Testbed and five thousand jobs included

in Beocat testbed, respectively. The graphs show that it takes around fifty-five days for

RMACC-Summit and eighty-two days for Beocat to complete the execution for all of the

submitted jobs using user-requested memory and time, while it takes less than twenty-four

days for both RMACC-Summit and Beocat to complete the running of the submitted jobs

39



Figure 3.5: RMSE for predicting time of seven methods across 50 accounts in RMACC-
SUMMI

using the actual and predicted time and memory. Based on the results, our model predicted

the values for the required time and memory accurately.

Figure 3.19 and Figure 3.20 show that using our module to facilitate the RMACC-

Summit and Beocat HPC systems allows them to reach similar utilization (up to 100%)

compared to the utilization of the HPC system that used actual job resources.

Figure 3.21 indicates that the backfill-sched algorithm has achieved more efficiency

on the Beocat testbed that used our module compared to the ones that did not base on
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Figure 3.6: Runtime for predicting time of seven methods across 50 accounts in RMACC-
Summit

measuring the density of jobs attempts to schedule over time. While our model achieved

similar BEOCAT results for the RMACC-Summit testbed. These results were achieved

because using our model in most cases reduces the amount of resources required by the

user-submitted jobs. Hence, the HPC system has more available resources to fit more jobs

in the system. Thus, the backfill schedule becomes less needed and the overall system more

efficient by using these available resources.

Tables 3.2, 3.3, 3.4, and 3.5 provide the calculated average waiting time with the
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Average Wait Time (Hour) Average TA Time (Hour)
Requested 380.6 ±241.2 403.14 ±243.3
Actual 1.3 ±0.7 2.9 ±3.2

Predicted 3.7 ±1.1 5.5 ±4.8

Table 3.2: Average Waiting Time (Requested vs Actual vs Predicted) For RMACC-Summit

Median Wait Time (Hour) Median TA Time (Hour)
Requested 401.2 425.7
Actual 0.5 1.1

Predicted 1.3 4.5

Table 3.3: Median Waiting Time (Requested vs Actual vs Predicted) For RMACC-Summit

Average Wait Time (Hour) Average TA Time (Hour)
Requested 662.9 ±193.6 673.5±196.6
Actual 1.5 ±1.1 4.1 ±2.2

Predicted 27.7±25.3 34.8 ±27.1

Table 3.4: Average Waiting Time (Requested vs Actual vs Predicted) For RMACC-Summit

Median Wait Time (Hour) Median TA Time (Hour)
Requested 681.6 652.2
Actual 0.9 3.2

Predicted 6.2 13.9

Table 3.5: Median Waiting Time (Requested vs Actual vs Predicted) For RMACC-Summit
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Figure 3.7: R2 for predicting memory of seven methods across 50 accounts in BEOCAT

median, average turn-around (TA) time, median Avg Wait Time (Hour), and median TA

Time for the jobs in RMACC-Summit and Beocat HPC resources for each requested, actual,

and predicted runs. Using our model drastically reduced the average waiting time from 380

hours to 4 hours and the average turnaround time from 403 hours to 6 hours for RMACC-

Summit. And reduced the average waiting time from 662 hours to 28 hours and average

turnaround time from 673 hours to 35 hours for Beocat.
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Figure 3.8: RMSE for predicting memory of seven methods across 50 accounts in BEOCAT

3.6 Summary

Our machine learning model is valuable for both HPC users and administrators. Our model

helps HPC users to estimate and recommend the amount of resources (Time and Memory)

required for their submitted jobs on the HPC cluster. Our ML model is built based on the

implementation of different machine learning algorithms (Six discriminative models from the

scikit-learn and Microsoft LightGBM) applied on the historical data (sacct data) from Slurm

for one XSEDE service provider (The University of Colorado Boulder (RMACC-Summit)
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Figure 3.9: Runtime for predicting memory of seven methods across 50 accounts in BEO-
CAT

and Kansas State University (Beocat)) HPC resources. We tested our ML model using one

hundred thousand jobs for each testbed.

Our results show dramatically increased utilization of up to 100%, decreased average

waiting time (from 380 to 4 hours in RMACC-Summit and from 662 to 28 hours

in Beocat), and decreased the average turn-around time for the submitted jobs (from 403

to 6 hours in RMACC-Summit and from 673 hours to 35 hours in Beocat). This

implies a dramatic increase the efficiency and decreased power consumption for Slurm-based
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Figure 3.10: R2 for predicting time of seven methods across 50 accounts in BEOCAT

HPC resources.
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Figure 3.11: RMSE for predicting time of seven methods across 50 accounts in BEOCAT
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Figure 3.12: Runtime for predicting time of seven methods across 50 accounts in BEOCAT
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Figure 3.17: Jobs Submission and Running time (Requested vs Actual vs Predicted) for
RMACC-Summit Jobs. Note dramatic improvement of Y axis range between graphs.

Figure 3.18: Jobs Submission and Running time (Requested vs Actual vs Predicted) for
Beocat Jobs. Note dramatic improvement of Y axis range between graphs
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Figure 3.19: Utilization (Requested vs Actual vs Predicted) for RMACC-Summit Jobs

Figure 3.20: Utilization (Requested vs Actual vs Predicted) for Beocat Jobs
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Figure 3.21: Backfill-Sched Performance for RMACC-Summit Jobs
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Chapter 4

AMPRO-HPCC: A Machine-Learning

Tool for Predicting Resources on

Slurm HPC Clusters 1

4.1 Abstract

Determining resource allocations (memory and time) for submitted jobs in High Performance

Computing (HPC) systems is a challenging process even for computer scientists. HPC users

are highly encouraged to overestimate resource allocation for their submitted jobs, so their

jobs will not be killed due to insufficient resources. Overestimating resource allocations

occurs because of the wide variety of HPC applications and environment configuration op-

tions, and the lack of knowledge of the complex structure of HPC systems. This causes a

waste of HPC resources, a decreased utilization of HPC systems, and increased waiting and

turnaround time for submitted jobs. In this paper, we introduce our first ever implemented

fully-offline, fully-automated, stand-alone, and open-source Machine Learning (ML) tool to

help users predict memory and time requirements for their submitted jobs on the cluster.

1This chapter is a slightly modified version of our published article54
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Our tool involves implementing six ML discriminative models from the scikit-learn and Mi-

crosoft LightGBM applied on the historical data (sacct data) from Simple Linux Utility for

Resource Management (Slurm). We have tested our tool using historical data (saact data)

using HPC resources of Kansas State University (Beocat), which covers the years from Jan-

uary 2019 - March 2021, and contains around 17.6 million jobs. Our results show that our

tool achieves high predictive accuracy R2 (0.72 using LightGBM for predicting the memory

and 0.74 using Random Forest for predicting the time), helps dramatically reduce compu-

tational average waiting-time and turnaround time for the submitted jobs, and increases

utilization of the HPC resources. Hence, our tool decreases the power consumption of the

HPC resources.

4.2 Introduction

High Performance Computing (HPC) resources have become more available to users to run

their extensive computations and simulations. One of the most important parts of the HPC

system is the batch scheduler. The batch scheduler manages resources and queues of all

submitted jobs in the cluster. Hence, it is the part that decides where and when jobs will

run in the cluster. On the other hand, batch scheduler performance depends on the resource

requirements from the user such as the amount of memory, requested time, and the number of

cores32. While these resource requirements are the responsibility of HPC users to determine,

it is a fact that users may determine resource needs inaccurately55. Also, users are highly

encouraged to overestimate these resources in order to satisfy job requirements, so their jobs

will not be killed during the run time due to insufficient resources56. Overestimating job

resource requirements negatively impacts the performance and the utilization of the HPC

system. Moreover, over-estimating job resource process will increase average turn-around

time and average waiting time for submitted jobs.

In this paper, we introduce the first-ever open-source, stand-alone, highly-accurate, fully-
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offline, and fully-automated tool called AMPRO-HPCC, which stands for ”A Machine-

Learning-Tool for Predicting Resources On Slurm HPC Clusters”. AMPRO-HPCC aims

to help HPC users predict and estimate the required job resource allocations (memory and

time) for their submitted jobs. Our tool uses Simple Linux Utility for Resource Management

(Slurm) historical logs-data (sacct) and involves implementation of six Machine Learning

(ML) discriminative models from the scikit-learn48 and Microsoft LightGBM (LGBM)53.

Our ML tool is invoked through Command Line Interface (CLI), and it consists of two parts:

i) System administrator part, which is responsible for preparing data and all the required

models for building the final models and tool; ii) HPC user side, which will automatically

read the submission job script provided from the HPC user and recommend the required

job allocation resources (memory and time) for the associated submitted job.

We have extended our previous work28,27,4, and designed the AMPRO-HPCC tool to

help HPC users determine the allocation of HPC resource needs (memory and time) using

supervised ML over historical data (sacct). Our open-source tool can be found on GitHub57.

The rest of this paper is organized as follows: Section 2, discusses the related work.

Section 3 describes our prediction tool, AMPRO-HPCC, which includes the workflow model,

data preparation, evaluation and building of our Mixed Account Regression Model (MARM),

and the job resource prediction. Section 4 shows our promising results. Finally, Section 5

presents our conclusion.

4.3 Related Work

Simple Linux Utility for Resource Management (Slurm) is a resource manager, which en-

ables HPC resources to execute parallel jobs efficiently30. Slurm turns a set of hundreds or

tens of thousands of computers into a single unit that you can run jobs on. So Slurm makes

parallel computers easy to use. Slurm allocates resources within a cluster, manages the

nodes, and keeps track of architecture within a node such as sockets, NUMA boards, cores,
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hyper threads, memory, interconnect, generic resources, and managing licenses. Slurm man-

ages jobs through varieties of scheduling algorithms (fair share, gang, advanced reservation,

etc.)12.

While there are many kinds of resource management scheduler such as Sun Grid En-

gine (SGE)8, Tera-scale Open-source Resource and Queue manager (TORQUE)58,10, and

Portable Batch System (PBS)59,11, Slurm is the most popular and most used among them.

Hence, we implemented our tool based on Slurm workload manager HPC systems.

There are many studies and research focusing on predicting the running time

and the time required for running application on the HPC systems or the

cloud35,60,36,15,37,61,38,62,63,39,40,45,44, while there are quite a lot of research that focuses on

predicting the amount of memory required for the submitted jobs41,64.

Our work differs by the methodology used and the ability to predict both memory and

time required for submitted jobs on the HPC systems. We conclude ”there does not yet exist

software that can help to fully automate the allocation of HPC resources or to anticipate

resource needs reliably by generalizing over historical data, such as determining the number

of processor cores and the amount of memory needed.”28. Hence, we are introducing the

first-ever open-source ML tool for predicting job resources (memory and time) for submitted

jobs on the HPC systems.

4.4 Prediction Tool (AMPRO-HPCC)

Figure 4.1 illustrates the use-case diagram of our ML tool. We have two types

of users: i) system administrators (referred to as admin henceforth) and ii) HPC

users (referred to as users henceforth). Modules PreProcess, BuildPerAccountModels,

BuildMixedAccountModels and TrainSelectedMARM are available to admins, while the

Ampro-hpcc module is available to both admins and users. The main objective of our tool

is to build Mixed Account Regression Models (MARM), which are regression models built
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on a subset of slurm Accounts with the best overall predictive performance, containing a

reasonable percentage of jobs. Here, we provide descriptions of each module along with its

inputs and outputs.

Figure 4.1: Use-Case Diagram for AMPRO-HPC

4.4.1 AMPRO-HPCC Workflow Model

Figure 4.2 describes the workflow model of our work as follows: i) The user prepares and

creates a new job, which includes the requested amount of memory, time limit, quality of
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service (QoS), and partition name for the proposed job. ii) The HPC user will submit their

job and passes it through our ML model in order to predict the amount of the required

memory and the amount of time needed for the job to run. iii) Our ML model will process

the submitted job by parsing all of the parameters needed, then predicting required memory

and time for the specific job. iv) The HPC user will get feedback from our model regarding

the needed amount of memory and time for their submitted jobs. v) The user will have the

option to confirm or deny to use the predicted values for the required memory and time. vi)

If the user confirms the use of the predicted amounts for either the required memory or the

required time or both, then our ML model will update the amounts of memory and time as

needed for the submitted job. If not, then the submitted job will remain the same. vii) The

user will be notified about the changes to their jobs. viii) Finally, either an updated job or

the original job will be scheduled for running on the cluster.

Figure 4.2: AMPRO-HPCC Work-Flow Diagram
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4.4.2 Data Preparation

The data preparation or Preprocess module takes the path (path to data) to logs of slurm

jobs accounting information (sacct) to extract Account, ReqMem, Timelimt, ReqNodes, Re-

qCPUS, QoS, Partition, MaxRSS, CPUTimeRAW, and State from the dataset. A descrip-

tion of these features can be found at65. The module also asks the admin to provide default

time-limit (def time), default quality of service (def qos), and default partition assignment

(def partition) to deal with some of the missing values in the data. Finally, the admin

also has the ability to specify a set of QoS (sel qos) and partitions (sel partition) that

they want to select over the entire data. In addition, the Pre-processing module does its

own filtration by only selecting jobs with State equals to ’COMPLETED’, and having non-

zero MaxRSS and CPUTimeRAW. Next, this module standardizes Timelimit to numeric

hours, MaxRSS and ReqMem to gigabytes (GB), and Account and QoS to numeric factors.

Finally, Account, ReqMem, ReqNodes, Timelimit, QoS, MaxRSS, and CPUTimeRAW are

normalized using the StandardScaler transform in Scikit-learn Python package48.

4.4.3 Evaluating individual regression models

Before building the Mixed Account Regression Models (MARM), the admin can evaluate

individual regression models to note what may be most suited to their dataset. Although

optional, the BuildPerAccModels module can provide initial insights on the quality of data

and can significantly speed up MARM building time by nominating promising regression

models for MARM overall possibilities. The BuildPerAccModelsmodule requires the admin

to provide the path to processed data (path to data), independent variables or features

(indep vars), and a dependent variable (dep var) to train and evaluate seven popular

regression models on all data-subsets containing individual Account. At this point, the

admin can specify the minimum number of jobs an individual Account should have in order

to be considered (min num jobs). The seven regression models include: i) Lasso Least Angle

Regression (LL)49,50, ii) Linear Regression (LR)50, iii) Ridge Regression (RG)50, iv) Elastic
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Net Regression (EN)50, v) Classification and Regression Trees (DTR)51, vi) Random Forest

Regression, (RFR)52, and vii) LightGBM (LGBM)53. The regression models are evaluated

by means of the Coefficient of determination (R2), and root mean squared error (RMSE)50.

We used scikit-learn’s48 implementation for all models and performance metrics.

4.4.4 Evaluating mixed account regression models

Once the individual regression models have been evaluated, the admin can select what

models should be considered for MARM. The admin can also decide to select all seven

regression models for MARM. Our BuildMixedAccountModels module requires a path to

processed data (path to data), independent variables (indep vars), dependent variable

(dep var), the minimum number of jobs (min num jobs), and the names of the regression

models to be considered for MARM (methodnames). A mixed account regression model

MARM(N,M,X, Y ) is constructed by finding N accounts with the best performance score

for a given regression model M in predicting a dependent variable Y using independent

variables X. MARM is constructed iteratively and can be summarized as follows:

MARM(N,M,X, Y ) =


N

′
N = 1

MARM(N − 1,M,X, Y ) ∪N
′

otherwise

where N
′ ∈ N is the Account that results in the best overall aggregate score in terms of

R2 on training (R2tr) and testing (R2te) datasets and number of jobs (SN ′ ), given by:

N
′
= argmaxn∈N(R2tr(M,XA[n], YA[n]), R2te(M,XA[n], YA[n]), SA[n])

where XA[n] and YA[n] correspond to independent and dependent variables respectively
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for an unique Account A[n]. Thus, the MARM of N accounts depends upon the MARM of

N − 1 accounts appended with the best overall Account N
′
that results in the best overall

performance. R2 scores R2tr and R2te are calculated by randomly splitting the data into

80% (training) / 20% (testing), five times (5-fold) modeling using the regression model M ,

and averaging the R2 scores on training and testing data subsets over the five runs. A

comprehensive explanation of the Mixed Account Regression Model (MARM) can be found

in our publication27.

4.4.5 Building MARM for prediction

The BuildMixedAccountModels module generates R2 score distributions over 1, 2, · · · , N

for each regression model M specified by the admin in methodnames. Thus, the admin

can determine which regression model performs the best along with the best number of

accounts n̂ ≤ N to use. Thus, our TrainSelectedMARM module takes the selected regression

model (sel model), path to processed data (path to data), path to the intermediate results

produced by BuildMixedAccountModelsmodule (path to marm res) independent variables

(indep vars), dependent variable (dep var) and number of accounts (num acc) to build the

final MARM for resource prediction.

4.4.6 Job resource prediction

Finally, the users of the slurm system can use Ampro-hpcc module by providing a path

to their Slurm job submission script (path to script), a path to selected MARM model

(path to model), a path to system default (path to defaults), and a path to the normal-

ization transform (standard Scalar inverse transform) (path to stdscale) to obtain the

recommended values of time and memory. To be conservative and prevent failure due to

time and memory requirements that may underestimate of the actual memory and time

utilization, our recommended values are increased by 10%.
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4.5 Results and Discussion

4.5.1 Preprocessing and PerAccount Models

We applied our ML tool using the HPC resources at Kansas State University, called Beocat.

The data side has 17.6 million instances and covers the years 2018 - 2021 of the usage. After

using PreProcessing module only selecting ’normal’ QoS, the dataset contained 7.8 million

jobs spread across 21 unique accounts. Employing BuildPerAccountModels, we evaluated

all seven regression models across 21 accounts, resulting in Figures 4.3, 4.4, 4.5 , and 4.6

for predicting time (CPUTimeRAW) and memory (MaxRSS) that shows boxplots of R2 and

negative RMSE score distributions. We found LGBM, DTR, and RFR to be clear winners.

Thus, we decided to only utilize LGBM, DTR, and RFR to build MARM.

LR LassoLARS Ridge ElasticNet LightGBM CART RandomForest
Methods
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Figure 4.3: Beocat 2018-2021 MaxRSS 10 Fold CV Report on R2
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Figure 4.4: Beocat 2018-2021 MaxRSS 10 Fold CV Report on Negative RMSE

4.5.2 MARM models in BEOCAT

Utilizing BuildMixedAccountModels, we constructed MARMs to predict memory and

time in Beocat using 17 out of 21 accounts (80% of the total accounts) in Beocat. Fig-

ures 4.7, 4.8, 4.9, 4.10, 4.11, and 4.12 shows the mean R2 score distribution of DTR,

RFR, and LGBM on training and testing datasets versus the number of best account com-

binations in predicting time. It can be seen that the R2 decreases as the number of accounts

(and jobs) increases. We found RFR was the best performer in predicting time, while

LGBM was the best performer in predicting memory. Thus, we finalized the memory and

time MARM using TrainSelectedMARM to be i) best five account combination (spanning

across 1.8 million jobs) with an average R2 of 0.74, for building an RFR based time model

as shown in Figures 4.12 and ii) best thirteen accounts combination (spanning across 1.4

million jobs) with average R2 of 0.72, for building an LGBM based memory model as shown

in Figures 4.8. Using the finalized MARMs, we randomly sampled 5000 jobs from Beocat

and ran them on a Slurm simulator with requested, actual, and predicted time and memory
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Figure 4.5: Beocat 2018-2021 CPUTimeRAW 10 Fold CV Report on R2

values.

4.5.3 Evaluating Our Model

We assessed our model using the Slurm simulator66,13, which was developed by the Center

for Computational Research, SUNY Buffalo. The Slurm simulator was chosen because it is

implemented from a modification of the actual Slurm code while disabling some unnecessary

functions, which do not affect the functionality of the real Slurm66.

Figure 4.13 shows submission and execution time, which indicates the difference be-

tween the job submission time (timestamp that represents when the job was submitted) and

the execution time (difference between the start and end execution time) for five thousand

jobs. Our results indicate that we have achieved almost identical running time compared to

the actual running time.

Figure 4.14measures and compares system utilization using requested jobs resources

versus actual job resources versus predicted job resources using the AMPRO-HPCC tool.
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Figure 4.6: Beocat 2018-2021 CPUTimeRAW 10 Fold CV Report on Negative RMSE

Our results show that our tool reached almost similar utilization compared to the utilization

of the HPC system that used actual job resources because of the high prediction accuracy

of our ML tool.

Figure 4.15 compares and assesses the backfill-sched algorithm’s performance. The

graph shows more efficient performance on the backfill-sched algorithm on the Beocat

testbeds that used our ML module than the ones that did not. The graph shows fewer

density results when using predicted values since using our AMPRO-HPCC model decreases

the number of resources required by the user for the submitted jobs in most cases. This

situation results in helping Slurm fit more jobs on the cluster. It also reduces the need to use

the backfill-sched algorithm and resulting in more overall system efficiency by using these

available resources.

Tables 4.1 and 4.2 provides the calculated average waiting time, and average turn-

around time for Beocat jobs for requested, actual, and predicted job resources allocation.

Our results show that our tool was able to reduce the average waiting time for submitted
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Figure 4.7: Beocat 2018-2021 MaxRSS MARM based on CART

Avg Wait Time (Hour) Avg TA Time (Hour)
Requested 680 ±128 692.8 ±130
Actual 0.4 ±0.08 3.62 ±1.8

Predicted 8.0±1.1 6.36 ±1.9

Table 4.1: Average Waiting and Turnaround Time (Requested vs Actual vs Predicted) For
Beocat

jobs from 680 hours to 8.0 hours and the average turnaround time from 692 hours to 16.4

hours.

4.6 Summary

Determining the allocation of HPC resources for submitted jobs is a difficult process for HPC

users. It is still an open question how many resources the user should specify (memory and

time) for their submitted jobs on the cluster. HPC users are encouraged to overestimate

job resources for their submitted jobs. In this paper, we have developed a novel and the
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Figure 4.8: Beocat 2018-2021 MaxRSS MARM based on LightGBM

Median Wait Time (Hour) Median TA Time (Hour)
Requested 713.6 715.6
Actual 0 3.09

Predicted 1.4 5.9

Table 4.2: Median Waiting and Turnaround Time (Requested vs Actual vs Predicted) For
Beocat

first-ever open-source, stand-alone, fully-automated, highly-accurate, and fully-offline ML

tool to help HPC users to determine the amount of required resources (memory and time)

for their submitted jobs on the HPC clusters. Our tool was built using supervised ML

algorithms. Our tool consists of two parts: i) the system admin part, which is responsible

for preparing and building the ML model based on Slurm historical data and providing it to

the users; ii) the user part, which uses the ML model provided from the system admin part,

reads the submitted job script, and predicts the required amount of the resources (memory

and time). Our tool achieves high accuracy and can significantly increase the performance

and utilization of the HPC systems. Moreover, our ML tool can dramatically decrease the
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Figure 4.9: Beocat 2018-2021 MaxRSS MARM based on RandomForest

average turnaround and waiting time for the submitted jobs. Hence, our tool increases the

efficiency and decreases the power consumption of the Slurm-based HPC resources.
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Figure 4.10: Beocat 2018-2021 CPUTimeRAW MARM based on CART
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Figure 4.11: Beocat 2018-2021 CPUTimeRAW MARM based on LightGBM
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Figure 4.12: Beocat 2018-2021 CPUTimeRAW MARM based on RandomForest

Figure 4.13: Jobs Submission and Running Time. (Note Dramatic Improvement of Y Axis
Range
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Figure 4.14: Utilization (Requested vs Actual vs Predicted) for Beocat Jobs

Figure 4.15: Backfill-Sched Algorithm Performance (Requested vs Actual vs Predicted) for
Beocat Jobs
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Chapter 5

Cost-Effective Resource Provisioning

of Cloud Computing via Supervised

Machine Learning 1

5.1 Abstract

Cloud computing has become more readily available and users are getting the advantage

of the powerful resources and receiving results of running their extensive computations and

simulations that require lots of resources in a short period of time. Cloud computing is

highly capable because of the powerful hardware provided by cloud service providers such

as AWS, Microsoft Azure, Google cloud, and IBM Spectrum Computing. Two of the critical

challenges of running jobs on the cloud are: cost-effectiveness and meeting critical deadlines.

In this work, we investigate the impact of using our Machine Learning techniques for

predicting job resources (memory and time) in terms of resources and cost provisioning for

running HPC jobs on the cloud.

1This work will be submitted to Practice and Experience in Advanced Research Computing (PEARC
’22), July 10-14, 2022, Boston, MA, USA
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We found that HPC users are overestimating job resources needed for their submitted

jobs by upwards of 10X, which will highly impact the cost of running their jobs on the cloud.

We can assist HPC users by recommending the amount of resources (memory and time)

needed for their submitted jobs by predicting the amount of memory and time required for

their submitted jobs on the cloud via our proposed first-ever implemented, fully-offline, fully-

automated, stand-alone, and open-source machine learning tool called AMPRO-HPCC. We

have evaluated our tool by comparing the run time and cost of 4.46 million jobs from 2018 to

2021 from the Kansas State University (BEOCAT), and 2.81 million jobs covered the years

2018-2019 from the University of Colorado-Boulder (RMACC-Summit) HPC resources. We

found that our cost-effective Machine Learning tool can reduce the average cost of running

jobs on the cloud by up to 39% for the BEOCAT jobs and up to 47% for the RMACC-

Summit resources. Moreover, decrease the average running time to meet the deadlines by

39% for the BEOCAT jobs and up to 52% for the RMACC-Summit resources.

5.2 Introduction and Background

Cloud computing service providers such as Amazon Web Services (AWS)67, Microsoft

Azure68, Google Cloud69, and IBM Spectrum Computing70 have been caught the attention

in the field of High Performance Computing (HPC) and scientific computing community in

the last decade due to availability and competition71. At the same time, cloud computing

infrastructures are becoming more well known and popular because of the various number

of services and different quality of service (QoS) they offer72 73. On the other hand, running

many of jobs on the cloud can become quite costly, especially when users require significant

resources for their submitted jobs. Moreover, cloud users frequently request many more

resources than their submitted jobs actually need to avoid potential jobs being terminated

due to an insufficient amount of resources requested. Therefore, ”one of the most challeng-

ing problems with real-time workflows in cloud computing is to get a cost-effective way to
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complete the workflow within the deadline”74. Thus, HPC users would benefit from getting

feedback about determining resource allocations (memory and time) for their submitted jobs

on the cloud, such as getting information about whether the amount of resources (memory

and time) required of a particular submitted job were not enough, or too much of a particu-

lar run. Such feedback requires more information history about actual usage of the resources

of previous runs to assess and give feedback regarding required resources for any new runs.

This data can be found in the sacct data provided by the Slurm resource manager.

Executing each particular job using cloud provider services is similar to submitting jobs

on a local cluster. After an HPC user submits a job with a specific resource requirement,

the cloud provider will then assign and reserve the needed computing resources from the

resources pool. The job will then be assigned to the best-suited resources in order to be

executed. The cost of running a particular job on the cloud depends on the amount of

resources the user asked for that job. This means the more resources requested, the more

cost for executing the job. On the other hand, the more resources the job requires, the more

probability the job will be waiting on the queue for allocating the required resources and

vice versa75.

One of the most important factors of using HPC in the cloud is the cost. The cost to

use the HPC cloud depends on many factors such as types of hardware offered, the amount

of resources needed (cores, memory, time, etc.), and the capacity of storage needed. While

most of the HPC intensive usage users are looking for cost-effective HPC cloud resources,

it is still hard and challenging to decide how many resources are needed for a particular

submitted job on the cloud. Hence, HPC cloud users usually consume much more resources

than needed for their submitted jobs. This process is not cost efficient and can consume

significant funding from their budgets and grants.

The basic ideas of our work are: i) Helping HPC users estimate and reduce the amount of

money and resources needed on the cloud while maintaining the minimum resources needed

for their submitted jobs on the cloud. Hence, reduce the budget. ii) measure the average
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saving budget using our machine learning model published in27, and4, versus not using our

model for most popular HPC cloud services providers such as (AWS, Azure, Google Cloud,

and IBM Spectrum Computing).

To achieve our goals, we calculate the amount of average resources and costs of usage

of running millions of jobs from both HPC resources of the University of Colorado Boulder

RMACC-Summit and from the Kansas State University Beocat, using actual, requested,

and predicted usage generated from our ML tool AMPRO-HPCC54. We finally provide

the comparison of resource usage and costs for both HPC resources using four well known

cloud services providers Amazon Web Services (AWS), Microsoft Azure, Google Cloud, IBM

Spectrum Computing, and on on-premises machine.

In this work, we investigate the impact of using our ML tool AMPRO-HPCC54 in running

jobs in the cloud by comparing the cost of running all jobs with and without using our

machine learning tool on the most popular cloud computing resources.

Our research focuses on the following research question: i) How much resources (memory

and time) on average do HPC users overestimate for their submitted jobs? ii) How efficient

and effective is using our machine learning model for predicting job resources (memory

and time) in terms of average cost and resources reduction for running jobs on the cloud,

especially the economic impact of predicting job resources?.

5.3 Related Work

Using local HPC resources could be inadequate for application executions in many cases,

such as big jobs that request more resources than the available ones on the local cluster.

Moreover, big jobs need to wait a long time in a queue76. Thus, the ideal solution would

be running these resource intensive jobs to the HPC cloud, which is known as HPCaaS

(HPC as a Service)77,78. While cost-effective resource provisioning in clouds is still a critical

challenge74.
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There are studies that focus on when and how to move HPC jobs to the cloud, where it

helps HPC users to determine whether jobs need to run on the cloud-based cluster or to run

on local clusters79,80,81. Another study focuses on evaluating the performance on running

applications on the cloud82,76,83,84.

Eduardo Roloff et al. introduced a comparison of three important factors: deployment,

performance, and cost of the cloud compared to the performance of an on-premises ma-

chine by running NAS Parallel Benchmarks (NPB)85 using three different cloud providers:

Amazon EC2, Microsoft Azure and Rackspace86.

Renato Cunha et al. proposed an advisor tool to choose where HPC users should submit

their jobs, either cloud or on-premises, based on computing a turnaround time estimate for

a certain job81.

Other areas of research focus on predicting the amount of waiting time in an HPC queue

using several techniques87,88,89,90. In addition, more effort was made in the area of predict-

ing the amount of execution time on the HPC resources91,92. Warren Smith introduced

a technique based on instance-based learning93 and historical information to predict HPC

scheduler queue waiting times and execution times for submitted jobs94.

Researchers also focused on studying and improving job scheduling techniques in the

HPC environments95,96,97,98,99. While task scheduling is an NP-hard problem, which means

that up to now, there is no scheduling algorithm that can achieve an optimal solution within

polynomial time100.

Jiyuan Shi et al. introduced an elastic resource provisioning and task scheduling mech-

anism to perform scientific workflows in the cloud. Their goal is to complete as many

high-priority workflows as possible under budget and deadline constraints. Their techniques

consist of three phases: workflow pre-processing, elastic resource provisioning, and task

scheduling101.

Lei Wu et al. proposed a cost optimization algorithm that emphasizes on resource

provisioning in order to meet the deadlines of real-time workflow74.
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In the area of cost provisioning for real-time workflow in cloud computing environment,

recent studies show that resource provisioning is much capable and successful than task

scheduling100.

Verma and Kaushal introduced a heuristic that benefits trade-off between deadline and

budget under given constraints. Their proposed constrained heuristic is based on Hetero-

geneous Earliest Finish Time (HEFT) to schedule workflow tasks over the available cloud

resources102.

Wei Zheng proposed a variety of algorithms to help minimize the monetary cost of run-

ning big jobs on the cloud with deadline constraints to a satisfactory level. Their proposed

work uses separate CPU frequency for each task to reduce the overall user cost103.

Our work focuses on studying the effects of using machine learning techniques provided in

our work27,57, and conducting a detailed comparison of resource usage and costs of running

jobs on the cloud. We mainly study the benefits of using our ML techniques in terms of

saving resources usage and costs on running jobs on the cloud providers such as AWS, Azure,

Google Cloud, and IBM Spectrum Computing.

5.4 Implementation

In this work, we focus on resource provisioning in cloud computing using our proposed ML

tool AMPRO-HPCC provided in GitHub57, which uses our ML Mixed Account Regression

Model (MARM), explained in detail in4, that helps and recommends the HPC users for

predicting the amount of resources needed (memory and time) for their submitted jobs.

To be able to perform and implement our work, the workflow process includes the fol-

lowing four stages:
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Stage 1: Collecting the HPC log data (sacct data)

Two data sets (sacct data) were collected from the Slurm workload manager database as

the following:

• HPC resources of the XSEDE service provider at the University of Colorado Boulder

(RMACC-Summit)46: The data set has 7.8 million instances and covers the years

from 2018 – 2021 of the usage.

• HPC resources of the Kansas State University (Beocat)22. The data side has 10.9

million instances and covers the years 2018-2019.

The collected data include the required features for the time requested set for each job

(Timelimit), actual time usage for running each job (CPUTimeRAW), Minimum required

memory (ReqMem), Maximum resident set the size of all tasks in each job (MaxRSS), State

of the job (State), accounts information, name of Quality of Service (QoS), etc. We need

that information in order to calculate the cost and build our MARM ML model to predict

the amount of resources for each newly submitted job.

Stage 2: Data Cleaning and Filtration

At this stage, we prepare the sacct data by removing all certain jobs associated with missing

values (NaN ) associated with features MaxRSS or CPUTimeRAW. We replaced missing

values of Timelimit, Partition, and QoS with default values. We consider all completed

jobs only, therefore, jobs with incomplete State (‘Cancelled’, ’Failed’, ’Deadline’, etc.) were

removed. At the end of this stage, we ended up having 4.46 million jobs left in Beocat,

while RMACC-Summit had 2.81 million jobs left.

Stage 3: Resources Prediction

At this stage, we calculate the predicted amount of resources (memory and time) using our

ML tool AMPRO-HPCC that uses our MARM methodology. So, we can use the predicted
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values to calculate the accuracy of our ML model, the amount of resources provisioning,

and the cost-effective resource provisioning in the cloud.

Stage 4: Calculate HPC resources needed

At this stage, we extract the amount of resources required (memory and time) for each job

in both Beocat and RMACC-Summit resources from the cleaned data and calculate the

average usage of memory and time for all jobs for each HPC resource as the following:

• Calculate the amount of resources (memory and time) required for each job using

the amount of requested resources provided by the user (ReqMem, and Timelimit).

Hence, we can calculate the total and average amount of resources using the requested

usage of all completed jobs for each HPC resource.

• Calculate the amount of resources (memory and time) required for each job using

the amount of actual usage of resources provided from the Slurm workload manager

(MaxRSS, and CPUTimeRAW). Hence, we can calculate the total and average amount

of resources used by all of the completed jobs for each HPC resource.

• Calculate the amount of resources (memory and time) required for each job using the

amount of predicted usage of resources provided from our ML tool AMPRO-HPCC

that uses our MARM methodology. Hence, we can calculate the total and average

amount of resources using the predicted usage of all completed jobs for each HPC

resource.

5.4.1 Calculate the Cost of Running Jobs on the cloud

Our study will provide analytical comparison and calculation for the cost of running all

successfully completed jobs for both Beocat and RMACC-Summit resources using multiple

cloud service providers (Amazon Web Services, Google Cloud, Microsoft Azure, Digital

Ocean, IBM Cloud, and Holland Computing Center)
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Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 8 e2-standard-2 0.07 2 0.0350
4 16 e2-standard-4 0.13 4 0.0325
8 32 e2-standard-8 0.27 8 0.0337
16 64 e2-standard-16 0.54 16 0.0337
32 128 e2-standard-16 1.07 32 0.0334

Table 5.1: Google Cloud Platform Cost for 1 Core / 4 GB Seat

Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 8 e2-standard-2 0.09 2 0.045
4 16 e2-standard-4 0.18 4 0.045
8 32 e2-standard-8 0.36 8 0.045
16 64 e2-standard-16 0.72 16 0.045

Table 5.2: Google Cloud Platform Cost for 1 Core / 8 GB Seat

We have used the Seat Pricing model to estimate the cost of a computing job. A seat

will be used as a portion of a compute node, either with 1 CPU Core and 4 GB of RAM or

1 CPU Core and 8 GB of RAM as the unit. For example, an HPC job requesting 4 CPU

cores and 20GB of RAM would require a minimum of 4 ”seats”. The RAM requirement

could fit in three 8 GB seats or five 4 GB seats. Whichever of the two combinations is the

lowest will be the price used as the estimated cost of the job being analyzed.

Tables 5.1 and 5.2 describes the cost for the calculated pricing using Google Cloud

Platform104. Tables 5.3 and 5.4 describes the cost for the calculated pricing using Mi-

crosoft Azure105. Tables 5.5 and 5.6 describes the cost for the calculated pricing using

Digital Ocean106. Tables 5.7 and 5.8 describes the cost for the calculated pricing using

IBM Cloud107. Tables 5.9 and 5.10 describes the cost for the calculated pricing using

Amazon Web Services (AWS)108.

While we chose Holland Computing Center at the University of Nebraska-Lincoln as an

example to calculate the cost for using the local resource. Tables 5.11 and 5.12 describes

the cost for the calculated pricing using Holland Computing Center at the University of

Nebraska - Lincoln109.
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Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 8 D2 v4 0.096 2 0.048
4 16 D4 v4 0.192 4 0.048
8 32 D8 v4 0.384 8 0.048
16 64 D16 v4 0.768 16 0.048
32 128 D32 v4 1.536 32 0.048
48 192 D48 v4 2.304 48 0.048
64 256 D64 v4 3.072 64 0.048

Table 5.3: Microsoft Azure Cost for 1 Core / 4 GB Seat

Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 16. E2 v5 0.063 2 0.0315
4 32 E4 v5 0.126 4 0.0315
8 64 E8 v5 0.252 8 0.0315
16 128 E16 v5 0.504 16 0.0315
20 160 E20 v5 0.630 20 0.0315
32 256 E32 v5 1.008 32 0.0315
48 384 E48 v5 1.512 48 0.0315
64 512 E64 v5 2.016 64 0.0315
96 672 E96 v5 3.024 96 0.0315

Table 5.4: Microsoft Azure Cost for 1 Core / 8 GB Seat

Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 8 General Purpose 0.08929 2 0.0446
4 16 General Purpose 0.17857 4 0.0446
8 32 General Purpose 0.35714 8 0.0446
16 64 General Purpose 0.71429 16 0.0446
32 128 General Purpose 1.42857 32 0.0446
40 192 General Purpose 1.78571 40 0.0446

Table 5.5: Digital Ocean Cost for 1 Core / 4 GB Seat

84



Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 16. Memory Optimized 0.11905 2 0.0595
4 32 Memory Optimized 0.23810 4 0.0595
8 64 Memory Optimized 0.47619 8 0.0595
16 128 Memory Optimized 0.95238 16 0.0595
24 160 Memory Optimized 1.42857 24 0.0595
32 256 Memory Optimized 1.90476 32 0.0595

Table 5.6: Digital Ocean Cost for 1 Core / 8 GB Seat

Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 8 bx2-2x8 0.096 2 0.048
4 16 bx2-4x16 0.192 4 0.048
8 32 bx2-8x32 0.384 8 0.048
16 64 bx2-16x64 0.768 16 0.048
32 128 bx2-32x128 1.536 32 0.048
48 192 bx2-48x192 2.305 48 0.048
64 256 bx2-64x256 3.073 64 0.048
96 384 bx2-96x384 4.609 96 0.048
128 512 bx2-128x512 6.146 128 0.048

Table 5.7: IBM Cloud Cost for 1 Core / 4 GB Seat

Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 16. mx2-2x16 0.124 2 0.0620
4 32 mx2-4x32 0.248 4 0.0620
8 64 mx2-8x64 0.497 8 0.0621
16 128 mx2-16x128 0.994 16 0.0621
32 160 mx2-32x256 1.987 32 0.0621
48 256 mx2-48x384 2.981 48 0.0621
64 384 mx2-64x512 3.974 64 0.0621
96 512 mx2-96x768 5.961 96 0.0621
128 1024 mx2-128x1024 7.949 128 0.0621

Table 5.8: IBM Cloud Cost for 1 Core / 8 GB Seat
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Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 8 t4g.large 0.0672 2 0.0336
4 16 t4g.xlarge 0.1344 4 0.0336
8 32 t4g.2xlarge 0.2688 8 0.0336
16 64 m6g.4xlarge 0.616 16 0.0385
32 128 m6g.8xlarge 1.232 32 0.0385
48 192 m6g.12xlarge 1.848 48 0.0385
64 256 m6g.16xlarge 2.464 64 0.0385
96 384 m5a.24xlarge 4.128 96 0.0430
128 512 m6i.32xlarge 6.144 128 0.0480

Table 5.9: Amazon Web Services Cost for 1 Core / 4 GB Seat

Cores RAM (GB) Instance name Hourly Cost Seats Cost Per Seat
2 16. r6g.large 0.1008 2 0.0504
4 32 r6g.xlarge 0.2016 4 0.0504
8 64 r6g.2xlarge 0.4032 8 0.0504
16 128 r6g.4xlarge 0.8064 16 0.0504
32 256 r6g.8xlarge 1.6128 32 0.0504
48 384 r6g.12xlarge 2.4192 48 0.0504
64 512 r6g.metal 3.2256 64 0.0504
96 768 r5a.24xlarge 5.424 96 0.0565

Table 5.10: Amazon Web Services Cost for 1 Core / 8 GB Seat

Cores RAM (GB) Instance name Yearly Cost Hourly Cost Seats Cost Per Seat
16 64 Crane 633 0.0723 16 0.0045

Table 5.11: Holland Computing Center Cost for 1 Core / 4 GB Seat

Cores RAM (GB) Instance name Yearly Cost Hourly Cost Seats Cost Per Seat
36 256 CraneOPA 1967 0.2245 32 0.0070

Table 5.12: Holland Computing Center Cost for 1 Core / 8 GB Seat
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5.5 Results

5.5.1 RMACC-Summit
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Figure 5.1: (a) Total aggregate execution time requested (green), used (red), and predicted
(blue) in hours and (b) Total aggregate memory requested (green), used (red), and predicted
(blue) in gigabytes on RMACC-Summit HPC system across 2.8 million jobs.

Figures 5.1a and b show the total aggregate execution time and memory requested, used,

and predicted by our MARM algorithm on 2.8 million job logs obtained from RMACC-

Summit. It can be seen that the requested time and memory are significantly higher than

the actual and time and memory used. Our predicted time and memory are both closer to

the actual than requested configurations.

Figures 5.2 (a) to (f) show the logarithm of cost distribution across six cloud platforms

using requested, actual, and predicted configurations of time and memory. These statistics

were obtained on the 2.8 million job logs from RMACC-Summit. In all cases, the cost of

running services with the requested configuration is significantly higher than the actual cost.

Our MARM predicted configurations incur smaller costs that are close to the actual costs.

Figures 5.3 shows the mean cost distribution across various cloud platforms when using

requested, actual, and predicted time and memory configurations. Holland Computing

Center costs the least amount of money. The mean cost of other services is seen in the

following increasing order: i) Google Cloud Platform, ii) Amazon Web Services, iii) Digital
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Figure 5.2: Logarithm of cost distribution incurred in dollars for running 2.8 million jobs
with requested (green), actual (red), and predicted (blue) configurations for execution time
and memory on (a) Amazon Web Services, (b) Google Cloud Platform, (c) Microsoft Azure,
(d) Digital Ocean, (e) Holland Computing Center, and (f) IBM Cloud.
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Figure 5.3: Mean cost incurred in dollars for running 2.8 million jobs across various cloud
platform with requested (green), actual (red), and predicted (blue) configurations.

Ocean, iv) IBM Cloud, and v) Microsoft Azure. The cost distribution changes in magnitude,

being the highest for requested configuration followed by predicted configuration, the lowest

being the actual configuration. However, the cost distribution itself does not change among

cloud platforms.
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Figure 5.4: Total aggregate cost incurred in dollars for running 2.8 million jobs across var-
ious cloud platform with requested (green), actual (red), and predicted (blue) configurations.

Figure 5.4 and table 5.13 show some more cost related statistics across cloud platforms,

where, consistently, the cost of MARM predicted configuration is smaller than the requested

configuration.
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Requested
Mean Median 75th Quantile 95th Quantile

Amazon Web Services 27.50$ 0.92$ 6.35$ 29.03$
Google Cloud Platform 25.58$ 0.84$ 5.99$ 27.36$

Microsoft Azure 39.02$ 1.32$ 8.98$ 41.04$
Digital Ocean 32.25$ 1.07$ 7.50$ 34.28$

IBM Cloud 37.54$ 1.27$ 8.63$ 39.46$
Holland Computing Center 3.61$ 0.11$ 0.88$ 4.04$

Actual
Mean Median 75th Quantile 95th Quantile

Amazon Web Services 5.41$ 0.15$ 0.46$ 4.62$
Google Cloud Platform 4.92$ 0.14$ 0.42$ 4.20$

Microsoft Azure 7.73$ 0.22$ 0.66$ 6.60$
Digital Ocean 6.27$ 0.18$ 0.54$ 5.35$

IBM Cloud 7.44$ 0.21$ 0.64$ 6.36$
Holland Computing Center 0.64$ 0.02$ 0.05$ 0.54$

Predicted
Mean Median 75th Quantile 95th Quantile

Amazon Web Services 12.89$ 0.92$ 3.22$ 22.18$
Google Cloud Platform 11.73$ 0.84$ 2.92$ 20.16$

Microsoft Azure 18.41$ 1.32$ 1.32$ 31.68$
Digital Ocean 14.94$ 1.07$ 2.17$ 25.69$

IBM Cloud 17.74$ 1.2$ 3.12$ 30.53$
Holland Computing Center 1.52$ 0.11$ 1.04$ 2.60$

Table 5.13: Mean, median, 75th-quantile, and 95th-quantile cost incurred across various
cloud platforms when using requested, actual, and predicted configurations of time and mem-
ory.
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5.5.2 Beocat
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Figure 5.5: (a) Total aggregate execution time requested (green), used (red), and predicted
(blue) in hours and (b) Total aggregate memory requested (green), used (red), and predicted
(blue) in gigabytes on Beocat HPC system across 4.5 million jobs.

Figures 5.5 (a) and (b) show the total aggregate execution time and memory requested,

used and predicted by our MARM algorithm on 4.5 million job logs obtained from Beocat.

Similar to RMACC-Summit, the requested time and memory is significantly higher than

the actual and time and memory used. Our predicted time and memory are both closer to

the actual configurations.

Figures 5.6 (a) to (f) show the logarithm of cost distribution across six cloud platforms

using requested, actual and predicted configurations of time and memory. These statistics

were obtained on the 4.5 million job logs from Beocat. Similar RMACC-Summit, the cost of

running services with requested configuration is significantly higher than actual cost in all

cases. Our MARM predicted configurations incur smaller costs that are close to the actual

costs.

Figures 5.7 shows the mean cost distribution across various cloud platforms when us-

ing requested, actual, and predicted time and memory configurations. The cost distri-

butions are comparable for RMACC-Summit with the Holland Computing Center costing

the least amount of money and other services costing in the order as aforementioned for

RMACC-Summit. Similarly, the cost distribution changes in magnitude, being the highest
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Figure 5.6: Logarithm of cost distribution incurred in dollars for running 4.5 million jobs
with requested (green), used (red), and predicted (blue) configurations for execution time and
memory on (a) Amazon Web Services, (b) Google Cloud Platform, (c) Microsoft Azure, (d)
Digital Ocean, (e) Holland Computing Center, and (f) IBM Cloud.
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Figure 5.7: Mean cost incurred in dollars for running 4.5 million jobs across various cloud
platform with requested (green), used (red), and predicted (blue) configurations.

for requested configuration followed by predicted configuration, the lowest being the actual

configuration.
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Figure 5.8: Total aggregate cost incurred in dollars for running 4.5 million jobs across
various cloud platform with requested (green), used (red), and predicted (blue) configurations.

Figure 5.8 and table 5.14 show some more cost related statistics across cloud platforms,

where, similar to RMACC-Summit, consistently, the cost of MARM predicted configuration

is smaller than the requested configuration.
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Requested
Mean Median 75th Quantile 95th Quantile

Amazon Web Services 5.31$ 1.21$ 1.85$ 10.58$
Google Cloud Platform 4.91$ 1.14$ 1.71$ 9.97$

Microsoft Azure 7.55$ 1.71$ 2.64$ 14.96$
Digital Ocean 6.20$ 1.43$ 2.14$ 12.50$

IBM Cloud 7.27$ 1.64$ 2.54$ 14.39$
Holland Computing Center 0.68$ 0.17$ 0.25$ 1.47$

Actual
Mean Median 75th Quantile 95th Quantile

Amazon Web Services 1.08$ 0.04$ 0.12$ 0.77$
Google Cloud Platform 0.99$ 0.04$ 0.10$ 0.70$

Microsoft Azure 1.55$ 0.06$ 0.17$ 1.10$
Digital Ocean 1.26$ 0.04$ 0.13$ 0.89$

IBM Cloud 1.49$ 0.05$ 0.16$ 1.06$
Holland Computing Center 0.13$ 0.00$ 0.01$ 0.09$

Predicted
Mean Median 75th Quantile 95th Quantile

Amazon Web Services 2.08$ 0.25$ 0.50$ 2.04$
Google Cloud Platform 1.90$ 0.24$ 0.46$ 1.89$

Microsoft Azure 2.97$ 0.36$ 0.71$ 2.92$
Digital Ocean 2.42$ 0.30$ 0.58$ 2.38$

IBM Cloud 2.86$ 0.34$ 0.69$ 2.81$
Holland Computing Center 0.25$ 0.03$ 0.06$ 0.25$

Table 5.14: Mean, median, 75th-quantile, and 95th-quantile cost incurred across various
cloud platforms when using requested, actual, and predicted configurations of time and mem-
ory.

94



5.6 Summary

High Performance Computing and cloud computing has become more and more available

over recent history. The performance and availability of these resources have allowed re-

searchers to accelerate their research, using a large quantity of resources in a short period

of time to meet their deadlines. Cloud computing services such as AWS, Microsoft Azure,

Google cloud, and IBM Spectrum Computing have helped further increase availability by

sacrificing a more considerable financial cost to projects and researchers. This study fur-

ther verified the machine learning models, AMPRO-HPCC and MARM, to help use both

financial and computational resources more efficiently by better predicting the resources re-

quired for HPC jobs, reducing the overall cost of running HPC jobs on the cloud anywhere

from 39% to 47%. This provides a great benefit to researchers by saving their budget on

resources and allowing researchers to more efficiently reach their deadlines quicker. This

study also demonstrated the financial and computational cost of the overestimation of time

and memory resources by HPC users on a project or researcher’s budget and the impact it

can have on HPC systems.
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Chapter 6

Conclusion and future work

6.1 Summary

This thesis summarizes the author’s contributions in improving the performance of HPC

systems by presenting novel methodologies for predicting job resources (memory and time)

for submitted jobs on HPC systems based on historical jobs data provided from the HPC

systems scheduler.

Our work involves using several supervised machine learning discriminative models from

the scikit-learn machine learning library and LightGBM applied on historical data from

Simple Linux Utility for Resource Management (Slurm Workload Manager) and Sun Grid

Engine (SGE).

Our work has been implemented and tested using two HPC providers, an XSEDE service

provider at the University of Colorado-Boulder (RMACC-Summit) and the Kansas State

University (Beocat).

Our methodologies achieved high accuracy (up to 86 %) in predicting the amount of time

and the amount of memory for both RMACC-Summit and Beocat HPC resources. Moreover,

our results show that our model helps dramatically reduce computational average waiting

time (from 380 to 4 hours in RMACC-Summit and from 662 hours to 28 hours in Beocat),
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reduces turnaround time (from 403 to 6 hours in RMACC-Summit and from 673 hours to

35 hours in Beocat), and achieves high utilization (up to 100 %), higher throughput and

efficiency for HPC resources.

Moreover, we introduced our first-ever implemented fully-offline, fully automated, stand-

alone, and open-source Machine Learning tool to help HPC users predict job resources

requirements for their submitted jobs on HPC Clusters. We have been tested our AMPRO-

HPCC tool using historical data (saact data) of the HPC resources of Kansas State Uni-

versity (Beocat), which covers years from January 2019 - March 2021, and contains around

17.6 million jobs. Our results show that our tool achieves high predictive accuracy R2 (72 %

using LightGBM for predicting the memory and 74 % using Random Forest for predicting

the time).

Finally, we demonstrate the financial and computational cost impact of the overesti-

mation of job resources on the cloud. We compare the cost of running the jobs with and

without using our machine learning tool on the most popular cloud computing resources

such as Amazon Web Services (AWS), Microsoft Azure, Digital Ocean, Google Cloud, and

the local resources of Holland Computing Center at the University of Nebraska-Lincoln.

Our work shows that the significance of our study on a project or researcher’s budget and

the impact it can have on HPC systems. We found that our cost-effective Machine Learning

tool can reduce the average cost of running jobs on the cloud by up to 39% for the BEOCAT

jobs and up to 47% for the RMACC- Summit resources. Moreover, decrease the average

running time to meet the deadlines by 39% for the BEOCAT jobs and up to 52% for the

RMACC-Summit resources.

6.2 Limitations and directions for future work

Our future work will include continuing to improve our model by applying additional ma-

chine learning algorithms and sophisticated models such as Convolutional Neural Networks
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(CNN), Deep Neural Networks (DNN), and Deep Reinforcement Learning (DRL). This will

include testing our module in a real HPC system, and a bigger testbed to achieve more

accurate results.

In addition, future work on the machine learning approach will incorporate both the

classification (logit and other discriminative modes) and regression (probit estimation and

other maximum likelihood estimation) into a decision support system. This system will

provide a testbed for personalized recommendations and experimental evaluation of the

pros, cons, and effectiveness of off-loading large jobs to the cloud service. As a use case of

data science, it will also facilitate exploration of variables that are exogenous to a single job,

such as a user’s history of job submission and rates of success or failure by mode (memory

vs. CPU). This can also potentially provide insights into the effectiveness of training and

the skill acquisition curve of a user as related to self-efficacy (as indicated on surveys) and

as discovered automatically by clustering of users.

Moreover, our future work can include the following:

• Evaluate our machine learning model using different cluster configurations

We assumed our machine learning models are effective and working on 100 % healthy

cluster. We meant by healthy cluster is that applications are running using 100 % of

the cores and memory capabilities. That means nothing that affects the performance

of the cluster such as memory leak or zombie processes running on the background.

Hence, one potential future work is to examine our machine learning model on different

configurations in the sense of anomaly using Cluster configuration tool and LDMS (

a low-overhead, low-latency framework for collecting, transferring, and storing metric

data on a large distributed computer system)110.

The workflow model of our work will be as follows: i) Install multiple well known

applications such as (CoMD, MiniFE, MiniGhost, Lulish, etc.) on a real cluster ii)

Run around thousands of jobs using 100 % healthy cluster in order to extract historical
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data to be used in our machine learning model. iii) Extract the historical data (sacct)

from the cluster after finishing all runs. iv) Build a machine learning model for the

extracted sacct data via our MARM algorithm and AMPRO-HPCC tool. v) Predict

the amount of memory and time for all jobs. vi) Replace all requested memory and

time with predicted values. vii) Re-submit all jobs to the cluster using different healthy

cluster configurations starting from 100 % healthy cluster; 90% of healthy nodes and

10% of unhealthy nodes; 80% of healthy nodes and 20% of unhealthy nodes; 70% of

healthy nodes and 30% of unhealthy nodes; etc. viii) Evaluate the performance and

the accuracy of our tool for each configuration.

The purpose of this future work is to test the performance and accuracy of our machine

learning model using different configurations in real scenarios. This work will involve

three stages as the following: i) Verifying the prediction of our machine learning model

in a real-time system for a single job. ii) Verifying the prediction of our machine

learning model per system. iii) Verifying the prediction of our machine learning model

and how the system behaves for a real system in the presence of anomalies.

• Integrate our ML methodology to Slurm Workload manager

Integrate our software based tool AMPRO-HPCC as an application program interface

(API) into Slurm workload manager and other HPC schedulers. This will make the

process of building the ML models and predicting job resources for the HPC users

much easier and smooth.

• Build ML models for other schedulers such as Tera-scale Open-source Re-

source and Queue manager (TORQUE), Portable Batch System (PBS),

and HTCondor

We have developed our research based on Sun Grid Engine and Simple Linux Utility

for Resource Management (Slurm Workload Manager). The future work can involve

expanding our work to involve more well known HPC schedulers such as Maui Cluster
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Scheduler, Tera-scale Open-source Resource and Queue manager (TORQUE), and

Portable Batch System (PBS). In addition, build and investigate the performance of

our ML model using HTCondor111 on Open Science Grid (OSG)112.
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