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INTRODUCTION

Multiprogramming is the result of the computer users' desire to make
more efficient use of the equipment and improve throughput and response times.
Multiprogramming exists in many forms, but the basic idea is that two or more
programs share the resources of the computer.

The purpose of this paper is to present an overview of multiprogramming: what it is, how it works.

Five important properties of a multiprogramming computing system are:

(1) Computation processes are in concurrent operation for more than
one user.

(2) Many computations share pools of resources in a flexible way.

(3) Individual computations vary widely in their demands for computing
resources in the course of time.

(4) Reference to common information by separate computations is a fre-
quent occurrence.

changing requirements.

The advantage of using a multiprogramming system can be demonstrated by
considering two programs, a foreground program and a background program. The
foreground program has high usage of card readers, printers, tapes, disks,
drums (input-output), and the background program primarily uses the processor
capabilities (compute-bound). The foreground program receives priority use of
the central processor but relinquishes it frequently because of input-output
(I/O) requests. When the foreground program is interrupted, the background
program processes until either the foreground program I/O request is satisfied
or the background program issues an I/O request.

This method works even when one program is not processor bound if
enough I/O devices exist in the system to service a number of programs. The

---

1Jack B. Dennis and Earl C. Van Horn, "Programming Semantics for Mul-
central processor is shared, and the I/O devices tend to reach their maximum capability.

The elapsed time required to execute a single program is greater than when that program runs alone. However, an overall reduction in turn-around time for the total job stream results because long jobs incrementally process to completion.

This improvement is accomplished at a price. More hardware is necessary to detect idle programs and more software to switch control among the programs. Critchlow states that this increase must be less than the increase in output of useful work if a net gain in efficiency is to be achieved.²

In 1959 Codd proposed a set of six conditions which a multiprogramming system must satisfy if it is to be generally accepted and used. They are still applicable today.

1. Independence of preparation. Programs may be independently written and compiled.

2. Minimum information from programmer. A programmer need not provide additional information about his program for successful processing.

3. Maximum control by programmer. While certain features of the machine must be placed out of the programmer's direct control, no reduction in the effective logical power available to him must result.

4. Noninterference. Programs must not be allowed to interfere with one another.

5. Automatic supervision. Some method must be used to control I/O, detect machine malfunctions and programming errors, perform scheduling, and

keep accounting records. (This method is known today as an operating system.)

6. Flexible allocation of time and space. The needs of the program should dictate allocation of core and I/O devices.³

OPERATING SYSTEM

An operating system consists of special control and service programs to perform most of the routine supervisory functions of the machine operator. It eliminates the need for operator intervention during processing and permits sequential execution of independent programs. It handles linking between program segments and any necessary program relocation. It supervises queues, if the system uses them, and determines job selection. One important function is to supervise I/O: file label checking, buffering, blocking, error detection, recovery procedures. It must be able to handle interrupts from external devices, e.g., inquiry stations, remote terminals, display devices, or other computers.

Most operating systems contain:

1. Programs to compile and assemble source code
2. Programs for sorting data
3. Programs to manage I/O for all types of devices and data set organization
4. Programs to determine space availability on direct-access devices
5. Programs to diagnose and analyze I/O device failures
6. Programs to determine the disk location of all applications programs as well as those named above

7. Programs to write messages to the operator

8. Programs to maintain a catalog of data sets

9. The supervisor, which controls and schedules all other programs.

The supervisor informs programs when to begin execution and regains control of the central processor when an interrupt occurs. The supervisor consists of many programs, called routines. These routines include:

1. Scheduler, which oversees the entire administration of the operating system.

2. I/O routines, which control all I/O operations.

3. Task supervisor, which determines the status and condition of each task in core.

4. Task dispatcher, which chooses the next task to use the central processor.

5. Main storage supervisor, which maintains a table of available core storage.

6. Time supervisor, which maintains time of day and calculates the amount of time used by each task.

7. Contents supervisor, which maintains a list of programs in core at any given time.

8. Interrupt handling routines, which determine the specific cause of an interrupt. Interrupts are of the following types: (a) external—the time allotted to the executing program is gone or an external signal is received; (b) program—the executing program contains an error; (c) I/O—an I/O operation has taken place; (d) supervisor call—an instruction in the active program requests that central processor control be returned to the supervisor; (e)

---

machine check—a central processor malfunction occurs.

The operating system usually resides permanently in a protected (read only) section of main memory. In some systems, certain routines may reside on an auxiliary storage device and be brought into core as needed; this usually represents a substantial hardware and software overhead. Resident control programs can occupy significant amounts of the available core memory. Many users have not been willing to tolerate this loss of resources for an operating system. It is, however, possible for the user to design the operating system to fit his individual needs. The advent of direct access storage facilitates efficient segmentation techniques, which may significantly reduce the sizes of resident control routines.

One of the major requirements of multiprogramming is that the job stream be able to be read continuously. Information on job control cards is placed in a job queue and each set of data cards recorded on an auxiliary storage device as a separate data set. One method of accomplishing this is called spooling, where peripheral I/O operations for card readers and printers are programmed to proceed concurrently with the normal job stream. The system stays well ahead of the card reader and maintains a backlog on disk for the printer so no active program is delayed.

The operating system can control use of the central processor's time in three ways. One is a time-slicing system, which automatically allots so many units of time (a quantum) to each active job. In a queueing system it is possible that the quantum may vary from queue to queue. Time-slicing is an attempt to more equally allot usage of the central processor.

---

5Ibid., p. 152.

A subset of time-slicing is dynamic dispatching. In each queue job priority is determined by the amount of I/O required—the more I/O the higher the priority.

Instead of time-slicing, a system may use the roadblocking technique for central processor usage. In roadblocking, once a job has gained control of the central processor, it does not have to relinquish the central processor until it requires I/O. This technique may exist in systems with or without priorities.

QUEUEING

Multiprogramming is not effective without priority among programs and interrupt facilities so that higher priority tasks can assume control. Priorities are implemented through the use of queues.

Two types of queueing disciplines exist: head of line and preemptive. In a head of line queue, a resource services the request with the highest priority after completing the current request. In a preemptive queue, a request is interrupted whenever a higher priority request enters the queue.

Queueing models based on these disciplines are determined by considering the way jobs arrive and the amount of service time required. These models are the round robin, the multiple-level feedback, and the processor-sharing model. The latter is a theoretical model.7

In the round robin model (RR), jobs are serviced on a first-in first-out (FIFO) basis, with each job allocated a quantum of time. If its service demand is greater than the quantum, the job is put on the rear of the queue and will loop through until its service demand is met.

---

The multiple-level feedback model is the most general. A hierarchy of queues exists with a time-slice which may vary according to the level of the queue. If the service request of a job is not fulfilled at the end of the quantum, the job is put at the end of the next higher level queue (priority decreases with higher queue level). Assuming a finite number of queue levels, at the highest level, if a job still needs service, no feedback occurs. It loops at the highest level as long as necessary but receives service only after all lower-level queues are empty.

In this model, at the end of any time-slice, the next job to be serviced comes from the highest priority, non-empty queue.

Internal queue structure in this model is first in line, which can be determined either by FIFO or by the original entry queue level.

Another model which has received analysis is the theoretical processor-shared (PS) or pure time-sharing (PTS) model. If the time-slice approaches zero, then the round robin and feedback models become PS models. These models allow two or more jobs to share the processor simultaneously. Four different PS models exist: simple PS (round robin), PS with priorities (job priority determines rate at which service is received), preemptive PS (infinite level feedback model without priorities), and preemptive PS with priorities (infinite level priority model with jobs ordered by priority within the queues).

Kleinrock has introduced a generalized queueing model which can be applied to various scheduling algorithms. Assuming no preassigned priorities in this model (i.e., all jobs join the queue with zero priority), a job awaiting service gains priority at rate, \( \alpha \). While receiving service, priority

changes at a different rate, β. If a job is removed from service before completion, the priority again changes at rate α, etc. All jobs possess the same parameters α and β, and at all times jobs of highest priority are serviced equally.

Depending on the relative values of α and β, six scheduling algorithms are discussed by Kleinrock.⁹

In the first come first served (FCFS) scheduling algorithm, jobs in the queue gain priority at a rate which is below the rate of jobs in service. That is, 0<α<β. Only when one job finishes can another receive service.

If jobs in service gain no priority at all (i.e., β=0), then each job entering the queue will immediately receive service. This is the processor-sharing round robin (RR) algorithm.

In the selfish round robin (SRR) algorithm jobs are serviced in a processor-sharing RR manner. The rate gain in priority of those jobs in the queue is such that they will eventually catch up to those already in service (i.e., 0≤β≤α). However, those already receiving service are "selfishly" trying to keep the service for themselves. In this case, each job spends some time in the queue and then joins the group being serviced in an RR manner.

In the last come first served (LCFS) algorithm, priority decreases with time, both for the queued jobs and for the active ones. However, queueing jobs lose priority faster than ones receiving service (i.e., α<β<0).

Obviously any new job will have highest priority and so gains control until his service demand is satisfied or a new job demands service. If a job processes to completion, the queued job with highest priority becomes active.

A modification of this model occurs when α<0<β, that is, queueing

⁹Ibid., pp. 454-455.
jobs lose priority but active jobs gain priority. If a new job finds the active job with a negative priority, it gains control and processes to completion since the service priority increases while queueing priority decreases, meaning no queueing job can catch up. Service then goes to the queueing job with highest priority. Since queueing jobs lose priority, all priorities are negative, including the one next receiving service. If this job can keep processor control until its priority is positive, it is said to "seize" control and can process to completion. This algorithm is called LCFS with seizure.

The bulk service algorithm is a special case where all jobs in the queue retain zero priority, i.e., $\alpha=0<\beta$. All queueing jobs are taken into service simultaneously and begin to gain priority. Any new job must queue until all the active jobs are finished, and then the entire queue again receives service "in bulk".

In the LCFS with pickup case an active job loses priority while a queueing job either loses at a slower rate or gains priority. The range is $\beta<0$, $\beta<\alpha$. Consequently, queueing jobs are "picked up" by the active jobs when the priorities are equal, and the entire group then receives service.

Figure 1 illustrates the range of scheduling algorithms discussed above. The FCFS, LCFS, and RR models are well known and solved. The two regions describing the LCFS with seizure and LCFS with pickup are not solved. Kleinrock gives an analysis of the SRR. A job whose demand for service is greater than average is discriminated against in the SRR model as compared to a FCFS model, while a job whose service demand is less than average is treated preferentially in the SRR model as compared to a FCFS model.\(^\text{10}\)

\(^{10}\text{Ibid., p. 454, 458.}\)
Fig. 1. Structure of Kleinrock's generalized queueing model.
CORE ALLOCATION

Core can be allocated (i.e., divided) either statically or dynamically. In static allocation, main memory is divided into two prime areas, one for the operating system and the other for partitions, which are fixed areas of core. The maximum number of partitions is determined at system generation time, but the actual number of partitions used may vary. Each partition may service more than one job queue. Partitions may be time-sliced among themselves, and if a partition services remote terminals, it also may be time-sliced internally. Each partition can contain only one task at any given time.

In dynamic allocation of core, a variable number of tasks may execute concurrently. A fixed area of main storage contains the resident part of the system. The remainder of core is available for tasks. One method used is to initiate a task with highest priority within a queue provided there is enough available core. This assumes only one job from each queue can be resident and competing for resources at any one time. A disadvantage to this method is that core may become fractured. That is, suppose several large jobs and many small jobs are running concurrently with some medium sized jobs queueing. The small jobs run to completion, leaving enough core for a medium sized task, except that the space now available is in small segments scattered within core. During any one period of systems operation, this situation may become worse.

Two solutions have been suggested and implemented. One is called virtual memory, in which any program can be subdivided into small sections, usually of different sizes, and scattered about in core. A disadvantage to this system is its cost; the links (both hardware and software) necessary to connect these sections are expensive to buy and use. The other solution is dynamic memory relocation, in which tasks are reassigned in memory to make the available space contiguous. The jobs are removed from memory onto an
auxiliary storage device and then loaded back into core. This method has the disadvantage of degrading the system while the exchange takes place.

Another method of dynamic core allocation is called paging. A page is the basic unit of storage and transmission. Core is physically divided into sections, and a page may contain part of a program (also called a page) or data. A program is not necessarily loaded into contiguous pages, so a page table is kept which shows where each page of program or data is located.

Most systems use a page on demand strategy. That is, one page is mapped into main memory originally, and this page demands any other pages it may need for execution. These pages in turn may demand other pages. Eventually a page is called when core is "full", so one of these pages must be "turned out" (copied back onto auxiliary storage) to make room for the new page. The problem becomes one of which page to replace.

Several page replacement algorithms exist to determine which page is to be replaced. These are random selection, first-in first-out, and least recently used. The simplest of these algorithms is a random selection of pages, but it results in high page traffic between core and auxiliary storage.

The FIFO algorithm replaces the page which has been least recently paged. The logic for this algorithm is that programs execute instructions in sequence, so the first page called will be least likely to be needed. One argument against this is that many programs are set up as calls to subroutines, other programs, etc., so that the presence of the first page of the program is vitally necessary for execution. If demand for core is quite intense, another disadvantage of this algorithm is apparent. The list of pages in memory is processed rapidly, and many of the deleted pages are still needed by their programs. This causes an excess of page faults as each program is trying to get the pages needed for execution. It is possible that the page requesting
a new page will be overwritten.

The Least Recently Used (LRU) algorithm replaces the page which has gone the longest time without being referenced. This method works well, except when overload occurs, at which time its behavior degenerates to that of the FIFO algorithm.

Wegner has suggested several factors which determine the efficiency of paging:

1. Page tables and other necessary software add much to a system's overhead.

2. Processes seem to require a large number of pages over short time sequences resulting in many page faults.

3. The time required by a process to acquire enough pages in memory to run for a reasonable length of time without page faults tends to be quite long. This factor also shows that paging requires a considerable real time investment.\(^{11}\)

Separate studies conducted by Fine, Jackson, and McIsaac\(^{12}\) and O'Neill\(^{13}\) seem to show that demand paging leads to very inefficient computer utilization.

Fine, et al., conclude that a program tends to demand pages at a very rapid rate until a sufficiency of pages is acquired, but then the program

---


often does not run very long. If a program does run for an extended time, its sufficiency of pages is a large fraction of total pages required.\textsuperscript{14}

The idea of the working set model, introduced by Denning, is an attempt to reduce excessive paging. The working set is defined to be the set of most recently used pages of a process or the minimum set of pages which must be present in core for a process to operate without unnecessary page faults.\textsuperscript{15}

The working set has two important properties which show how it differs from the other paging algorithms:

1. A process is active if and only if its working set is completely in main memory.

2. It is applied individually to each program in a multiprogramming system.\textsuperscript{16}

Denning defines a working set memory allocation policy as one in which a process is active only if enough unused space exists in core to contain its working set.\textsuperscript{17}

De Meis and Weizer describe implementation of the working set theory on an RCA Spectra 70/46 with Time-Sharing Operating System. A count of pages used in execution of a task during its previous active period is used as the working set of that task. The task is not activated until the number of main memory pages not in use at any instant at least equals the size of the working set. The conclusion reached is that "the primary value of the working

\textsuperscript{14}Fine, et al., loc. cit.


\textsuperscript{17}Ibid., p. 916.
set concept lies in aiding the operating system to intelligently schedule the use of main memory based on a reasonable prediction of the memory requirements of the tasks in its load."\(^{18}\)

Thrashing is defined as "excessive overhead and severe performance degradation or collapse caused by too much paging."\(^{19}\) It will turn a shortage of memory space into a dedication of the processor to obtain appropriate pages. Denning believes that the poor performance of paged systems is due not to program behavior but the amount of time necessary to access a page in auxiliary storage.\(^{20}\)

The missing page probability is the probability that when a page is referenced by a process it is not in main memory. This probability is a good way to measure a paging algorithm's performance since the probability is lower if necessary pages are normally resident in core.

Denning shows that the FIFO and LRU algorithms, since they are applied globally across core, permit the missing page probability to fluctuate as the total demand for memory fluctuates.\(^{21}\) This fluctuation is a direct result of the length of time necessary to move a page between auxiliary storage and main memory (traverse time).

Denning claims "that applying a paging algorithm globally to a collection of programs may lead to undesirable interaction among them."\(^{22}\)

It is possible for programs to interact if the paging algorithm is close to saturation. Large programs will not get as much space as they need,
and the space each program acquires will depend on its demands as compared to the others in core.

These globally applied algorithms exhibit great susceptibility to thrashing. Dennings solutions are: (1) use of the working set model algorithm to make a program independent of the others' demands for space; (2) slow-speed core memory between drum and main memory to cut down on traverse time by making speeds between memory levels more compatible; and (3) sufficient main memory to contain the desired number of working sets.²³

IBM has designed a new hardware device, called a cache, which is a small, high-speed buffer contained in the central processor unit. This type memory unit is installed on the IBM 360/85 and 370 series. It seems that this is a uniquely hardware-implemented paging system.

The cache is used to hold the contents of those parts of main storage currently being used; however, it is not addressable by a program. When a program references data not contained in the cache, the portion of main memory containing the referenced data must be loaded into the cache, overwriting some other portion.

Both main storage and the cache are divided into sectors, and during operation a correspondence is set up between the cache sectors and main storage sectors. Most main memory sectors are not assigned a cache sector because there are only a limited number of cache sectors. The cache sectors are assigned dynamically during operation to the main storage sectors currently being used by the program. In order to decide which cache sector to reassign, an activity list is kept and the sector which has been least recently referenced is reassigned.

²³Ibid., p. 922.
Each sector is divided into sixteen blocks, and the blocks are loaded on demand. Therefore, if a program only references one or two blocks of a main memory sector, these are the only ones loaded into the cache sector. When main memory is updated the cache is also updated, so no cache sector reassignment is necessary.

PROTECTION

Protection of the system from the user and the user from the system has evolved as operating systems have become more sophisticated. Additional hardware implementation has been necessary. Registers to hold acceptable upper and lower bound addresses and registers to reflect protection status for fixed portions of core have been developed. Facilities also exist to make a certain area read only, write only, or execute only. Interrupt facilities prevent attempts to execute hardware-dependent I/O operations, to set the special registers (interval timer or protection registers) or to execute illegal instructions. Privileged instructions exist which only the supervisor can execute. It is possible for the supervisor to complete an operation the user requested but did not have the privilege to execute. Thus the user must rely on the system, insuring system integrity.

CONCLUSION

Multiprogramming is a logical development of computer usage. It is an attempt to use more efficiently the computer equipment and improve throughput and response times by having two or more programs execute concurrently.

The implementation of multiprogramming has run into many obstacles in

\textsuperscript{24} Rosin, op. cit., p. 52.
the course of its development. Many different methods exist to implement the idea of multiprogramming. Some form of dynamic core allocation seems to be preferable, but whether paging can be improved to an acceptable point remains to be seen.

Unfortunately it is possible for the amount of time used by the supervisor in maintaining the job flow to be as great as that required to process applications programs. Perhaps investigation should be made to determine whether some activities supported by the system cannot be accomplished by other methods.

It may be possible to design an operating system which results in small overhead for jobs not using or requiring many system resources but which accommodates jobs requiring extended functions.

An upper limit exists on what a multiprogramming system can accomplish. As the system approaches this upper limit, marginal improvements require vast amounts of time and effort. It is not possible to do more than use all of the machine all of the time!
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ABSTRACT

The purpose of this paper is to present an overview of multiprogramming with an emphasis on those components and methodologies found in contemporary multiprogramming systems. The properties, advantages, and disadvantages are presented, and the conditions multiprogramming must satisfy to be acceptable are discussed. The concepts and methodologies presented are the operating system, queueing, core allocation, and protection.

Some possible improvements in multiprogramming technology are noted. At this time multiprogramming seems to be the most reasonable way for general purpose computing systems to produce work efficiently.