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Chapter 1

Introduction

1.1 Cold molecules

Developments in atom cooling and trapping have made it possible to work with small clouds of atoms in the gaseous state at temperatures below a nanokelvin\(^1\). The same cannot be said for molecules. It is currently unknown how to obtain clouds of gas molecules in their electronic, vibrational and rotational ground states with temperatures below a few tens of millikelvin. In atoms, the most convenient way to cool and trap is the Magneto Optical Trap (MOT)\(^2,3\). This requires a small number of lasers tuned near hyperfine resonances in the target atoms, as well as a weak magnetic field gradient. Applying the same technique to molecules has resulted in failure, due mainly to the complicated level structure of molecules. There are no convenient closed cycling transitions is molecules. This is largely due to the fact that there is no strict selection rule for the vibrational quantum number\(^4\).

There are other methods of cooling, which work very well for molecules. One is to rapidly expand a gas. This is generally accomplished by forcing the gas through a small aperture, a nozzle, at high velocity. While this method is adequate for Cold Target Recoil Ion Momentum Spectroscopy (COLTRIMS)\(^5\), its ultimate low temperature limit of a few hundreds of millikelvin\(^6\) leaves something to be desired. Another method is called Stark deceleration. This method uses electric field gradients to cool a molecular beam for loading into an electrostatic trap. Temperatures of 50 mK can be achieved\(^7\). A third technique called buffer gas cooling, used by Doyle’s group, passes a gas of atoms or molecules over liquid helium to cool to temperatures down to a few hundred millikelvin\(^8\).

Since cooling warm molecules has proven to be difficult, the idea of creating molecules from cold atoms, which has shown great promise, is attractive. One method of doing this association is to tune a quantum degenerate gas, such as a Bose-Einstein Condensate (BEC), through a Feshbach resonance\(^9,10\). This produces very cold molecules, on the order of the temperature of the constituent atoms (typically several tens of nanokelvin), but has the disadvantage that the molecules are created in very high vibrational states, near
the dissociation limit, making them inappropriate for many uses\(^{(1)}\). Also, if one is merely interested in microkelvin temperatures, it is troublesome to make a quantum degenerate gas.

### 1.2 Photoassociation

Another technique for creating cold molecules from cold atoms which has shown some promise is photoassociation (PA)\(^{11-13}\). This process is shown schematically in Fig 1.1. It consists of exciting the target atom pair with photon \(\hbar \omega_1\) to a higher, steeper, potential curve so the electrostatic interaction is strong enough to pull the atoms close together, then letting (or forcing) the new molecule to decay, emitting photon \(\hbar \omega_2\) to the electronic ground state, stranding the molecule in the bound electronic ground state. In the literature, the designation PA is often used to refer to the first step in this process, which results in a bound molecule in an excited electronic state. Some confusion exists because it is also used, in a restricted sense, for the process that results in bound molecules in the electronic ground state. Here, the former process, resulting in excited bound molecules, will be referred to as PA*, while the latter, more restricted definition will be referred to as PA.

PA has been observed for quite some time in the form of loss from a MOT of \(^{85}\text{Rb}\)\(^{14}\). This particular isotope of Rb has a hyperfine structure in its molecular curves that lends itself to photoassociation at frequencies very near resonance (1 to 3 linewidths from resonance).

\(^{(1)}\)Ospelkaus et al.\(^{10}\) report advancements in the area of bringing molecules created with a Feshbach resonance down lower into the potential well. They have, so far, achieved depths of a few GHz, which is still considered a high vibrational state.
This small detuning is always present in the trapping lasers in a MOT. It is interesting to note that the more easily trapped $^{87}$Rb does not seem to exhibit this behavior\(^{(2)}\). To get similar trap losses with that isotope, experimenters had to introduce a catalysis, or photoassociation, laser detuned from the atomic resonance by orders of magnitude more than the trapping lasers\(^{14}\).

The discovery of PA in cold atomic gasses led to the development of photoassociation spectroscopy. In photoassociation spectroscopy, one traps cold atoms and uses a photoassociation laser that is detuned from atomic resonance by a variable amount. The production of molecules is usually inferred from trap loss, but is also often measured by Resonantly Enhanced Multi-Photon Ionization (REMPI)\(^{16,17}\). Molecular production is measured as a function of the photoassociation laser frequency. By looking for and measuring the frequencies of resonances, where production is enhanced, it is possible to map out the vibrational energy structure of the excited state of the molecule. This technique results in extremely high resolution maps of the potential curves\(^{15,18}\), and can even give significant information about the atoms, such as lifetime, with unprecedented precision\(^{19}\).

While photoassociation is a powerful tool to create cold molecules and to study the long range behavior of the low excited states of a molecule, it is difficult to detect slow neutral molecules in small numbers. Instead, it is possible to photoionize the molecules from the electronic ground state. Then an electric field can be used to extract the ions and common tools such as micro channel plates can detect them with high efficiency.

### 1.3 Photoassociative Ionization

A process related to PA takes this idea a step further. In this process, the atoms are excited and associated (PA\(\star\)) and subsequently ionized without\(^{(3)}\) going back down to the electronic ground state. The resulting cold molecular ions are easily counted. This process is called photoassociative ionization (PAI), since the ionization is part of getting to the final state, without going through a stable intermediate state.

The first observations of PAI were made in a sodium MOT\(^{20,21}\). In sodium, the structure is such that the Na\(_2^+\) potential curve dips below the combined energy of two atoms in the 3P\(_{3/2}\) state as shown in Fig 1.2, which is populated in large numbers in the trapping process. After the excitation of one atom in the pair, the electrostatic interaction brings the two atoms closer together until the second transition in the molecule is resonant with the trapping laser, which is tuned a few linewidths to the red of the atomic transition. At this point, a second photon is absorbed, and the atoms accelerate toward each other until there is a curve crossing with the Na\(_2^+\) curve, at which point, the molecule ionizes and is bound

\(^{(2)}\)Though Kemmann et al.\(^{15}\) claim to see significant production of $^{87}$Rb\(_2\) in MOT, others that have looked for it have not detected it, and there is reason to believe that they are detecting PA\(\star\) as opposed to PA proper. A good explanation for the lack of in MOT production of $^{87}$Rb\(_2\) is given by Hoffmann et al.\(^{14}\).

\(^{(3)}\)While the term PAI is sometimes used to refer to the process where a molecule is ionized from its ground state, I consider this usage misleading and will not be using it.
Figure 1.2: In photoassociative ionization in sodium, a single laser color is sufficient. The first photon is absorbed, and the atoms in the molecule move toward each other until the second photon is in resonance, which, due to the curvature of the levels, will not be at the same internuclear separation at which the first photon was resonant. The second photon is absorbed, taking the molecule to a state comprised, asymptotically, of two atoms in the $3p_{3/2}$ state. The molecule now has a total energy indicated by the blue line. The atoms continue to move closer to each other until the curve they are on crosses the curve labeled $Na_2^+$, at which point they lose an electron.

and trapped in the electronic ground state of the ion. This process, in which ionization happens during a curve crossing is called collisional PAI.

Another form of PAI is called direct PAI. In this process, PA$^*$ is followed by direct photoionization of the excited molecule. The resulting ion will be bound and in the ground electronic state, if the final photon has the proper frequency. An example of direct PAI has been reported by Leonhardt et al.$^{22}$, in which two radically different color lasers were used. This is one of the few examples of PAI in rubidium. In this thesis which is concerned with collisional PAI in rubidium, the term PAI will refer only to collisional PAI, and not to direct PAI.

### 1.4 Photoassociative-Dissociative Ionization

A process similar to PAI except that the auto-ionization takes the molecule to a dissociative curve, to date, has not been observed outside of this work. The process is shown schematically in Fig 1.3, and involves excitation to a bound state above the dissociated ion energy limit. As the atoms in the molecule move closer together, they approach the curve crossing with a dissociative curve of the electronic ground state of the molecular ion and gain kinetic energy. Any time before this curve crossing, the molecule can auto-ionize, putting it on the dissociative curve with some potential energy above the dissociation limit. This energy
Figure 1.3: Schematic representation of PADI. The excitation represented by the green arrow can consist of many photons and go through many levels. Once excited, the atoms in the molecule move closer to each other (red arrow), until they are close enough to auto-ionize (blue arrow), at which point they slide down the dissociative potential curve, and dissociate with a kinetic energy release ($KER = KER_1 + KER_2$) as shown.

is converted to kinetic energy of the dissociated atom and ion and is added to the kinetic energy already accumulated; it can be measured simply by measuring the momentum of the ion produced. This process has been named Photoassociative-Dissociative Ionization (PADI)\textsuperscript{23}. PADI will be discussed in this work, but is not prominently featured.

1.5 Ultrafast vs CW

Traditionally, PAI has been performed with narrow linewidth continuous wave (CW) lasers. This has the advantage of having a wavelength that is known to better than a hundredth of a nanometer. The recent development of powerful, robust, ultrafast, wide bandwidth lasers presents another option for such studies.

One of the main disadvantages of CW lasers is that the frequency tuning range tends to be very narrow, allowing for sometimes only one fine structure split level to be accessed with a particular laser. Also, a CW laser is designed to output only one frequency at a time. To excite a large number of transitions, then, requires a large number of lasers. This is expensive both in cost of purchasing such lasers and also in the large amount of labor that goes into keeping them at the proper frequencies and all aligned on the same target. Ultrafast lasers, with their large bandwidth, typically spanning tens of nanometers, are able to access a large number of transitions at one time.

In many instances, it is desirable to phase-lock all of the lasers in an experiment. Such conditions are often needed in coherent control experiments. Phase locking CW lasers that have a difference in frequencies of more than a few gigahertz (equivalent to about 0.01 nm
in the near infrared) is troublesome, and often requires additional lasers to bridge the gap. By the very nature of an ultrafast laser, however, all of the frequency components are phase locked to each other. This greatly simplifies coherent control experiments.

A disadvantage of using wide bandwidth ultrafast lasers is that, with all of those frequency components interacting with the target, it can be difficult to tell exactly which of a number of closely spaced states is involved with a particular phenomenon. A CW laser, with its well defined frequency will only interact with a very small number of closely spaced states, often only one. In order to utilize the benefits and minimize the disadvantages of each of the kinds of lasers, this work makes use of both, often simultaneously.

1.6 Motivation

Any scientific work must be motivated by something. This one is no exception. As discussed previously, PAI can be used to investigate PA which has promising implications for the realization of trapping cold neutral molecules. These molecules are sought after for a number of reasons. Cold hetero-nuclear diatomic molecules have been proposed as a good candidate for scalable quantum computing and quantum information\(^\text{24}\), which are hot fields of interest to many scientific communities. Additionally, after the great success of the dilute gas Bose-Einstein condensate (BEC), there is at least one group working on creating molecular BECs\(^\text{10}\). Current methods of production have proven inadequate in manufacturing vibrationally, rotationally and translationally cold molecules. Photoassociation, as traditionally done with the first excited state of the molecule has limitations, and has been shown theoretically to be most efficient with pulses that are very difficult to produce\(^\text{25}\). We believe that going to higher electronically excited states and exploiting larger curvatures of the potential curves and longer lifetimes will improve production efficiency. A good understanding of these higher excited states would be invaluable to researchers pursuing this line of work.

It is also hoped that the work done here will extend the field of photoassociative ionization spectroscopy, which can yield significant understanding of homo-nuclear and hetero-nuclear diatomic molecules to higher excited states. The higher excited states, which are not usually probed to date, are particularly well suited to PAI spectroscopy. Such states are hard to probe with traditional PA spectroscopy, and no other techniques work with the precision that the close level spacing at large internuclear separations requires.

Also, this lab already has a very good ultrafast laser, and a lot of experience with narrow linewidth CW lasers. It seems prudent to take advantage of this co-location of the two technologies that make us uniquely positioned to do this kind of study.

1.7 Overview

The overall goal of this thesis is to demonstrate a number of effective techniques for studying and controlling the PAI process in both ultrafast and narrow linewidth regimes. A number
of experiments were done to explore the PAI and PADI processes in cold Rb in order to fulfill this goal. These can be separated into two broad classifications: CW laser PAI, in which the atoms are excited with quasi-CW lasers, and the entire process happens on the nanosecond time scale; and ultrafast (KLS) PAI, in which the atoms are excited by a combination of an ultrafast Ti:Sapphire laser near 800 nm and a quasi-CW laser near 1529 nm.

The CW laser experiments are centered around determining the excitation pathway for the PAI process with lasers tuned very near atomic resonance. Studies include determining the number of photons of each wavelength that are needed for the process by examining the count rate as a function of intensity, and determining the photon absorption order by controlling the timing of laser pulses. PADI is also studied briefly to determine the kinetic energy release in the process with the wavelengths in use.

The KLS PAI experiments are further divided into two groups. The first group is oriented toward determining the excitation pathway and the relevant wavelengths of the ultrafast pulse in the process. This is done by examining the effects of timing between the KLS pulse and the quasi-CW pulse, measuring the effects of spectral notches, or holes, covering atomic resonances in the KLS pulse, and a novel spectroscopic technique using the phase as a function of frequency of the ultrafast pulse to find important wavelengths. The second group of experiments is designed to demonstrate control of the PAI process with simple spectral phase profiles of the ultrafast pulse.
Chapter 2

Theoretical considerations

2.1 Production rates

It is reasonable to break the production rate of either PAI or PA up into a number of factors. One obvious way of doing this is

\[ \gamma = N (P_{\text{available}}) (\gamma_{\text{excitation}}) (P_{\text{survival}}) (P_{\text{finishing}}) \]  

where \( \gamma \) is the production rate, \( N \) is the total number of atoms, \( P_{\text{available}} \) is the probability of an atom having an available (meaning within a given range of distances away) partner for excitation, \( \gamma_{\text{excitation}} \) is the rate that available pairs of atoms will be excited, \( P_{\text{survival}} \) is the probability that an excited molecule will survive to the appropriate internuclear separation without spontaneous emission, and \( P_{\text{finishing}} \) is the probability that a molecule at the appropriate internuclear separation will form the appropriate state. In PA, \( P_{\text{finishing}} \) will be the probability of emission of a photon dropping the molecule into the desired state; in PAI, it will be the probability of autoionization into the desired state and is expected to be near unity.

It is instructive to visit each of these terms in more detail separately.

2.2 Potential curves

As soon as the molecules are excited to a higher lying electronic state, they will begin to decay. Thus, the time spent in the excited state will have a large impact on the desired production rate, if this time is comparable to the lifetimes of the states. So, for a given molecular species, \( P_{\text{survival}} \) will be directly related to the curvature of the excited state curve or curves (which will increase acceleration, thereby reducing the time required), as well as inversely to the internuclear separation at which the excitation occurs (which would increase the distance to be traversed and thereby the time required). It is also important that the slope of the diabatic curves decreases with increasing internuclear separation, giving more importance to the shape of the curves in the large internuclear separation regime.
The shape of a diabatic potential curve, at large internuclear separations can be approximated by

\[ E = E_0 + \frac{C_1}{R} + \frac{C_2}{R^2} + \frac{C_3}{R^3} + \ldots \]  

(2.2)

where \( E_0 \) is the asymptotic atomic energy, \( R \) is the internuclear separation, and \( C_n \) are coefficients belonging to a given state. For most curves, some of the first coefficients are identically zero. The general rules for which term is the first nonzero term (aside from the \( E_0 \) term) are as follows. ion+ion: \( C_1 \); ion+atom: \( C_2 \); \( s+p \), \( p+d \), and any other dipole allowed transition: \( C_3 \); \( s+d \) and \( p+p \): \( C_5 \); \( s+s \): \( C_6 \). Since this work does not deal with atoms having larger angular momentum, these rules will be sufficient. At large internuclear separations, then, there will be very little attractive force between the atoms in a Rb\(_2\) molecule, since the force is just \(-\partial E/\partial R\). To get significant motion in the internuclear coordinate, will therefore require going to states with more curvature. A simple classical model calculation, in which Newton’s second law is integrated for the potential curves, gives the time required to move from an internuclear separation \( R \), to small internuclear separations (taken in the model to be 0) on a \( 1/R^3 \) potential; the result is given in Fig 2.1. This time has been dubbed the incubation time of the system, and can be measured in experiments.

While the diagrams in sections 1.2 and 1.3 are quite simple, the reality of molecules, especially at large internuclear separations, is significantly more complicated. Figure 2.2 shows the potential energy curves\(^{15}\) of the Rb\(_2\) molecule at long range and small detuning for only a single fine structure split asymptotic limit, namely the \( 5p_{3/2} + 5s_{1/2} \). As the angular momentum of each atom increases, the number of states also increases.

There are a number of common ways of coupling the angular momenta inside the molecule
Figure 2.2: Potential energy curves for the $5p_{3/2} + 5s_{1/2}$ Rb$_2$ states. Notice the high density of states in the blue shaded area, where some of this work takes place. Adapted from Kemmann et al.$^{15}$

<table>
<thead>
<tr>
<th>Hund’s Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Electrostatic $\gg$ Spin-Orbit $\gg$ Rotation</td>
</tr>
<tr>
<td>(b)</td>
<td>Electrostatic $\gg$ Rotation $\gg$ Spin-Orbit</td>
</tr>
<tr>
<td>(cs)</td>
<td>Spin-Orbit $\gg$ Electrostatic $\gg$ Rotation</td>
</tr>
<tr>
<td>(d)</td>
<td>Rotation $\gg$ Electrostatic $\gg$ Spin-Orbit</td>
</tr>
<tr>
<td>(e)</td>
<td>Spin-Orbit $\gg$ Rotation $\gg$ Electrostatic</td>
</tr>
</tbody>
</table>

Table 2.1: Hund’s cases
to get the appropriate quantum numbers; these are called Hund’s cases. Each Hund’s case is useful for different situations. Table 2.1 summarizes when these cases are applicable. Notice that the hyperfine interaction is not mentioned in the table. None of the Hund’s cases are appropriate when the hyperfine interaction is significant compared to the electrostatic interaction. At small photoassociation laser detunings, less than a few gigahertz, the hyperfine interaction can be larger than the electrostatic term which governs the curvature of molecular potential curves. That said, the literature still often refers to states by their Hund’s case (c) notation. As shown in Fig 2.2, many states belong to each of the 1\( _g \) and 0\( _u \) curves, while beyond 200 atomic units curves cannot be uniquely identified with any of the Hund’s case (c) states.

One convention that is used to identify hyperfine states in molecules, for example, in Kemmann et al.\(^{15} \), is characterized by the identifier \( j(\phi p) \) where \( \phi \) is the projection of the total angular momentum, \( \vec{F} \), on the internuclear axis (this is very analogous to \( \Omega \) in Hund’s case (c) notation, but includes nuclear spin); \( p \) is total parity and \( j \) is a counting index to distinguish the different states with the same symmetry. In the special case that \( \phi = 0 \), another identifier is tacked on, to represent the Kronig symmetry or the parity with respect to reflection in the plane of rotation\(^{26} \).

For molecular states above the \( 5s + 5p_{3/2} \) in Rb, high resolution calculations have not been done. Indeed, the only calculations to date for small detunings have neglected spin-orbit coupling, as well as nuclear spin and use Hund’s case (a) couplings, leaving significantly fewer states than would be resolvable at current experimental resolutions. While these calculations are useful for qualitative understanding of experimental data, they are insufficient for making any sort of quantitative predictions.

### 2.3 Nearest neighbors

\( P_{\text{available}} \) is dominated by the distribution of the distances between atoms. It is straightforward to calculate the statistical distribution of distances from a given atom to its nearest neighbors. This distribution is derived in appendix A and is given by

\[
P_{\text{available}}(R)dR = 4\pi \rho R^2 dR \exp \left( -\frac{4}{3} \rho \pi R^3 \right) \tag{2.3}
\]

where \( R \) is the internuclear separation between nearest neighbors and \( \rho \) is the number density of the cloud of atoms, assumed to have constant density. From this, it is apparent that it is much more probable to have pairs of atoms with a larger internuclear separation. Therefore, \( P_{\text{available}} \) will increase with the internuclear separation at the time of excitation, up to about \( 0.6 \rho^{1/3} \), which, for typical MOT densities, is roughly 5 \( \mu \)m. This is in opposition to the relationship based on lifetimes and curvature of potential curves.

A simple model, for a single curve taking into account both \( P_{\text{available}} \) and \( P_{\text{survival}} \) for a \( 1/R^3 \) potential is known as the Gallagher-Pritchard model\(^{27} \) which is given a nice, short, treatment by Hoffmann et al.\(^{14} \). A plot of the Gallagher-Pritchard model prediction for Rb is given in Fig 2.3.
Figure 2.3: A plot of the Gallagher-Pritchard model predicted PA rate, $\beta$ as a function of detuning from atomic resonance. Taken from Hoffmann et al.\textsuperscript{14}.
2.4 Ultrafast coherent excitation

In the case of an ultrafast laser, there are a number of things that can be done to modify $P_{\text{excitation}}$. One example, with huge potential and flexibility, is to shape the pulse in the frequency domain, both in phase and in amplitude. Such a shaped pulse has an electric field in the frequency domain of the form

$$E(\omega) = A(\omega)e^{-i\phi(\omega)}$$

(2.4)

where $A(\omega)$ and $\phi(\omega)$ are arbitrary functions. While this is equivalent to shaping the pulse in the time domain, related by a Fourier transform, it is more common to consider the shaping in the frequency domain, with rare exceptions.

Simple second order perturbation theory dictates that the excitation probability amplitude $a$ from a ground state $g$ to a final state $f$ via an intermediate state $i$ is given by

$$a(t) = -\frac{1}{\hbar^2} \mu_{fi}\mu_{ig} \int_{-\infty}^{t} \int_{-\infty}^{t_1} e(t_1)e(t_2)\exp(i\omega_{fi}t_1)\exp(i\omega_{ig}t_2)dt_2dt_1,$$

(2.5)

where $e$ is the electric field in the time domain, $\mu_{ij}$ is the dipole matrix element coupling states $i$ and $j$ and $\hbar\omega_{ij}$ is the energy difference between levels $i$ and $j$.

In the case of a linear chirp, which is a second order term in the phase versus frequency, Merkel et al.\textsuperscript{28} have derived a closed form expression for the excitation probability amplitude based on the complex error function.

Dudovich et al.\textsuperscript{29} demonstrate the usefulness of a simple model, which is the second order perturbation theory result, in describing the effects of the ultrafast laser pulse, shaped in the frequency domain, on the resonant excitation rate in atoms. The simplicity of the model is its most endearing feature. For resonant (or near resonant) two photon absorption from ground state $g$ to final state $f$ via intermediate states $i$, it has the simple form

$$a \approx \sum_i -\frac{1}{i\hbar^2} \mu_{fi}\mu_{ig} \left[ i\pi E(\omega_{ig})E(\omega_{fg} - \omega_{ig}) + \wp \int_{-\infty}^{\infty} \frac{E(\omega)E(\omega_{fg} - \omega)}{\omega_{ig} - \omega} d\omega \right]$$

(2.6)

where subscripts designate the relevant levels, $a$ is the probability amplitude of excitation to the final state, $\mu$ is the dipole matrix element and $\wp$ is the Cauchy principal value. The first term in the square brackets accounts for the resonant excitation, while the second term in the square brackets accounts for the near resonant excitation.

This model makes some intuitive sense. A classical driven oscillator will have a displacement that is in phase with the driving force when the oscillator is driven at a frequency far below the resonant frequency, like the model. At the resonant frequency, the displacement is $\pi/2$ out of phase with the driving force, just like the resonant term in the model. Far above the resonant frequency, it is $\pi$ out of phase with the driving force, again, like the model. Also, the amplitude of oscillations in a classical oscillator will drop as the frequency difference between the driving force and the resonant frequency increases, much like in the model.
Figure 2.4: Sample model calculation for a pulse with a phase given by Eq 2.7, where the approximately-equal-to sign represents the finite rise and fall derivatives to preserve continuity. The first transition has a wavelength of 780 nm, and the second transition has a wavelength of 776 nm.

Since this model is a single integral, and requires little knowledge of the structure of the system of interest, it is very nice for quick calculations to determine the usefulness of a particular experiment in gaining information, since $P_{\text{excitation}}$ is simply the magnitude squared of $a$ times some constant for any further excitation, which would presumably not be changed while changing the shape of the ultrafast pulse. An example of a calculation made for a pulse shaped such that

$$
\phi(\omega) \approx \begin{cases} 
0 & \omega < \lambda_1 \\
-\frac{\pi}{2} & \lambda_1 < \omega < \lambda_2 \\
0 & \lambda_2 < \omega 
\end{cases} \quad (2.7)
$$

is shown in Fig 2.4.

Second order perturbation theory is valid for small driving fields, or for off resonant excitation. In this thesis, the ultrafast experiments are neither weak field nor off resonant. Therefore, the model is not expected to always give quantitative agreement with the experiments. Despite this, the model is useful in understanding the physics, and will be used. A more robust approach would be to solve the appropriate optical Bloch equations. However, this has the disadvantages of longer computation time, less flexible (system dependent) formulation and a loss of intuition, compared to the second order perturbation theory of Eq 2.6.
Chapter 3

Experimental setup

3.1 Basic apparatus

The basic apparatus used in these experiments is a $^{87}$Rb magneto-optical trap recoil ion momentum spectroscopy (MOTRIMS) setup. This setup, and its basic uses, has been documented elsewhere $^{30-36}$. $^{87}$Rb atoms are trapped and laser cooled to about 120 $\mu$K in a vapor cell loaded MOT. The vapor cell is actually a stainless steel vacuum chamber. The trapping region is inside of an electrostatic momentum spectrometer. Any ions produced in the MOT are extracted by the electric field and detected by a micro-channel plate and resistive anode 2-dimensional position sensitive detector. This arrangement, shown in Fig 3.1, and the time and spatial focusing configuration of the spectrometer allows for high resolution 3-dimensional momentum measurements of any ions produced in the MOT. The spectrometer also allows easy separation of Rb$^+$ and Rb$_2^+$ ions via time of flight. This separation is critical for many measurements, especially those using ultrafast pulses, with relatively high intensity lasers. This method of time of flight measurement also allows accurate determination of the “incubation time” which is defined as the time from the initial laser pulse input into the system to the time of ionization, limited in resolution to the longer of the length of the input laser pulse, or the resolution of the spectrometer and electronics ($\sim$ 2 ns). The magnetic field of the MOT is non-uniform and very small (roughly 1 gauss), leading to Zeeman shifts of $\sim$ 1 MHz so can be safely ignored for the purposes of this experiment.

The trapping is done by two CW lasers. In all experiments in this work, part of the excitation is done by a laser that will be referred to as L2. This is a CW laser, chopped by an Acoustico-Optical Modulator (AOM), at a wavelength of 1529 nm, tuned slightly to the blue of the atomic $5p_3/2 - 4d_5/2$ transition.

In order to trap, and to get the maximum benefit from L2, all of these CW lasers must have a fixed, known frequency in relation to the atomic hyperfine structure. This is accomplished in a scheme shown diagrammatically in Fig 3.2. The master laser is locked to the so-called 2-3 crossover peak, which is halfway between the $5s_{1/2}F = 2 - 5p_{3/2}F' = 3$ and $5s_{1/2}F = 2 - 5p_{3/2}F'' = 2$ lines in Fig 3.3, in the saturated absorption spectrum of a Rb cell using a Zeeman dither locking scheme $^{35}$. This places its frequency $\sim$ 133 MHz to the red of
Figure 3.1: The internals of the vacuum chamber. The red beam represents the excitation laser beams. The trap beams have been removed for clarity. Ions are produced in the MOT (white), and extracted by the spectrometer (brass rings, some cut away for clarity) to hit the 2d position sensitive detector (PSD).
Figure 3.2: Schematic of the basic locking apparatus. M: Mirror; LPF: Long Pass Filter, reflects 780 nm and passes 1529 nm; BS: Beam Splitter; $\lambda/4$: quarter wave plate, converts linear polarized light into circular polarized light; AOM: Acoustico-Optical Modulator

the $5s_{1/2} F = 2 - 5p_{3/2} F' = 3$ trapping transition. An AOM is used to shift the frequency upward by $\sim 115$ MHz to bring the final trap frequency to within a few linewidths of the trapping transition for optimal trapping.

To lock L2 the zero order diffraction from the trapping AOM (the zero order diffraction from an AOM has the same frequency as the incident laser) is sent to a second cell where it excites atoms having a particular thermal velocity. L2 light is then sent through this
cell collinear with the master laser. Because of the wavelength dependent frequency shift of the Doppler effect, absorption of L2 is then at a maximum when L2 is detuned to the red of atomic resonance by $133 \text{ MHz} \times 780 \text{ nm} / 1529 \text{ nm}$. While the hyperfine structure in the $4d_{5/2}$ level is not very well resolved, the largest absorption peak comes from the $5p_{3/2} F = 3 - 4d_{5/2} F' = 4$ state, and this is what L2 is locked to. The L2 light is then passed through an AOM to increase its frequency by $\sim 120 \text{ MHz}$ to place the final detuning of L2 at $\sim 50 \text{ MHz}$ to the blue of atomic resonance.

The repump laser is locked independently of the other lasers. It is locked to the so-called 1-2 crossover peak, halfway between the $5s_{1/2} F = 2 - 5p_{3/2} F' = 3$ and $5s_{1/2} F = 2 - 5p_{3/2} F' = 2$ lines in Fig 3.3, placing it $\sim 79 \text{ MHz}$ to the red of the $5s_{1/2} F = 1 - 5p_{3/2} F' = 2$ repump transition. An AOM is used to increase the frequency by $80 \text{ MHz}$ to place it within a fraction of a linewidth of atomic resonance.

It is worth noting that each of the lasers mentioned so far is passing through an AOM before reaching the MOT. This is useful, not only to shift frequencies with ease and confidence, but, perhaps more importantly, to allow the lasers to be chopped on and off on nanosecond time scales.

For most of the experimental results, the trap and repump lasers are “turned off” by the AOMs for a time between hundreds of nanoseconds and a few microseconds before the excitation lasers are pulsed. This assures that none of the excitation from the ground state is done by the trap and repump lasers.
Data are collected in event mode, recording, for each ion detected, parameters such as time of flight, position of the ion hit on the detector, and any parameters that are being changed in a particular experiment.

3.2 CW PADI-PAI

For the first series of experiments, all excitation is done by AOM-pulsed CW lasers. The goal of the first experiment is to determine the number of photons required for PAI in Rb, using 780 nm and 1529 nm light. The setup for this experiment is shown diagrammatically in Fig 3.4. Two excitation lasers are used, overlapped using a long pass filter, and are collinear with each other going into the MOT. One laser, as already discussed, is L2, while the other is dubbed L1. The L1 light is produced by inserting an AOM between the trap AOM and the Rb cell for the L2 lock. This AOM shifts the L1 frequency to the blue of the master frequency by 80 MHz, thereby putting it ∼53 MHz to the red of atomic resonance. The zero order diffraction output, which is not frequency shifted, of this AOM is sent to a separate Rb cell for locking L2. L1 and L2 AOM controllers each have a voltage staircase generator connected to their amplitude control inputs. These produce intensities at the MOT that step through 16 different discrete values for each laser. A sample of the output of the staircase generator, only one of which is used at a time, is sent to an Analog to Digital Converter (ADC) which is read by the data acquisition system.

The lasers are pulsed asynchronously with respect to the staircase generator, with a period of 7.2 µs controlled by a separate computer board called (for historical reasons) the “Johnny Box”. This board, a DIO-64 from Viewpoint Systems, produces TTL pulses of a user controllable width and is a key component in controlling the various lasers. For as many ion hits as possible, the data acquisition system measures the time of flight (TOF), ion position on the detector, and the voltage of the staircase generators. For this experiment, the time of flight of each ion is measured starting with its hit on the detector, and stopping with the arrival of the next laser pulse, and is measured with a Time to Digital Converter (TDC)\(^{(1)}\). A typical spectrum is shown in Fig 3.5. Note that since the TDC is started with the ion hit, and stopped with the next laser pulse, the TOF spectrum has its time axis reversed, has an arbitrary offset, and is a measure of the time of flight \textit{modulo} the time between laser pulses, thus, the ratio of the displayed TOF for the Rb\(^+\) and the Rb\(^{2+}\) is not the expected \(\sqrt{2}\). In a separate, trivial measurement, it was verified that the ratio of the true TOFs is indeed the expected \(\sqrt{2}\). Since the system can only cope with full data for up to \(\sim 1000\) events per second, while the raw count rate at the detector (almost all of them relevant hits) can reach 30 kHz, another technique has to be used to compensate for this deadtime. The chosen method, shown in Fig 3.4, is to sort, in hardware, the laser pulses according to time of flight, and send the pulses to different channels of a scaler according to the type of ion they correspond to (Rb\(^+\) or Rb\(^{2+}\)), these pulses are also sent to other channels of the TDC for diagnostic purposes, including helping to set the gates that sort the pulses.

\(^{(1)}\)LeCroy 4208
Figure 3.4: Schematic of the CW PADI/PAI experimental setup. The blue and red colored lines correspond to laser light, while the green colored line indicates the ions produced in the MOT. BS: Beam splitter; LPF: Long Pass Filter, reflects L1 while passing L2.
Figure 3.5: A sample TOF spectrum from the CW experiments. Since the time of flight measurements start with the ion hit on the detector and stop with the arrival of the next laser pulse, the time of flight scale is reversed, there is an offset, and the TOF is measured modulo 7.2 µs. The leftmost peak shows that more Rb\textsuperscript{2+} ions are produced when the trap laser turns back on. This will be discussed in Chapter 4.

At the beginning of each step, the scaler is read and cleared. In this way the number of missed counts is minimized, while the number of events with full data are maximized.

For this experiment, the trap and repump lasers were turned off ∼ 200 ns before the excitation lasers were turned on and left off for between 200 ns and 1 µs after the excitation lasers are turned off.

### 3.3 KLS

For the experiments involving the ultrafast laser called the Kansas Light Source (KLS), excitation is done with the KLS and L2 only. It is necessary to be able to synchronize L2, the trap, and the repump signals to the ∼ 1 kHz repetition rate of the KLS laser. To do this, a circuit, a delay gate generator, was designed and built to produce the signals (TTL) to control the AOMs and to feed the data acquisition system the appropriate pulses (NIM) for timing. This particular delay gate generator is called the main delay gate generator. More details on this circuit can be found in appendix C.
The data acquisition electronics are significantly more complicated than is the case with the CW lasers, as shown in Fig 3.6. A NIM level pulse from the main delay gate generator constitutes the start of a potential event. (Most laser shots do not produce an ion, and are therefore not considered events). The arrival of an appropriate ion at the detector constitutes the end of the event, and the proof that there was an event. The multi-channel ADC, which measures (at least) the position of the ion on the detector, is strobed by a delay gate generator triggered by the timing signal corresponding to the arrival of an ion at the detector. This timing signal is also sent to the TDC as a stop signal. Because most signals are unwanted Rb⁺⁺ signals, it is necessary to gate these out. To this end, a gate is generated that is a NIM false for the range of times after the arrival of a pulse from the KLS in which a Rb⁺⁺ ion can reasonably fall, but is otherwise a NIM true. This signal is used to inhibit the delay gate generator that strobes the ADC and is also used as a veto input to the TDC. Both of these signals are needed to prevent unwanted counts from registering with the data acquisition system. At the end of this gate (which must be less than 80 µs), a pulse is sent to the TDC as an End Of Window pulse, to signal the end of the event. In addition, since the TDC is started with every KLS shot, a signal must be generated to clear the TDC in the event that no ion was detected. This signal is generated nearly one full KLS period after the arrival of the KLS pulse, in order to give the data acquisition system as much time as possible to complete its transactions with the CAMAC crate when there is an event.

In some experiments with the KLS the goal is to identify the wavelengths that are important to the PAI process, and thereby facilitate understanding of the process itself. Other experiments with the KLS are intended to demonstrate control of the PAI process. In all of these experiments with the KLS, it is desirable, or necessary, to shape the pulse in phase and/or amplitude in the frequency domain. To do this, a device called an acousto-optical programmable dispersive filter (AOPDF) is used. This device, which goes by the commercial name “Dazzler”37,38, is composed of an arbitrary waveform RF generator, transparent TeO₂ crystal and a piezoelectric transducer (to generate RF acoustic waves in the crystal). It is based primarily on two effects: birefringence, or a difference in the speed of propagation for two different polarizations of light through a crystal; and the coupling of an acoustic wave with an electromagnetic wave, which it uses to selectively rotate the polarization of light.

The simplest way to think about the operation of the Dazzler is that it works independently with each frequency component. To control the amplitude of a frequency component, it rotates the polarization of that component; for the output magnitude to be zero, it would not rotate at all, while to get the maximum output magnitude it would rotate by 90 degrees. Because of the birefringence of the crystal, the component of the polarization that is perpendicular to the input polarization is sent to the experiment while the rest of the light is dumped. To control the phase of a frequency component, the Dazzler controls the distance the light travels in the crystal after rotation. Since the speed of light of the two polarizations are different, the frequency component will accumulate a phase shift that depends on the distance traveled after rotation. The main limitation of the Dazzler comes from the finite length of the crystal. The length of the crystal limits the maximum group delay that can be put on any frequency component. In other words, it places an upper limit on $\partial \phi / \partial \omega$.

The KLS itself is a large facility and will only be described briefly, mentioning the parts
Figure 3.6: Basic electronics setup for the KLS experiments.
that are of importance to this work. The ultrafast, wide-bandwidth pulses are generated in the oscillator\textsuperscript{(2)}, which has a repetition rate of $\sim 80$ MHz. These pulses each have an energy on the nanojoule scale. Since experiments typically need pulse energies on the scale of a millijoule, the pulses must be amplified. Pulses to be amplified are picked out of the oscillator pulse train, at a rate of $\sim 1$ kHz by a Pockels cell. The pulses are then normally sent to a grating stretcher, which adds a large positive second order phase term to the pulses in order to stretch them temporally from $\sim 20$ fs to $\sim 80$ ps; they are then amplified in a multi-pass amplifier to $\sim 1 - 2$ mJ. A grating compressor is used to remove the large second order phase term, caused by both the stretcher and the amplifier, from the pulse before the pulse is sent on. The pulse then goes through a $\sim 10$ m evacuated transport line to the experiment. Since the transport line is very long, it is often the case that the beam can wander, since a small angular deviation of the beam at the laser produces a large displacement of the beam at the experiment. To help combat this, a circuit can be used to stabilize the position and pointing of the beam at the experiment. This circuit, and the accompanying optics, is called the Automatic Laser Pointing Stabilizer (ALPS) and is detailed in appendix C.

The Dazzler AO crystal is inserted into the optical path between the stretcher and the amplifier as shown in Fig 3.7. While it is possible to run with no other modifications, working in this way uses much of the length of the Dazzler crystal to compensate for the dispersion of the crystal itself. This is unacceptable in many experiments. To compensate, the grating pulse compressor can be adjusted to remove most of the second order phase term added by the Dazzler crystal.

While the Dazzler was calibrated upon installation, some time after a software update, it was discovered that the calibration was no longer valid. The calibration procedure is rather simple: the light after the Dazzler is directed into a spectrometer; a notch is introduced into the spectral amplitude and the position of the notch in the measured spectrum is compared to the intended position of the notch. The calibration can be easily changed by altering a variable in a configuration file.

The Dazzler is controlled by a LabVIEW program on a Windows laptop to which it is connected via USB. Since the data acquisition is done on a Linux machine in another room, a method was developed to patch the two systems together in order to control the Dazzler from the Linux based data acquisition computer via the Windows based laptop. This is discussed in further detail in appendix D. For now, it suffices to point out that this was done, and that the data packet for each event contains information about the state of the Dazzler. The system steps sequentially through a number of Dazzler configurations, up to several hundred in these experiments, in a round-robin order, at regular intervals (typically dwelling on each configuration for 15 s) asynchronously with respect to anything else in the experiment. This allows for an averaging out of any long term, slow variations in experimental parameters that are not sufficiently controlled, to do individual runs with sufficient statistics for each configuration. It also allows for a much more automated experiment, reducing the stress on the experimenters during beam-times.

\textsuperscript{(2)}Femtolasers Femtosource Pro
In one experiment, which does not use the Dazzler, the goal was to determine the excitation pathway for the combination of ultrafast and CW lasers that resulted in PAI. To this end, the electronics were changed to allow a variable delay between a \( \sim 50 \) ns pulse from L2 and the ultrafast pulse from KLS with nanosecond precision. A circuit was constructed to allow asynchronous stepping of the delay in 5 ns steps. Details on this circuit are in appendix C. The time difference between the KLS pulse and the L2 pulse is then measured by the TDC. In order to allow the TDC to respond to the L2 pulse, it was necessary to reorganize the veto gate. This is accomplished by simply changing it from a gate that is true except for when a molecular ion would hit, to a gate that is false except when an atomic ion would hit (and for a large margin on either side of that time).
Chapter 4

Results

4.1 CW PADI-PAI

The first of the CW experiments is designed to determine the number of photons used in the
PADI and PAI processes in Rb with light at 780 nm and 1529 nm. This is mostly a sanity
check, to show that nothing unexpected is happening. For a process requiring $n$ photons
of the same color, the count rate will, neglecting saturation, vary with the intensity of that
color light, $I$, like $I^n$. To determine the number of photons, then, is the simple matter of
determining the scaling of the count rate with intensity. To do this, the intensity of L1 and
L2 were stepped through 16 values each, and the count rate was measured for each intensity.
To prevent unknown variables from influencing the results, all values of intensity for a given
laser are taken in the same run, cycling through many times, to average out variations in
other parameters.

Plots of the total number of counts in a given run, as a function of intensity are given
in Fig 4.1. It is relatively obvious that, even at these low powers, saturation cannot be
neglected. A more sophisticated model is found by solving the rate equations representing
a system of $n + 1$ levels for the highest excited state’s population fraction $f_{n+1}$ in terms of
the intensity, $I$, and coupling constants\(^{(1)}\) $k_{ij}$ and $\gamma_{ij}$ at steady state. For $n = 1$, that is a
two level system,

$$f_2 = \frac{k_{01}I}{2k_{01}I + \gamma_{01}}. \quad (4.1)$$

For $n = 2$, a three level ladder system with the two transitions resonant with the same color
photon,

$$f_3 = \frac{k_{01}I^2}{3k_{01}I^2 + \left(\frac{2k_{01}}{k_{12}} \gamma_{12} + \gamma_{01}\right)I + \frac{\gamma_{12}\gamma_{01}}{k_{12}}}. \quad (4.2)$$

A quick examination of Eqs 4.1 and 4.2 reveals that a number of parameters are not
necessary for the fit. In both equations, one can define $k_{01} = 1$. In Eq 4.2, $\gamma_{12}$ and $k_{12}$

\(^{(1)}\) $\gamma_{ij}$ is the decay rate, and $k_{ij}$ is related to the transition strength, which is itself related to the
decay rate. They are essentially the Einstein A and B parameters, respectively, for the transitions.
Figure 4.1: Count rate as a function of L1 and L2 powers. (a) PADI vs L1, (b) PAI vs L1, (c) PADI vs L2, (d) PAI vs L2. The dashed red lines are fits to one photon rate equations. The solid blue lines are fits to two photon rate equations.
are not found by themselves, but only the ratio of the two matters. The fraction of the population in the highest excited state is not what is measured, but a rate is, so a scaling factor must be added. In experiment, there is always background, so a term must be added to accommodate this. The resultant equations that are fit to the data are given by

\[ R = C_1 \frac{I}{2I + B_1} + G_1 \]  

(4.3)

for the one photon case and

\[ R = C_2 \frac{I^2}{3I^2 + A_2 I + B_2} + G_2 \]  

(4.4)

for the two photon case. By fitting these equations to the data, the curves in Fig 4.1 are obtained. The red dashed curve is the one photon fit, Eq 4.3, while the blue solid curve is the two photon fit, Eq 4.4. For the plot in part (d) of that figure, the fitting procedure determined that \( B_2 = 0 \). This is the limiting case of a lack of decay in one of the transitions, which collapses a three level system into an effective two level system\(^{(2)}\), resulting in identical curves for both models. These plots, therefore, clearly show that PADI requires two 1529 nm photons and two 780 nm photons while PAI requires two 780 nm photons and only one 1529 nm photons.

The order in which photons are absorbed in PAI, along with the detunings used, determines the excitation pathway, that is, which manifolds of molecular states corresponding to which asymptotic atomic energy levels are involved in the process. There are two possibilities:

\[
\begin{align*}
Rb_2(5s_{1/2}, 5s_{1/2}) + \hbar \omega_1 & \rightarrow Rb_2(5s_{1/2}, 5p_{3/2}) \\
Rb_2(5s_{1/2}, 5p_{3/2}) + \hbar \omega_2 & \rightarrow Rb_2(5s_{1/2}, 4d_{5/2}) \\
Rb_2(5s_{1/2}, 4d_{5/2}) + \hbar \omega_1 & \rightarrow Rb_2^+ + e^- \\
& \rightarrow Rb_2^+(5p_{3/2}, 4d_{5/2}) \quad (4.5)
\end{align*}
\]

and

\[
\begin{align*}
Rb_2(5s_{1/2}, 5s_{1/2}) + \hbar \omega_1 & \rightarrow Rb_2(5s_{1/2}, 5p_{3/2}) \\
Rb_2(5s_{1/2}, 5p_{3/2}) + \hbar \omega_1 & \rightarrow Rb_2(5p_{3/2}, 5p_{3/2}) \\
Rb_2(5p_{3/2}, 4p_{3/2}) + \hbar \omega_2 & \rightarrow Rb_2(5p_{3/2}, 4d_{5/2}) \\
& \rightarrow Rb_2^+ + e^-. \quad (4.6)
\end{align*}
\]

Here, \( \hbar \omega_1 \) and \( \hbar \omega_2 \) refer to photons from L1 and L2, respectively. The narrow linewidth lasers in use in these experiments precludes interaction with the \( 5p_{1/2} \) states which are several

\(^{(2)}\)When there is no spontaneous emission, a vanishingly small amount of resonant laser light is enough to completely saturate the transition. In a steady state situation, this means that the two levels have the same population regardless of intensity, so the transition doesn’t count toward the number of photons needed.
Figure 4.2: TOF spectra. The inset contains data from a different (longer) experiment that shows what the Rb$_2$ peak looks like when L1 and L2 are pulsed simultaneously and 300 ns later, the trap is turned on, showing that the population moves through the relatively long-lived states near the 5s+4d asymptote. The longer lifetime on this second peak is because the trap is left on. A close examination of the main part of the figure shows a hint of a second peak 1 µs after the main peak, when the trap turns back on. For comparison, a photoionization peak, obtained without L2, is shown in red.

nanometers away from resonance. Equation 4.5 is referred to as the L1-L2-L1 process while Eq 4.6 is referred to as the L1-L1-L2 process. Even without doing the experiment, there would be reason to believe that the process follows the L1-L2-L1 path. The reason is that the Rb$_2$(5p$_3/2$, 5p$_3/2$) levels in the L1-L1-L2 path are very flat at large internuclear separations. Since the lasers are detuned many linewidths from resonance, these levels are far outside the bandwidth of the lasers. While compelling, this reason is far from conclusive.

The key to determining the photon order for PAI can be seen in the TOF plot in Fig 4.2. The trap laser is turned off $\sim$ 200 ns before L1 and L2 are pulsed. The main part of the
Figure 4.3: Plotted PAI potential curves. Only the most and least bound $5p + 4d$ states are plotted. Inside the vertical green line, the LeRoy radius, the accuracy of the curves should not be relied on, as the approximation used in calculation is not valid.

The exponential tail on the PAI peak results from the radiative decay of the $5p + 4d$ state and has a lifetime near the atomic $5p$ lifetime.

Looking at potential energy curves, supplied by Monique Frécon’s group in Lyon\textsuperscript{39,40} plotted in Fig 4.3, shows that, to the limit of the accuracy of the curves, the autoionization at the end of the PAI process happens within about 15 au. For the most deeply bound potential curves, there is a possibility that there would not be a curve crossing, and that such curves would not contribute to the PAI rate. It should be noted that the colored curves, corresponding to the neutral Rb$_2$ molecule are approximate. Inside the LeRoy radius,
indicated as $R_L$ in the figure, the approximation used in calculating the curves breaks down. The accuracy of these curves near the autoionization point, then is questionable.

For PADI, there are two excitation pathways:

$$
Rb_2(5s_{1/2}, 5s_{1/2}) + \hbar \omega_1 \rightarrow Rb_2(5s_{1/2}, 5p_{3/2})
$$

$$
Rb_2(5s_{1/2}, 5p_{3/2}) + \hbar \omega_2 \rightarrow Rb_2(5s_{1/2}, 4d_{5/2})
$$

$$
Rb_2(5s_{1/2}, 4d_{5/2}) + \hbar \omega_1 \rightarrow Rb_2(5p_{3/2}, 4d_{5/2})
$$

$$
Rb_2(5p_{3/2}, 4d_{5/2}) + \hbar \omega_2 \rightarrow Rb_2(4d_{5/2}, 4d_{5/2})
\rightarrow Rb(5s_{1/2}) + Rb^+ + e^-
$$

(4.7)

$$
Rb_2(5s_{1/2}, 5s_{1/2}) + \hbar \omega_1 \rightarrow Rb_2(5s_{1/2}, 5p_{3/2})
$$

$$
Rb_2(5s_{1/2}, 5p_{3/2}) + \hbar \omega_1 \rightarrow Rb_2(5p_{3/2}, 5p_{3/2})
$$

$$
Rb_2(5p_{3/2}, 5p_{5/2}) + \hbar \omega_2 \rightarrow Rb_2(5p_{3/2}, 4d_{4/2})
$$

$$
Rb_2(4d_{3/2}, 4d_{5/2}) + \hbar \omega_2 \rightarrow Rb_2(4d_{5/2}, 4d_{5/2})
\rightarrow Rb(5s_{1/2}) + Rb^+ + e^-.
$$

(4.8)

The former possibility (L1-L2-L1-L2) is considered most likely since it is very similar to the CW PAI pathway, however, since the final photon in both cases is an L2 photon, the technique applied to PAI cannot be applied to PADI. It is unclear how to conclusively determine the photon order.

Even more data can be gleaned from the TOF spectrum. While the PAI peak’s width is dominated by a decay lifetime and the ∼ 50 ns pulse width, the PADI peak has significant width, especially compared to a photoionization peak obtained without L2 (shown in red in Fig 4.2). Since the ionization is performed in a momentum spectrometer, it is possible to turn this width into a distribution of the kinetic energies of the Rb$^+$ ions produced. The relationship between the time of flight spectrum, $C_t(t)$, and the energy spectrum, $C_E(E)$, derived in appendix B, is given by

$$
C_E(E) = \left| \frac{dC_t(t)}{dt} \right| \frac{1}{2A}
$$

(4.9)

where $E = A(t-t_0)^2$ and $A$ is a constant determined by the mass of the ion and the spectrometer geometry and voltage; for the spectrometer used and $^{87}$Rb, $A = 3.75 \times 10^{-5}$ meV/ns$^2$ as determined by SIMION simulations. From conservation of momentum, the Kinetic Energy Release (KER) is simply twice the energy of the Rb$^+$ fragment. A plot of the KER spectrum is shown in Fig 4.4. The two red lines in the spectrum correspond to the rising and falling edge of the TOF peak. Ideally, these curves should lie on top of each other, however the differences are within the uncertainty in KER. The blue dashed lines indicated that the half-max of the distribution occurs at ∼ 13.5 meV, or ∼ 6.75 meV for the ion kinetic energy. This energy is roughly 3 orders of magnitude larger than could be expected for photoionization of an isolated atom, proving that the process is indeed PADI.
Figure 4.4: The distribution of the kinetic energy release (KER) of the PADI process. What looks like two traces is a result of the conversion from time of flight to energy giving distributions from both rising and falling edges of the time of flight peak. The dip near zero KER is likely an artifact of the resolution of the measurement and smoothing.
A large source of uncertainty in the energies from Eq 4.9 comes from an uncertainty in the value of $t_0$. The uncertainty from this source is discussed in appendix B and is shown to have a value of less than 2 meV in KER at the half max of the energy distribution.

To learn more from this energy distribution, it is necessary to examine the potential curves for the 4d+4d states and the Rb$_2^+$ states. Some of the relevant curves$^{39,40}$, are plotted in Fig 4.5(a). For simplicity, only the most and least bound of the 30 4d+4d curves (not counting spin-orbit coupling) are plotted. The vertical green line at 40 au is at the LeRoy radius, the internuclear separation inside of which, the approximations used in the calculation of the curves are no longer valid. The curves in Fig 4.5(b) are a plot of the sum of the energies labeled “Energy$_1$” and “Energy$_2$” in part (a) of the figure, as a function of internuclear separation for each of the two 4d+4d curves. When this energy is negative its absolute value is the binding energy. When the energy is positive it is the KER. When a curve in Fig 4.5(b) is below zero, autoionization from the corresponding state would result in a bound molecule, i.e. an electronically excited Rb$_2^+$. The blue horizontal line is at 14 meV, corresponding to the half max of the observed energy distribution. The curves cross the blue line between 20 and 25 atomic units of internuclear separation. Since this is well within the LeRoy radius, there are unknown error bars on these numbers due to the limited accuracy of the calculation.

Outside of 20 to 30 atomic units, the curves in Fig 4.5(b) are below zero. This implies that if autoionization takes place at internuclear separations larger than this, the resulting ion will be a bound Rb$_2^+$ in the $\Omega_g = 3/2$ state. Since the ground state also has gerade symmetry, the excited state is metastable and the molecules produced through this mechanism will remain in the excited state until they decay via a dipole forbidden transition. The contribution of these molecules to the overall PAI rate is small at low intensities, as evidenced by the measurements of photon number for the PAI process.

### 4.2 KLS results

The focus of some of the KLS experiments is much the same as the CW experiments already described: to determine the excitation pathway for the PAI process, including the asymptotic atomic transitions involved, and the order of photon absorption. To this end, a number of experiments were conducted. To determine the asymptotic atomic transitions that play an important role, the Dazzler was used to remove wavelengths from the spectrum of the pulse. The order of photon absorption was determined by using an L2 pulse that was delayed with respect to the KLS pulse. More wavelength information, intended to help solidify understanding of the molecular levels and internuclear separations involved is obtained by shaping the phase of the KLS pulse in the frequency domain.

Other experiments are intended as demonstrations that the PAI system with KLS and 1529 nm CW light is controllable in the sense of using simple spectral phase shapes to greatly modify the production rate of Rb$_2^+$. Two phase profiles are used in these demonstrations, a sinusoidal phase and a simple chirp. Both of these are favorites of the coherent control community.
Figure 4.5: Plots of relevant potential curves for PADI (a). From the bound 4d+4d curves, only the ones with the most and least curvature are plotted. Panel (b) is a plot of the sum of the energies marked “Energy$_1$” and “Energy$_2$” in (a). When the energy is negative, it is the additive inverse of the binding energy. When the energy is positive it is the KER. The vertical line at 40 au is the LeRoy radius, inside of which the approximation in the calculations of the curves breaks down.
4.2.1 Spectral amplitude

The Dazzler supports easy removal of spectral components from an ultrafast pulse. Four configurations were used to help determine the asymptotic atomic transitions involved in our ultrafast PAI process. These configurations, named for the number of notches, or holes, placed in the spectrum, are shown in Fig 4.6. Each notch was 3 nm wide FWHM, centered on the indicated atomic transition wavelength. So, for example, in the “2-notches” case, 780 nm and 795 nm wavelengths are available, while 761 nm and 776 nm are not in the pulse. The trap is turned off several microseconds before the KLS is pulsed, and turned back on several microseconds after the KLS is pulsed. For nearly the entire time that the trap is off, L2 is on, with just enough room on either side to ensure that L2 and trap will not combine to produce molecular ions. The main reason for the long times is to relax the requirements on the main delay gate generator.

For each configuration, a count rate measurement was made for both atomic and molecular Rb. It was determined that all of the configurations resulted in nearly the same Rb$_2^+$...
count rate, while the Rb$^+$ count rate varied by nearly two orders of magnitude. These results indicate that the 5$p_{1/2}$ and 5$d$ atomic states do not have an appreciative effect on the PAI rate.

4.2.2 L2 delay

Much like in CW PAI, there are two possibilities for the photon absorption order. Either the photons can be absorbed in a KLS-L2-KLS order, or in a KLS-KLS-L2 order. The latter case seems the more likely, since the very low fluence of L2 during the duration of the KLS pulse would have very little chance of exciting the molecule in time for the molecule to absorb another KLS photon. To get a more definitive answer to the question of photon order, the following experiment was performed. A short, $\sim 50$ ns, pulse of L2 is stepped through the KLS pulse in time. In the case that L2 precedes KLS, no excitation should occur because L2 is not resonant with any transitions from the ground state of Rb. In the case that L2 and KLS overlap, there should be maximal excitation. In the case that L2 trails KLS, though, excitation will only occur if the photon order is KLS-KLS-L2. Also, if this is the photon order, a TOF spectrum, started with the KLS pulse will show the peaks shifting in time as the trailing edge of the L2 pulse comes later and later after the KLS pulse.

Figure 4.7 summarizes the results of this experiment. The color contour plot shows the time of flight spectrum as a function of delay between KLS and L2, the white line connects the peaks of the TOF spectrum for each delay value. The right portion of the spectrum shows the number of Rb$^+$ counts as a function of the delay between KLS and L2. The figure shows that, for delays greater than $\sim 12$ ns, the TOF peak moves to longer times in the same manner as the trailing edge of the L2 pulse. The count rate is also more tolerant of a positive delay between KLS and L2, meaning that the KLS precedes L2. All of this supports the KLS-KLS-L2 model of excitation.

4.2.3 Phase based spectroscopy

A quick look at the theory in section 2.4 will reveal that there is a $\pi$ phase shift in the response of the system as a function of frequency near the resonance. Putting a $\pi$ phase shift at this resonance will compensate for the natural phase shift, giving a larger excitation rate. This can be exploited by looking at the count rate as a function of position of this shift. Resonances will appear as troughs or peaks in such a spectrum. As a first step, a phase profile given by

$$\phi(\omega) = \frac{\pi}{2} \left(1 - \text{erf}[2(\lambda_1 - \lambda)]\right) \approx \begin{cases} \pi & \lambda < \lambda_1 \\ 0 & \lambda_1 < \lambda \end{cases}$$

(4.10)

is used. This profile, plotted in Fig 4.8 for $\lambda_1 = 760$ nm, is called a “pi edge” for obvious reasons. It has a finite rise, going from $\pi/10$ to $9\pi/10$ in roughly 0.9 nm. A plot of the TOF spectrum, with an offset of $\sim 152 \mu$s, as a function of $\lambda_1$ is given in Fig 4.9(a). There are several things worth noting in this figure: the TOF peaks change position depending
Figure 4.7: (a) Density plot of Rb$^+$ TOF spectra as a function of the delay between the KLS and L2 pulses. Negative delay means L2 preceded KLS. (b) Horizontal projection of (a). Figure and caption taken from Veshapidze et al. 41.
on the value of $\lambda_1$; the width of the TOF peaks also change with $\lambda_1$; and the total count rates change. Figure 4.9(b) shows the same spectrum, but normalized such that the number of counts in the TOF channel with the largest number of counts for each $\lambda_1$ is constant. This normalization helps to emphasize the shapes and positions of the peaks, and how they change with $\lambda_1$. The TOF peak positions and widths seem to take on a few discrete values; this is taken as evidence that these different widths and positions correspond to different states. The positions are related to the incubation time as discussed in section 2.2, which is a product of the combination of internuclear separation and the curvature of the states, most likely dominated by the curvature of the $5p + 4d$ states. The width is also likely a product of the curvature of the $5p + 4d$ states and the initial width of the wave-packet by the time it reaches the $5p + 4d$ states. Figure 4.10(a) shows the number of counts versus $\lambda_1$. By gating on only short TOF in Fig 4.9, say from 0 ns to 150 ns the spectrum of count rate versus $\lambda_1$ in Fig 4.10(b) is obtained. Conversely, by gating on only long TOF, from 380 ns to 600 ns, the spectrum in Fig 4.10(c) is revealed.

Since the spectrum in Fig 4.10(c) has the fewest sharp features, it is assumed that this spectrum involves the fewest states and should therefore agree with a few level theory best. Qualitative agreement with the Dudovich model from section 2.4, namely Eq 2.6, can be easily achieved with the four level system shown in Fig 4.11(a). The positions of the two intermediate states were adjusted manually to fit the data. While the contributions from the two intermediate levels are summed coherently, there is not much difference in the spectrum when the summing is incoherent. The results of this calculation are shown in Fig 4.11(b). With this theoretical model, any resonance halfway between the lowest state and the highest state reached by the ultrafast pulse will have no effect on the spectrum. This insensitivity to a symmetric system, where the upper and lower transitions have the same wavelength, can be relied upon to enhance the appearance of any other, asymmetric transitions. While the qualitative agreement is very good, the unpredicted large contrast

Figure 4.8: A sample pi edge phase profile. This profile is for the case of $\lambda_1 = 760.0$ nm. The fall from $9\pi/10$ to $\pi/10$ takes $\sim 1$ nm and the profile is actually an error function.
Figure 4.9: TOF spectrum versus pi edge wavelength. The different TOFs for different wavelengths of the pi edge is attributed to final molecular states in the 5p + 4d manifold, resulting in different incubation times. The λ₁ axis is uncalibrated. Panel (b) is the same as (a) but normalized so that the pak for each position of the pi edge has the same number of counts. This is done to improve the visibility of the shapes and locations of the TOF peaks.
Figure 4.10: Counts versus $\lambda_1$ (uncalibrated) for a pi-edge. a) All counts in the PAI peak. b) Gated on TOF from 0 to 150 ns. c) Gated on TOF from 380 ns to 600 ns.
Figure 4.11: Energy level diagram (a), and the theoretical counts versus pi edge calculated for that system. Equation 2.6 from Dudovich was used as the model. While the major features match Fig 4.10(c), there are unexplained differences.
Figure 4.12: A sample $\pi/2$ step phase profile. In this example, $\lambda_1 = 760$ nm and $\lambda_2 = 762$ nm. The rise and fall are similar to the pi edge case, which is partly by design, and partly due to the limitations of the Dazzler.

shown in the experiment is not well understood. Certainly, a more sophisticated model, including more states, and a better representation of the short pulse, would be more likely to provide quantitative agreement. Still, this experiment reveals what it was intended to reveal, namely the wavelengths that are important in the PAI process.

While the pi edge provides good contrast for some transitions and reveals a number of features, the contrast for the upper transitions is not as good. For example, while the level diagram in Fig 4.11(a) shows that the lower transitions have wavelengths of 792 nm and 794 nm, this is not as readily apparent from the spectrum. The wavelengths of the upper transitions do not show up very well in the pi edge system, either in theory or experiment. Dudovich et al.\textsuperscript{29} provide a solution to this problem. By using a phase profile that looks like

$$
\phi(\omega) = \begin{cases} 
\frac{\pi}{4}(1 - \text{erf}[2(\lambda_1 - \lambda)]) & \lambda < (\lambda_1 + \lambda_2)/2 \\
\frac{\pi}{4}(1 - \text{erf}[2(\lambda - \lambda_2)]) & (\lambda_1 + \lambda_2)/2 < \lambda \\
0 & \omega < 2\pi c/\lambda_1 \\
\frac{\pi}{2} & 2\pi c/\lambda_1 < \omega < 2\pi c/\lambda_2 \\
0 & 2\pi c/\lambda_2 < \omega
\end{cases}
$$

(4.11)

which is plotted in Fig 4.12 for $\lambda_1 = 760$ nm and $\lambda_2 = 762$ nm, the upper and lower transitions are distinguished. The upper transitions show up as peaks in the count rate \emph{versus} $\lambda_1$ and the lower transition shows up as a peak in the count rate \emph{versus} $\lambda_2$. Figure 2.4 shows a sample calculation to illustrate this. In that calculation, the lower transition has a wavelength of 780 nm and the upper transition has a wavelength of 776 nm. The $\pi/2$ phase shift at resonance can cause some of the off resonant excitation to interfere constructively with the resonant excitation, giving peaks. If the $\pi/2$ phase shift occurs at both the upper
and lower transitions, with the proper sign, all of the excitation from all frequencies, resonant and off resonant, interfere constructively, giving a very large peak.

A phase profile of this nature, scanned in two dimensions, $\lambda_1$ and $\lambda_2$, adds a level of complexity to the experiment. As a check, and a learning experience, pulses with this phase profile were used to ionize atomic Rb. A plot of the count rate, gated with a 20 ns wide gate on TOF, is shown in Fig 4.13. The transition wavelengths that are within the bandwidth of the laser are $5s_{1/2} \rightarrow 5p_{1/2}$ at 795 nm, which is paired with the $5p_{1/2} \rightarrow 5d$ at 761 nm; and $5s_{1/2} \rightarrow 5p_{3/2}$ at 780 nm, paired with $5p_{3/2} \rightarrow 5d$ at 776 nm. Since 761 nm is in the far wings of the bandwidth of the pulse, the lines at 795 nm and 761 nm are not expected to be very strong. The results are very close to what one would expect.

The next step is to do such an experiment with molecules. Figure 4.14(a) shows the TOF spectrum versus Dazzler step for such an experiment. Table 4.1 relates the Dazzler step number to the wavelengths of the two edges\(^{(3)}\). Again, to get a better idea of the shape of the TOF peak for each Dazzler step, the spectrum is normalized to peak height for each Dazzler step. This normalized spectrum is shown in Fig 4.14(b). It is apparent that there are multiple incubation times, and consequently multiple states, represented in this spectrum. Figure 4.15(a) shows the total number of PAI counts recorded for each Dazzler

\(^{(3)}\)A separate calibration of the Dazzler indicates that it was miscalibrated by $\sim 0.5\%$ making the wavelengths quoted in the table, which are uncalibrated, differ from those presented in later figures, which are calibrated. The values in the table are consistent with the data in Fig 4.15.
Table 4.1: Conversion between Dazzler step number for the $\pi/2$ phase pulse to wavelengths of the two edges.
Figure 4.14: TOF spectrum versus $\pi/2$ step number. The conversion from step number to actual $\lambda_1$ and $\lambda_2$ is given in Table 4.1. The different TOFs for different step numbers is again attributed to different states in the $5p + 4d$ manifold, leading to different incubation times. Panel (b) is the same as panel (a) but normalized so that the peak for each step number has the same number of counts. This is again done to improve the visibility of the shapes and locations of the TOF peaks.
Figure 4.15: Counts versus $\lambda_1$ and $\lambda_2$ are gated on the entire PAI TOF peak (a) and on the long TOF tails (b). Note that the features in (b) are much clearer. This is attributed to the fewer number of pathways to a single state in the $5p + 4d$ manifold.
Figure 4.16: Theoretical counts versus $\lambda_1$ and $\lambda_2$. The model used is from Dudovich, namely Eq 2.6. It agrees qualitatively very well, and quantitatively to some degree with the data in Fig 4.15(b). The positions of the intermediate states (a) were manually adjusted to fit the data.
step. To select only the long TOF states, the spectrum in Fig 4.15(b) is gated from 250 ns, where the white line is drawn in Fig 4.14, to 400 ns. The gated counts for each Dazzler step are plotted in Fig 4.15(b). A calculation for the system, shown in Fig 4.16(a), matches well with the experiment. A plot of the result of this calculation is shown in Fig 4.16(b). As in the pi-edge case, theory indicates that this test should be insensitive to levels for which the upper and lower transitions are near each other in wavelength.

That the two phase based spectroscopy methods reveal two different pathways, neither of which are the same as the one suggested by the spectral notches result, is disappointing but not surprising. This merely suggests that there are a number of different ways to get from the $5s + 5s$ ground state to the Rb$_2^+$ ion and that different spectral phases favor different excitation pathways. It suggests a richness in the physics involved and should lead to interesting results under future study.

4.2.4 Control

Two phase profiles that are very popular in the coherent control community have been tested on this system. The first is a simple, but very large, second order phase term and the second is a sinusoidal phase given by

$$\phi(\omega) = A \sin(T(\omega - \omega_0) + \phi_0),$$  \hspace{1cm} (4.12)

where $A$, $T$, and $\phi_0$ are free parameters that can be used to exert control.

A simple second order phase term is the simplest phase profile to apply to a pulse. Since all transparent materials have dispersion in the region near 800 nm, placing a large amount of glass in the beam path will add a positive second order phase term to the pulse. The limit to the size of the second order phase applied to the pulse is given by the amount of glass that can be used, the number of passes through the glass and the amount of high order dispersion that can be tolerated.

In the system under study, the phase profile is created using the Dazzler and the result is shown in Fig 4.17. Large values for the second order phase produce fast oscillations of a variety of frequencies in the real and imaginary parts of the spectral amplitude, making the integral in the Dudovich theory more difficult. For the case of a pure second order phase, Merkel et al.\textsuperscript{28} evaluated the second order perturbation theory integrals analytically and derived a closed form expression involving error functions with complex arguments. A simple calculation with two free parameters, namely the energy of the intermediate state and an overall scale, using the formalism from Merkel and shown in Fig 4.17, shows good agreement with the experimental results. The energy difference between the final and initial states does not to have much effect, as the choice of the intermediate level position relative to the midpoint between the levels is what matters. For this calculation, the energy difference between the initial and final state corresponds to twice the atomic $5s$ to $5p_{3/2}$ energy, which would mean that a level at the halfway point would be connected to the initial and final states by a wavelength of 780 nm. The fit to the data gives wavelengths for the upper and lower transitions of 780.4 nm and 779.6 nm respectively. Much of the fine scale structure in
the data is difficult, if not impossible, to reproduce with this calculation. More levels can be added to the calculation to add structure, but gain in the understanding of the process is negligible. Clearly there is ample room here for future investigation, both experimental and theoretical.

A sinusoidal phase has more free parameters and has an interesting temporal profile. The Jacobi-Anger identity,

\[ \exp(iz \cos(\theta)) = \sum_{n=-\infty}^{\infty} i^n J_n(z) \exp(in\theta), \quad (4.13) \]

implies that the temporal profile of a pulse that has been shaped to have the sinusoidal phase of Eq 4.12 is given by

\[ E(t) = \sum_{n=-\infty}^{\infty} J_n(A)e^{-i\omega(t-T)}e^{in\phi} \quad (4.14) \]

which is plotted in Fig 4.18. The peaks in the temporal domain are separated by \( T \), have relative amplitudes given by the J Bessel functions, and have a relative phase that changes by \( \phi \) from pulse to pulse. Each pulse is, essentially a scaled replica of the input pulse.

Applying pulses having this profile, and varying \( T \) and \( \phi_0 \) for a fixed value of \( A = 1.2 \), results in the count rate spectra in Fig 4.19, which can be compared to the theoretical spectrum in Fig 4.20. That the spectra are cyclic in \( \phi_0 \) is hardly a surprise. The sloping
features are, however, more interesting. The theory from Eq 2.6 suggests that yield will be highest when the phase is anti-symmetric around a transition wavelength, which partially compensates for the $\pi$ phase shift across a resonance. The sine phase is anti-symmetric when the argument is zero. From this, the slope can be related to the resonant frequency of a transition by

$$\omega_{resonant} = \omega_0 - \left( \frac{dT}{d\phi_0} \right)^{-1}. \quad (4.15)$$

Here, two wavelengths are revealed, $\sim 781$ nm and $\sim 783$ nm in the long TOF gated case. This agrees nicely with the spectral notch experiments.

The most striking feature of the sinusoidal phase scan is the contrast, which is as high as a ratio of 230 between the highest peak and the lowest valley in the long TOF case. Even ungated, there is a 3.5 ratio.
Figure 4.19: A plot of counts with a phase profile given by Eq 4.12 versus $T$ and $\phi_0$ gated on the entire PAI peak (a), or on the long TOF tails (b). The contrast is extremely large; a factor of 230 exists between the bin with the most counts and the bin with the least counts. The theoretical slopes of the features is given by Eq 4.15. The peaks near $T = 175$ fs and $\phi_0 = 0.75\pi$ and $2.75\pi$ are the crossings of the ridges corresponding to the upper and lower transition wavelengths. The temporal shape that gives the most counts is shown in Fig 4.18.
Figure 4.20: Theoretical result using the Dudovich model, namely Eq 2.6, for the count rate versus $T$ and $\phi_0$. The slope is the same as for the experimental results in Fig 4.19(b), but the contrast is much smaller than experiment, and the width of the sloping ridges is also significantly wider than experiment. The reasons are currently unknown. The level structure used in these calculations is a three level ladder system with the upper and lower transitions having wavelengths of 781 nm and 783 nm respectively.
Chapter 5

Conclusions & Future Possibilities

5.1 CW PAI/PADI

The pathway for CW PAI has been determined for the case of two colors of photons, one slightly to the red of the $5s_{1/2}^F = 2 \rightarrow 5p_{3/2}^{F'} = 3$ transition and the other slightly to the blue of the $5p_{3/2}^F = 3 \rightarrow 4d_{5/2}^{F'} = 4$ transition. The deduced pathway is

\[
Rb_2(5s_{1/2}, 5s_{1/2}) + \hbar \omega_1 \rightarrow Rb_2(5s_{1/2}, 5p_{3/2}) \\
Rb_2(5s_{1/2}, 5p_{3/2}) + \hbar \omega_2 \rightarrow Rb_2(5s_{1/2}, 4d_{5/2}) \\
Rb_2(5s_{1/2}, 4d_{5/2}) + \hbar \omega_1 \rightarrow Rb_2(5p_{3/2}, 4d_{5/2}) \\
\rightarrow Rb_2^+ + e^- \tag{5.1}
\]

where the last step is autoionization of the highly excited $Rb_2$ molecule. This was determined from the quantitative dependence of count rate on intensity, which agreed nearly perfectly with theory, and the appearance of a PAI peak when the trap, which has a frequency near $\omega_1$ is turned on after L1 and L2 are turned off. Additional support comes from the several linewidths detuning from atomic resonance of the lasers. It is recognized that other pathways could be opened up for other cw laser wavelengths, but when a narrow linewidth laser, detuned only slightly from the $5s_{1/2}^F = 2 \rightarrow 5p_{3/2}^{F'} = 3$ resonance in $^{87}Rb$ is used, the excitation pathway is limited to that of Eq 5.1.

The energy spectrum of the CW PADI peak has been measured. It has a width at half-max of 13.5 meV total kinetic energy release for the process. This was determined from momentum measurements in a calibrated momentum spectrometer.

5.2 KLS PAI

It has been shown that, in the case of the ultrafast PAI process involving an ultrafast pulse near 790 nm and a quasi-CW laser near the $5p_{3/2} \rightarrow 4d_{5/2}$ transition in atomic Rb, important wavelengths in the ultrafast laser are 795 nm and a number of wavelengths near 780 nm.
The various measurements seem to probe slightly different pathways in that different intermediate and final molecular states are important in the excitation to the Rb$^+$ state. The results are in qualitative agreement with a simple model based on second order perturbation theory.

The coarse pathway has been determined to consist of two ultrafast photons and then an L2 photon absorbed. This makes sense when one considers that the excitation rates that can be achieved with a quasi-cw laser are not sufficient to excite a sizable population in the short time that the ultrafast pulse is present. Further verification of this was obtained by delaying L2 with respect to the ultrafast KLS pulse.

Control of the KLS PAI count rate has been demonstrated. The amount of control, as measured by the contrast between high and low count rate configurations, is extremely high. In the case of a sinusoidal phase profile, this contrast is as high as 230. This contrast, and the high sensitivity of the process to the specifics of a sinusoidal phase are not in agreement with theory. The reasons for this are currently unknown.

5.3 Summary

An experimental apparatus was constructed and/or retooled to study the PAI and PADI processes in cold atomic vapor. Because of the range of experiments conducted, a great deal of flexibility had to be incorporated into the hardware and software alike. Especially in the case of ultrafast laser PAI, the starting point for understanding the physics was starting from square one. That is, these experiments were—and are—the only ones of their kind. No other group has used the spectral phase of an ultrafast pulse to do spectroscopy, even the relatively coarse spectroscopy presented here. Even in the case of CW PAI, no other group has investigated the higher excited states, or three photon PAI. In the case of Rb, no group has investigated collisional PAI of any kind. These experiments also led to the discovery of PADI, a process that has not been observed by any other group. Quite a lot of experimental machinery had to be developed in order to do these experiments; some of these are described in the appendices. Generally speaking, each of these are novel devices, conceived of and implemented for the first time, to our knowledge.

5.4 Future

Currently, the frequencies of the CW lasers are fixed. This limits the ability to obtain information about the system. A future direction of investigation would be to attempt PAI spectroscopy of the excited states along the indicated pathway. Some of the required apparatus has been developed, but more lasers are needed to do the experiment properly. Even in the KLS PAI experiments, being able to vary the frequency of L2 could potentially provide a large amount of information, and help in exhibiting more control. Control is paramount to the stated eventual goal of producing cold trapped molecules.

The ultrafast spectroscopy from section 4.2.3 is predicted to be sensitive to $\lambda_0$, the center wavelength of the ultrafast pulse. This can be changed, to a limited degree, by
the Dazzler, allowing more extensive tests of models. In other systems pulse fluence has some effect on the detail of the spectra. There is preliminary evidence for this in these experiments as well. Varying the fluence would provide an interesting check of the limits of the perturbation model.

On the control front, there is a lot more that could be done. A genetic algorithm, or some other optimization algorithm would be able to find the optimal pulse shape for PAI production. Additionally, it may be possible to limit the PAI production to a particular range of incubation times, indicating that a single optimal state has been excited. This would be useful for the eventual work on bringing the population back down from the excited states into the ground vibrational state of the molecule.

While a lot has been done on this system, there is a huge amount still to be done. The foundation has been constructed and the possibilities are impressive.
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Appendix A

Nearest Neighbors

The nearest neighbor distribution equation given in section 2.3 can be easily derived from first principles. First we define that we want the probability that, given a particle, the nearest neighbor is between \( R \) and \( R + dr \) away.

We have a particle, called the reference particle, in a volume \( V \). The probability that any given particle is between \( R \) and \( R + dr \) from the reference particle is simply the ratio of the volume of the shell, with radius \( R \) and thickness \( dr \), and the total volume, \( V \), which is

\[
\frac{4\pi R^2 dr}{V}. \tag{A.1}
\]

The probability that we place a particle more than a distance \( R \) from the reference particle is given by the ratio of the volume outside the shell to the total volume, or

\[
\frac{V - \frac{4}{3}\pi R^3}{V} = 1 - \frac{4}{3}\pi R^3. \tag{A.2}
\]

The probability, then that \( N - 2 \) particles are placed more than a distance \( R \) from the reference particle is given by Eq A.2 raised to the power \( N - 2 \),

\[
\left(1 - \frac{4}{3}\pi R^3 \right)^{N-2}. \tag{A.3}
\]

This can also be written as

\[
\left(1 - \frac{4}{3}\pi R^3 \frac{V}{(N-2) V} \right)^{N-2}. \tag{A.4}
\]

As \( N \) becomes large, this approaches

\[
\exp \left( -\frac{4}{3}\rho \pi R^3 \right), \tag{A.5}
\]

where \( \rho \) is the number density, \( N/V \).
Figure A.1: A plot of the probability that the nearest neighbor of a particle will be between $R$ and $R + dR$ away.

The probability, then, of the first particle (after the reference particle) being a distance between $R$ and $R + dr$ from the reference particle, and $N - 2$ others being more than a distance $R$ away from the reference particle, is simply the product of Eq A.1 and Eq A.5 or

$$
\frac{4\pi R^2 dR}{V} \exp\left(-\frac{4}{3}\rho \pi R^3\right). \tag{A.6}
$$

However, since we don’t care which of the $N - 1$ non-reference particles is the nearest neighbor, we must multiply Eq A.6 by $N - 1 \approx N$ to get the final result of

$$
4\pi \rho R^2 dR \exp\left(-\frac{4}{3}\rho \pi R^3\right). \tag{A.7}
$$

A plot of this result is shown in Fig A.1.
Appendix B

TOF to KER derivation

A well characterized momentum spectrometer, like the one in the setup described in this thesis, can be used to measure the kinetic energy of ions produced in the target. One method of doing this requires only a TOF spectrum and the calibration for the spectrometer\textsuperscript{44}.

The spectrometer is designed to linearly map the component of the momentum of an ion parallel to the extraction axis of the spectrometer, \( p_\parallel \), to TOF, \( t \). This relationship is given by

\[
t = t_0 + Bp_\parallel
\]

where \( t_0 \) and \( B \) are given by the spectrometer calibration. From this, it is easy to see that the energy corresponding to that momentum, \( E \), is given by

\[
E = A(t - t_0)^2
\]

where \( A \) is related to \( B \). The SIMION calculations for the spectrometer actually give \( A \).

Assuming the motion of the ions is isotropic, (which is reasonable in the work here, since the electron is ejected via autoionization), the distribution of momenta for a given energy corresponds to a spherical shell of radius \( \sqrt{2mE} \) where \( m \) is the mass of the ion. The distribution of momenta parallel to the extraction axis is the same as the projection of a spherical shell onto the axis of extraction, \( \hat{z} \). A volume element on a spherical shell of radius \( R \) is given by

\[
dV = \sin(\theta)R^2d\theta d\phi dr
\]

where \( dr \) is the thickness of the shell, \( \theta \) is the polar angle and \( \phi \) is the azimuthal angle. Since \( z = R \cos(\theta) \), \( dz = R \sin(\theta)d\theta \) and the area element becomes

\[
dV = dzRd\phi dr,
\]

which implies that the projection of a spherical shell onto an axis is simply a rectangle with a width equal to the diameter of the sphere, and a height of \( 2\pi Rdr \). The TOF spectrum of a number of ions, \( N \) with energy between \( E \) and \( E + dE \) is equal to a rectangle with width \( \sqrt{E/A} \), height \( N \sqrt{A/E}/2 \) and centered on \( t_0 \).
Given a TOF spectrum $C_t(t)$, the number of counts with energies between $E$ and $E+dE$, $C_E$ is given by

$$dC_t(t)\tau = C_E(E)dE$$

(B.5)

where $\tau = \sqrt{E/A} = |t - t_0|$. Dividing both sides by $dt$ and rearranging terms gives

$$C_E(E) = \left(\frac{dE}{dt}\right)^{-1} \frac{dC_t(t)}{dt} \tau.$$  

(B.6)

Substituting Eq B.2 results in

$$C_E(E) = 2\left|\frac{dC_t(t)}{dt} \frac{1}{2A}\right|$$  

(B.7)

For the spectrometer used in this thesis, $A = 3.75 \times 10^{-5} \text{ meV/ns}^2$. Note that since two TOFs correspond to the same energy, the rising and falling edges of the TOF peak each gives an energy spectrum.

The error bar in the energy due to an uncertainty in $t_0$ is given by

$$\delta E = 2\sqrt{A\delta t_0\sqrt{E}}$$  

(B.8)

for the spectrometer used in this thesis, the HWHM of the PAI peak (used as an estimate of $\delta t_0$) of 30 ns and the width at half max of the PADI distribution of 7 meV for the ion, the uncertainty in energy is

$$\delta E = 2\sqrt{3.75 \times 10^{-5} \times 30 \text{ ns}\sqrt{7 \text{ meV}}} = 0.97 \text{ meV},$$  

(B.9)

for the ion, or 1.9 meV for the KER.
Appendix C

Circuits

C.1 Delay stepping

The programmable delay stepper circuit used in the KLS-L2 delay experiment described in subsection 4.2.2 allows the delay between two pulses to be stepped through up to 256 different values in increments on the nanosecond scale. The schematic for the circuit is shown in Fig C.1. The heart of the circuit is the DS1023 programmable delay line chip from Maxim Semiconductor. The chip comes in 5 varieties, with step increments ranging from 250 ps to 5 ns. For the experiment described, the 5 ns version was used. The chip can be programmed with either a 3-wire serial interface or an 8-bit parallel interface. The parallel interface was chosen for this circuit to ease the planning and design.

In this circuit the chip is programmed by the outputs of a pair of 4-bit counters, U1 and U2. The counters are counting the pulses from a 555 timer chip, U3. The output bits of the counters are masked by the switches S1-S8, which allows the setting of the size of the step, in powers of two times the step size of the delay line chip, and the number of steps. U4 and U7 are hexadecimal display chips that show the values on the counters, meaning the step number that the circuit is currently on. The input to the circuit, labeled “START” in the diagram, is a TTL level pulse. The pulse is then delayed by some amount, which is a constant determined by the chip, plus the programmed delay. The output TTL level pulse is then passed through two logic inverters to buffer the pulse and remove noise. The delayed TTL output comes out from the circuit at the point labeled “TO AOM”. The parts of the circuit that are highlighted in blue boxes are TTL to NIM level converters, used because the CAMAC electronics used, namely the TDC and Event Trigger, take NIM level signals. The output labeled “TO TDC START” is just a level translated copy of the input signal, while the output labeled “TO TDC STOP” is a level translated copy of the output signal. The output labeled “TO EVENT TRIG” is a NIM level pulse that is produced every time the 555 timer chip pulses, to allow the data acquisition system to monitor when the step number has changed.

The circuit has only one external control, labeled “POT1” in the schematic. (The mask switches are user settable, but are situated on the circuit board and are not accessible.
Figure C.1: Schematic for the programmable delay stepper

1. 0.1 μF bypass caps on power to Q1, Q2, Q3 & Q4
2. Pots 1 & 4 are off-board.
3. Pots 2 & 3 are on-board.
without opening the circuit enclosure.) This potentiometer controls the amount of time spent on each step, from 380 ms to 5 s.

This circuit, as well as a simple example of another experiment using it, has been published by Jang et al.46.

C.2 Delay Gate

The main delay gate generator used in most of the KLS experiments takes a single TTL signal as an input, and produces a number of outputs including a TTL to NIM level translated version of the input, and two TTL level delayed gates. The schematic is given in Fig C.2.

It is composed mostly of two 74LS123 chips (U1 and U2), which are dual monostable multivibrators, also called one-shots. Each of the ‘123 chips controls one of the delayed gates. The first one-shot in each chip (U1B and U2B) controls the delay between the input pulse and the beginning of the gate, while the second one-shot (U1A and U2A) control the width of each gate. The part of the circuit in the blue box is a TTL to NIM level converter 45.

The controls for this circuit consist of one potentiometer to control each time, giving a total of four pots, and the switch labeled “S1” in the diagram which toggles a logic inverter on the input.

C.3 Optical beat note lock

The optical beat note lock is a circuit which allows one to lock the frequency difference between two lasers with ~ 2 MHz precision over a range from 50 MHz to 1.1 GHz. It is based on the work of Schünemann et al.47.

The circuit, shown in block diagram format in Fig C.3, works by beating the a reference frequency, $\omega_1$ against the optical beat note, $\omega_{optical}$ detected by a photodiode in a Radio Frequency (RF) mixer. This electrical beat note, called $\omega_2 = |\omega_1 - \omega_{optical}|$ is measured by an interferometer. The interferometer consists of a power splitter, a delay line made of a length of coaxial cable, and a phase detector. The RF power is split, and one half of the signal is delayed in the delay line. The phase shift caused by the delay is proportional to the frequency, $\omega_2$. The two halves are then combined in a phase detector. When the phase difference between the two halves is equal to $\pi/2$, the voltage output of the phase detector is zero. Then an external PID controller (also designed and constructed in house, but not shown) is used to alter the frequency of the laser in order to keep the voltage zero.

By changing the reference frequency, it is possible to change the frequency difference between the two lasers. The range of reference frequency is, however, generally beyond that of inexpensive Voltage Controlled Oscillators (VCOs). To get this range, two VCOs, which can produce frequencies between 1 GHz and 2.2 GHz are used. One of the VCOs is kept at a constant 1 GHz, while the other is used to tune the frequency. The two VCOs are mixed, and the beat note between the two is the reference frequency $\omega_1$.

When mixing two sine waves together in an RF mixer, the result is both the sum and the difference frequency. In this circuit, the sum frequency is always filtered out, except
Figure C.2: Schematic for the delay gate
Figure C.3: Block diagram for the optical beat note lock (beat box)
Figure C.4: Schematic for the optical beat note lock (beat box)
The four possibilities for the relationship between the frequencies involved require different polarities for the PID feedback loop in the lock. These polarities are here called A and B, because there is an overall sign that depends on which laser is controlled (laser1 or laser2) by the loop and the internals of the laser itself.

| $\omega_{\text{optical}} > \omega_1$ | $\omega_{\text{laser}1} > \omega_{\text{laser}2}$ | A |
| $\omega_{\text{optical}} < \omega_1$ | $\omega_{\text{laser}1} < \omega_{\text{laser}2}$ | B |

Table C.1: The four possibilities for the relationship between the frequencies involved after the phase detector, because the PID loop that is attached to the output of this circuit is not able to detect the sum frequency, so filtering is not necessary.

The circuit has a single RF input, namely the optical beat note. It also has a low frequency input, for example, a triangle wave, to control the reference frequency. This input is summed with the voltage determined from the position of the potentiometer labeled “R13” to give the voltage to the VCO. The reference frequency and optical beat note, after amplification are also output, to allow the user to monitor the frequencies with a frequency counter.

In operation, there are four different possibilities for the relationship between the two laser frequencies and the reference frequency. Laser 1 can have a higher or lower frequency than laser 2, and the optical beat note can be higher or lower in frequency than the reference frequency. These four possibilities will have different effects on the laser locking. Either the output voltage, which the PID loop tries to keep at zero will increase or decrease with increasing laser frequency (assuming the other laser is constant). These four possibilities are outlined in table C.1. The circuit was designed by this thesis author, and laid out by KSU’s Electronic Design Laboratory.

C.4 Pointing Stabilizer (ALPS)

The Automatic Laser Pointing Stabilizer (ALPS) is a very general purpose beam stabilizer. It has seen heavy use in other experiments, mostly conducted by another group. It uses a PI feedback loop and a PZT mirror to stabilize the beam position on a detector. Using two of these circuits stabilizes the beam position in all four degrees of freedom. The circuit diagram in Fig C.5 can be looked at in terms of two different blocks. The first, in the blue box in the diagram, is a circuit to compute the beam position relative to the center of a simple photodiode quadrant detector. The second part of the circuit, in the green box in the diagram, is a pair of simple PI controllers that work to keep the position voltages computed in the first step at zero. The entire control circuit is composed of analog electronics. This allows for a wide range of applicability from CW lasers to pulsed lasers with relatively low pulse repetition rates (tested at 1 kHz). Extension to even lower repetition rates can be easily accomplished by changing the filter capacitor in the input stage.

The circuit contains a number of nice features including over-range signaling, and a power monitor which informs the user of the amount of laser power on the detector compared to
Figure C.5: Schematic for the Automatic Laser Pointing Stabilizer (ALPS)
what the circuit should have for proper operation.

A manual for the use of the full device, including two ALPS circuits, high voltage amplifiers and panel meters monitoring the voltage supplied to the PZT mirrors is in appendix F. A provisional patent has been granted for this device.
Appendix D

Data Acquisition Software

The data acquisition software used in this work is entirely built on the SpecTcl package written by Ron Fox of Michigan State University. The software is open source, written in C++ and licensed under the GNU General Public License (GPL). This software is designed for passive event mode data acquisition. This means that the computer responds to notifications that an event has been measured by the hardware and collects this data, but is not designed to control the experiment in any way.

The SpecTcl software provides a base from which to build a usable data acquisition system. Many parts must be supplied by the user. As maintained by the lab’s acquisition computer expert, Kevin Carnes, the readout part of the system is configured to use the CAMAC hardware that is in heavy use in the J. R. Macdonald lab. In this case, the part of the software that needs to be written by the user for data acquisition consists of the contents of a number of functions in the file skeleton.cpp. The most used of these functions are initevt which controls the initialization of the CAMAC system and any modules that need to be specifically initialized, readevt which handles the readout of the event data, and clearevt which is responsible for clearing the CAMAC modules.

In the experiments involving the Dazzler, the passive nature of the software was not appropriate. What is required is a method of controlling the Dazzler and letting the data acquisition computer know what the Dazzler had been instructed to do. Since the Dazzler is controlled by a LabVIEW program running on a Windows computer, the matter became complicated.

The Dazzler control computer, named Rabi, runs the LabVIEW program that comes with the Dazzler. This program can be configured to check for a file that tells it how to configure the Dazzler. The process works in the following steps. A file is written to a specific location, with a specific name, C:\Program Files\Dazzler\request.txt. This file contains the path to another file, which contains the configuration the Dazzler should be programmed with. The Dazzler software periodically checks for the existence of request.txt and, if it exists, reads it. The Dazzler software then programs the Dazzler with the contents of the file pointed to by request.txt. Once this programming has been completed, and the Dazzler is using the new configuration, the Dazzler software deletes request.txt.

The readout program that comes with SpecTcl provides the capability to read a scaler at
user defined intervals. This capability is facilitated by a call to a function called `readsc1`. To facilitate control of the Dazzler, code was inserted into `readsc1` to write the `request.txt` file on Rabi’s hard drive. This allows for the readout program on the data acquisition computer to change the Dazzler configuration at user defined intervals. The configurations are numbered, and the current configuration number is inserted into each event’s data buffer.

In order to prevent events from being recorded while the Dazzler’s configuration is uncertain, the `readsc1` function blocks data acquisition until `request.txt` has been deleted by the Dazzler software. In the case that the Dazzler software is not configured to look for this file, and consequently doesn’t delete it, `readsc1` will block forever, effectively cutting off the stream of events.

SpecTcl proper is an event mode analysis system. It includes support for histogramming data of one or two parameters. Again, a number of functions need to be provided by the user. These functions are contained in the file `MySpecTclApp.cpp` and include the function operator of the `EventProcessor` object, which for historical reasons is called, for these experiments `STIRAPSEventProcessor`, since much of the code is reused from the days when the research group did STIRAP experiments\(^\text{(36)}\); the member function `onAttach`, which contains code that must be executed every time a new data source is attached, such as a new data file to be analyzed or attaching to the readout program; `onBegin`, which is executed when a new run begins, whether it is the start of a data file or a new run from the readout program directly; and `onEnd`, which runs every time a run ends.

In a typical experiment, a number of software parameters are needed to control the analysis, or sorting, of the incoming events. In SpecTcl, this is handled by interfacing the C++ program with a TCL interpreter. This allows the user significant flexibility in controlling the analysis. It also provides a way for the user to write “one off” scripts that can examine the contents of spectra and do operations on them. Much of the interface between the C++ program and the TCL interface takes the form of variables that can be accessed from either space. Each variable requires a few lines of C++ code to complete this interfacing. Early versions of SpecTcl did not run `onAttach` properly. For this reason this code was inserted into `onBegin`. Since the necessary code is much the same for each variable, a simple program was written to take a list of variable names and default values, and insert this code into `MySpecTclApp.cpp`. This simplifies life considerably.

A number of commands were also written in C++ to allow such operations as writing spectra in a format that is easily used in the popular scientific analysis program Origin; cropping spectra, to allow for smaller exports when only a portion of the original spectrum is of interest; and doing projections\(^\text{(1)}\). This code interfaces with the TCL interface, allowing simple Graphical User Interfaces (GUIs) to be constructed with TCL/Tk to improve the user experience. Many more advanced operations are possible, with the full power of the C++ programming language.

\(^{\text{(1)}}\)While modern versions of SpecTcl come with support for projections, these projections must be taken over the area of a gate, which is often more of a pain than it’s worth for these experiments.
Appendix E

Locking the Lasers

Laser locking is critical to many experiments involving cold atoms. Because of this, the MOTRIMS research group has put considerable time into improving the locks. Advances have been made in both the optics and the electronics.

In the PhD theses by Shah\textsuperscript{35} and Camp\textsuperscript{36}, the peak lock circuits are described. A diagram illustrating the central idea is in Fig. E.1. Briefly, a signal is created, usually by dithering the laser frequency across a Doppler free absorption feature. This signal is then inverted halfway through the scan and integrated, effectively giving a voltage proportional to the left-right asymmetry of the signal. This inversion is obtained by simply passing the input signal through an amplifier that has a gain of 1 for the first half of the scan, and -1 for the other half. (It’s actually a modulator/demodulator chip, but it works as described.) Any constant (DC) offset in the input signal should average out. However, like all electronics, this amplifier is not perfect. This imperfection gives a finite voltage when the left-right asymmetry is in fact zero when the DC offset is nonzero. In many cases this is not a large problem, and the circuit works very well, but since the PAI processes seem to be dependant on MOT density and temperature (both of which are functions of the trapping laser frequency) more control is needed to get good results. To obtain this control, it is important to filter out the DC component of the input signal.

The circuit measures the left-right asymmetry of the input signal, not the actual frequency of the laser with respect to the atomic resonance. A false left-right asymmetry can be created if the dither signal sent to the laser is not symmetric about zero. Traditional function generator chips like the MAX038 from Maxim Semiconductor claim a total harmonic distortion of 2\%, but the signal can be seen on a scope to have unacceptable distortions in terms of the symmetry. In the current lock circuit, these function generator chips have been replaced with “low tech” Wein oscillators. These oscillators have significantly higher harmonic distortion, but the symmetry is good, making them more suitable to this locking circuit.
Figure E.1: The central idea of the peak lock circuit. When the laser is locked, the integral of the modulated signal is zero.
Appendix F


F.1 Optics

The ALPS is designed to keep the beam position on a detector fixed. To do this, an optics setup must be chosen to set up the beam optics, including PZT mirror mounts and detector so as to make sure that stabilizing the position on a detector will stabilize the beam in space. The amount of laser power on the detectors needs to be between 730 $\mu$W and 170 $\mu$W for best operation (in the case of a focused beam, lower power must be used). Four suggested setups are shown in Fig F.1. The setup in Fig F.1(a) is suggested for high power setups, where leakage through the mirrors is near the reliable operating range of powers. Figure F.1(b) is suggested when beam powers are not sufficient to use the high power setup. The setup in Fig F.1(c) can be useful when integrating the ALPS into an existing setup and control needs to be as near to the target as possible. Figure F.1d has been used with good results, but is very sensitive to matching the detector position to the focal point, where the beam is to be stabilized; not matching these distances, shown as “a” in the figure, can lead to worse stability of the laser at the focus than without the pointing stabilizer.

For a two detector setup, the criteria for stability are that the optical path length between PZT2 and Detector2 is long compared to the optical path length between PZT2 and Detector1, and that the optical path length between PZT1 and Detector1 is not significantly shorter than the optical path length between PZT1 and Detector2. If possible, it is also desirable to have both detectors after both PZT mirrors as in Fig F.1(b). If this is not possible, or is not desirable, for instance if setup (a) is used, Detector1 should be as close to PZT2 as possible.

Since there are four degrees of freedom in a beam, there need to be four controls to stabilize the beam in all degrees of freedom. A PZT mirror can provide two controls, so two PZT mirrors are needed for full stability. Likewise, to detect motion in the four degrees of freedom, two detectors are needed.

The PZT mirror mounts are designed to accept a quadrant detector in the fixed plate.
Figure F.1: Suggested optics configurations for the ALPS system. (a) is suggested if the power in the beam is sufficient to put between 730 $\mu$W and 170 $\mu$W of power on the detectors by leaking through the mirrors. (b) is suggested otherwise. (c) is useful in some cases where tight control is required, or another mirror cannot be inserted. (d) can be used when the beam is focused, and the direction of propagation at the focus is not important. Care must be taken in case (d) to make sure the detector is not burned.
The detector is fixed in place with a set screw. However, the PZT mirror mounts do not have clearance for a beam at 45 degrees to the normal to pass through the mirror and mount. If the beam is to pass through the mirror and the mount to get to the detector, the beam must be near normal incidence.

The detector is shown in Fig F.2. It should be mounted with the indicated pin below the other pins, as shown.

F.2 Connection

Connecting the ALPS is relatively simple, as nearly all connectors are labeled, as shown in Fig F.3. All connections are made in the back of the box. Power is supplied with a standard HP style power cable. Each unit contains two separate systems, each consisting of a detector and PZT mirror mount; these two systems are called “1” and “2”. The detectors are connected to the DB-9 connectors labeled “DETECTOR 1 INPUT” or “DETECTOR 2 INPUT”. The PZT mirrors are connected so that the actuator controlling the horizontal motion of the beam spot on the detector is connected to “X1 PZT” or “X2 PZT”, while the vertical motion controlling actuator is connected to “Y1 PZT” or “Y2 PZT”. A scope can be connected to “X1 POSITION” and “Y1 POSITION” or “X2 POSITION” and “Y2 POSITION” to monitor the position of the beam as detected by detector 1 or 2 respectively. This is especially well suited to looking at the signals on a scope in “XY” mode. The “OVER RANGE” outputs produce TTL level signals of $\sim 5$ V when the numbered ALPS board has reached its output limits and is thus no longer able to correct the beam position. This output can be connected, with appropriate electronics to a shutter to block the beam when this happens, so as to prevent damage to any sensitive optics such as fibers. If a shutter is used it is important to put the shutter downstream of the detectors. If the beam is not hitting the detector at all, the ALPS will output this signal, which will keep the shutter closed.

F.3 Operation

Operating the ALPS, is a relatively simple affair. Most of the controls and the indicators are on the front panel, shown in Fig F.4. The panel meters, labeled “X” and “Y” give the voltage applied to the PZT divided by 15. This puts the range of values shown at 0 – 10 V. The meters display the voltages for only one PZT mirror at a time, and the switch to the left of the meters, labeled “METER SELECT” controls for which PZT mirror mount the meters are measuring the voltages.

The rest of the controls and indicators are for each individual pointing stabilizer system. There is an LED bar indicating the amount of optical power on the detector, compared to the ideal range. If too much power is incident on the detector, the “OVERPOWER” light will turn on. If there is not enough light on the detector, the “UNDERPOWER” light will turn on.

The switches turn the feedback loop on and off. There is a separate switch for x and y. When the lock is off, the knobs labeled “MANUAL” control the voltage applied to the PZT
Figure F.2: The ALPS detector back and front. The indicated pin should be the lowest pin.
Figure F.4: Front panel of the ALPS
actuators, allowing the user to fine tune beam position. When the lock is on, the stabilizer will attempt to put the beam on the “origin” of the detector. The location of the origin on the detector is controlled by the “OFFSET” knobs. When the knobs are set at the middle of the range, meaning the top number is 5 and the dial reads zero, the origin of the detector is at the center of the detector.

The polarity of the feedback loop must be correct in order to properly stabilize the beam. The switches for the polarity are located on the back panel and are labeled “INVERT”. If the polarity is wrong, the stabilizer will anti-lock for any axis that has the wrong polarity. If this happens, toggling the appropriate “INVERT” switch will solve the problem. The x polarity will need to be changed any time a mirror is inserted into the path between the PZT mirror mount and the detector. The y polarity will usually not need to be changed once initially set.

In most cases, the PI feedback loop gains will work well with the tunings provided at the time of construction. In some cases, these gains will need to be adjusted. This adjustment is done by way of potentiometers inside the box, on the pointing stabilizer boards. There is a separate potentiometer for each of the gains, proportional for x and y, and integral for x and y. See Fig F.5 for locations of the potentiometers.
Figure F.5: The ALPS circuit board. The potentiometers for tuning the PI feedback loops are indicated.