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Abstract

In this study, a global Proper Orthogonal Decomposition (POD)-Galerkin based Reduced Order model (ROM) is proposed. It is extended from usual fixed-domain problems to more general fluid-solid systems with moving boundaries/interfaces. The idea of the extension is similar to the immersed boundary method in numerical simulations which uses embedded forcing terms to represent boundary motions and domain changes. This immersed boundary method allows a globally defined fixed domain including both fluid and solid, where POD-Galerkin projection can be directly applied. However, such a modified approach cannot get away with the unsteadiness of boundary terms which appear as time-dependent coefficients in the new Galerkin model. These coefficients need to be pre-computed for prescribed periodic motion, or worse, to be computed at each time step for non-prescribed (e.g. with fluid-structure interaction) or non-periodic situations. Though computational time for each unsteady coefficient is smaller than the coefficients in a typical Galerkin model, because the associated integration is only in the close neighborhood of moving boundaries. The time cost is still much higher than a typical Galerkin model with constant coefficients. This extra expense for moving-boundary treatment eventually undermines the value of using ROMs. An aggressive approach is to decompose the moving boundary/domain to orthogonal modes and derive another low-order model with fixed coefficients for boundary motion. With this domain decomposition, an approach including two coupled low-order models both with fixed coefficients is proposed. Therefore, the new global ROM with decomposed approach is more efficient. Though the model with the domain decomposition is less accurate at the boundary, it is a fair trade-off for the benefit on saving computational cost. The study further shows, however, that the most time-consuming integration in both approaches, which come from the unsteady motion, has almost negligible impact on the overall dynamics. Dropping these
time-consuming terms reduces the computation cost by at least one order while having no obvious effect on model accuracy.

Based on this global POD-Galerkin based ROM with forcing term, an improved ROM which can handle the parametric variation of body motions in a certain range is also presented. This study shows that these forcing terms not only represent the moving of the boundary, but also decouple the moving parameters from the computation of model coefficients. The decoupling of control parameters provides the convenience to adapt the model for the prediction on states under variation of control parameters. An improved ROM including a shit mode seems promising in model adaptation for typical problems in a fixed domain. However, the benefit from adding a shit mode to model diminishes when the method is applied to moving-boundary problems. Instead, a combined model, which integrates data from a different set of parameters to generate the POD modes, provides a stable and accurate ROM in a certain range of parametric space for moving-boundary problems. By introducing more data from a different set of parameters, the error of the new model can be further reduced. This shows that the combined model can be trained by introducing more and more information. With the idea of the combined model, the improved global ROM with forcing terms shows impressive capability to predict problems with different unknown moving parameters, and can be used in future parametric control and optimization problems.
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In this study, a global Proper Orthogonal Decomposition (POD)-Galerkin based Reduced Order model (ROM) is proposed. It is extended from usual fixed-domain problems to more general fluid-solid systems with moving boundaries/interfaces. The idea of the extension is similar to the immersed boundary method in numerical simulations which uses embedded forcing terms to represent boundary motions and domain changes. This immersed boundary method allows a globally defined fixed domain including both fluid and solid, where POD-Galerkin projection can be directly applied. However, such a modified approach cannot get away with the unsteadiness of boundary terms which appear as time-dependent coefficients in the new Galerkin model. These coefficients need to be pre-computed for prescribed periodic motion, or worse, to be computed at each time step for non-prescribed (e.g. with fluid-structure interaction) or non-periodic situations. Though computational time for each unsteady coefficient is smaller than the coefficients in a typical Galerkin model, because the associated integration is only in the close neighborhood of moving boundaries. The time cost is still much higher than a typical Galerkin model with constant coefficients. This extra expense for moving-boundary treatment eventually undermines the value of using ROMs. An aggressive approach is to decompose the moving boundary/domain to orthogonal modes and derive another low-order model with fixed coefficients for boundary motion. With this domain decomposition, an approach including two coupled low-order models both with fixed coefficients is proposed. Therefore, the new global ROM with decomposed approach is more efficient. Though the model with the domain decomposition is less accurate at the boundary, it is a fair trade-off for the benefit on saving computational cost. The study further shows, however, that the most time-consuming integration in both approaches, which come from the unsteady motion, has almost negligible impact on the overall dynamics. Dropping these
time-consuming terms reduces the computation cost by at least one order while having no obvious effect on model accuracy.

Based on this global POD-Galerkin based ROM with forcing term, an improved ROM which can handle the parametric variation of body motions in a certain range is also presented. This study shows that these forcing terms not only represent the moving of the boundary, but also decouple the moving parameters from the computation of model coefficients. The decoupling of control parameters provides the convenience to adapt the model for the prediction on states under variation of control parameters. An improved ROM including a shit mode seems promising in model adaptation for typical problems in a fixed domain. However, the benefit from adding a shit mode to model diminishes when the method is applied to moving-boundary problems. Instead, a combined model, which integrates data from a different set of parameters to generate the POD modes, provides a stable and accurate ROM in a certain range of parametric space for moving-boundary problems. By introducing more data from a different set of parameters, the error of the new model can be further reduced. This shows that the combined model can be trained by introducing more and more information. With the idea of the combined model, the improved global ROM with forcing terms shows impressive capability to predict problems with different unknown moving parameters, and can be used in future parametric control and optimization problems.
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Chapter 1

Introduction

1.1 Global POD-Galerkin Based Reduced Order Models for Flows with Moving Boundaries

In the real world, physical phenomena are usually very complex and have infinite orders. During human history, people are always trying to build mathematical models to describe and study these phenomena. For some simple problems, such as the motion of particles or a rigid body, model can be easily built in several orders. However, for complex problems, such as complex fluid dynamics, it is very difficult to build exact models. In the past century, the Finite-Element Method (FEM) and the Finite-Difference Method (FDM) have been widely used to study these kinds of complex problems. In recent decades, the Reduced-Order Model (ROM) has become popular for approximating the results of these problems. However, ROM has never been defined in any dictionary. If it is to be understood literally, the idea of ROM is just to build a model which can reduce the order of the problem. Generally speaking, a lot of methods that have been employed in scientific research can also be considered as ROMs. For example, the above FEM/FDM can reduce the order of the a problem from infinite (the real physical phenomena) to some certain numbers (the number of elements/mesh point). Since the problem becomes more and more complex, and the accuracy of the problem becomes more and more important, high-fidelity large-scale numerical simulation (based on
FEM/FDM) has been one of the most important research tools for the understanding of fluid dynamics, structural dynamics, fluid-structure interaction, and other problems in a broader scientific community. While numerical simulation is getting more capable from advances in computers and computational science, the computational cost (e.g. time, memory) of high-fidelity simulation is still too high to be practical in many situations such as real-time control and fast optimal design. Thus, the “real” ROM, which have been widely studied during recent years, provide a way for fast computation with lower but sufficient accuracy. According to Amsallem and Farhat\textsuperscript{1,2}, in current scientific research, “Reduced-order models (ROMs) are usually thought of as computationally inexpensive mathematical representations that offer the potential for near real-time analysis.” One way to construct ROM is called Model Order Reduction. It is a projection-based approach, which starts with a complete first-principle model (i.e. the one used by high-fidelity simulation) and reduces its cost by mapping the problem to a low-dimensional space. The difference from other phenomenological models is that Model Order Reduction provides a mathematically rigorous way to represent the same high-fidelity physics as those provided by high-fidelity Direct Numerical Simulation (DNS) or even experiments in a low-order space constructed by appropriate base modes. As a data-driven and mathematically well-defined approach, Model Order Reduction can potentially outperform other models when proper projection, base modes, and reconstruction approaches are applied.

Since its introduction to the fluid mechanics community\textsuperscript{3,4}, Proper Orthogonal Decomposition (POD)-Galerkin projection has quickly become a popular tool for Model Order Reduction. POD-Galerkin projection has been successfully applied to solve many fluid problems\textsuperscript{5–15}. However, most earlier studies are limited for fluid flows in a fixed or infinite domain. The implementation of traditional POD-Galerkin projection is not straightforward when there are moving solid boundaries or structures in fluid flow, which is the case in many modern applications, including flapping-wing micro air vehicles, robot fish, energy harvesters, and wind turbines. As it has been reviewed recently\textsuperscript{16}, actuation modes\textsuperscript{17,18}, Eulerian-Lagrangian dynamic mesh adaptation methods\textsuperscript{19–22} have been proposed to allow transition between the moving/deforming near field to the stationary far field. There is
also a different route taken by Liberge and Hamdouni, in which they consider a fictitious stationary domain including both fluid and solid, and apply POD-Galerkin projection on a modified equation for both fluid and solid\textsuperscript{23}. Their approach shares some similarity with our efforts\textsuperscript{24–27}, and more complete work presents in this dissertation. The idea is borrowed from the immersed boundary technique used in numerical simulation\textsuperscript{28–30}, where the effect of the moving boundary is represented as extra bodyforce terms added to the original Navier-Stokes equation. Generally speaking, there are two types of numerical method of the immersed boundary method: the weak-coupling approach, such as Peskin’s method\textsuperscript{28;29}, that solves the solid and fluid separately, usually iterative methods are used to get the converged results; and the strong-coupling approach, such as the method in this study and some early efforts\textsuperscript{31;32}, that solves the solid and fluid together. A global POD-Galerkin projection is developed in a fixed domain with moving body-force terms for boundaries. Different from the approach of Liberge and Hamdouni\textsuperscript{23}, our method is demonstrated robust for the prediction of large and arbitrary movements of boundaries, and also allows the modeling of solid deformations, which cannot be predicted because Liberge and Hamdouni’s method is based on the fictitious domain method which is based on the rigid body assumption. There are two different descriptions of solid motion present in this paper: a continuous domain with prescribed motion\textsuperscript{24;25;27} and a combination of decoupled modes with time-dependent coefficients\textsuperscript{26}. The domain decomposition technique is similar to the one introduced by Liberge and Hamdouni in their different application for small and fluid induced solid motion\textsuperscript{23}.

1.2 Model Adaptation of Parametric Variation for Global POD-Galerkin Models with Forcing Term

The ability to use a ROM with parameters using one set of native/original values to predict results under a different set of new parametric values is critical for the whole research on model order reduction, and usually the small deviation in parametric space from their “original/native” values could lead to severely inaccurate or even unstable results\textsuperscript{5;33}. The
concept of model adaptation is to allow ROMs to be used for new situations with non-native parameters. Different methods have been applied to improve this adaptation. It is easy to consider using interpolation to build the extended bases \(^{1,8}\). However, the interpolations for complex problems are very hard and require the data to be under different sets of parametric values. Noack et al. \(^{5}\) introduce shift mode which incorporates the mean-field correction to the Galerkin based ROM, in which the correction between the steady solution and the time-averaged mean flow from unsteady snapshots is employed for the flow passing a fixed cylinder case. It shows better performance to predict the variation of the Reynolds number. Sensitivity analysis, which is based on the Continuous Sensitivity Equation \(^{34}\) has also been employed to make the model adaptive by building the extended ROM. Similarly, extracting the combined eigenmodes from flow data under a different set of parametric values is also a straightforward idea: Ma et al. \(^{6}\) use the combined model (what they call hybrid model) to solve the bifurcation problem of flow passing a three-dimensional cylinder; Galletti et al. \(^{35}\) use the combined model to predict the flow passing a confined square cylinder; Bourguet et al. \(^{36}\) have applied a similar method (what they call mix POD) to the transonic flow around an airfoil submitted to small deformations: they parameterize the small deformations by a simplified model with the constraint that these small deformations will not lead to strong modifications in flow topology; Camphouse et al. \(^{37}\) also present a similar method (what they call split-POD) by applying the POD separately for baseline snapshots and actuation snapshots, and combining them together after orthogonalization. There are also some similar methods, such as two-level POD \(^{38}\) and Bergmann’s hybrid POD ROM \(^{39}\), of which the idea is adding the snapshots under the new parameters to the old POD modes one by one, until the result converges.

However, there is another problem when we consider the parametric variation for the moving boundary problems: how to apply the changes of motion control parameters as input into the ROM. It is not a problem for the variation of the Reynolds number which has been widely studied \(^{5,6,34,35,38,39}\), because the Reynolds number is naturally explicit in traditional POD-Galerkin based ROM; however, the other parameters, such as boundary conditions, body deformations, and body motions, are implicit and coupled with eigenmodes in tradi-
tional POD-Galerkin based ROM. Usually, an ad hoc term, which is explicitly related to the parameters, is employed to present the control parameters. For example, Graham and Bergmann\textsuperscript{40–42} use an ad hoc term to predict the flow passing a rotary cylinder; Camphouse et al.\textsuperscript{37} use an ad hoc term to present the changing of boundary conditions; and Bourguet et al.\textsuperscript{36} use a deformation mode as an ad hoc term to describe the airfoil deformations. However, these terms all come from simplified models or approximations, so they are non-physical and can only solve very special cases respectively. For comparison, the forcing term in our global ROM shows strong capability to better represent the changes of motion control parameters. It is directly derived from the immersed boundary Navier-Stokes equation, and is able to simulate any kind of moving boundary problems.

The rest of the thesis is arranged in the following manner. The global ROM with continuous solid domain is presented in chapter 2, and the global ROM with decomposed solid domain is presented in chapter 3. Then the computational time cost for the ROM has been analyzed term by term in chapter 4. In chapter 5, the model adaptation of parametric variation for global POD-Galerkin models with forcing term is discussed. The final conclusions are in chapter 6.
Chapter 2

Global POD-Galerkin Based Reduced-Order Models for Flows with Moving Boundaries: Continuous Solid Domain

2.1 Basic Idea of Traditional POD-Galerkin Based Reduced-Order Models

In this section, the idea of Galerkin method is introduced. It is defined by the the inner product which is based on Hilbert space. Proper Orthogonal Decomposition (POD) is also introduced to build the optimal Hilbert space which can capture most of the energy for the same number of modes. By above methods, traditional POD-Galerkin method is finally introduced.
2.1.1 Galerkin Projection

The idea of Galerkin projection is to project the functions defining the original equation onto a finite-dimensional subspace of the full phase space. To perform Galerkin projection, the phase space $\mathcal{X}$ must be an inner product space spanned by a suitable set of basis functions. The suitable choices for basis functions include mathematical modes, such as Fourier modes and Chebyshev polynomials, as well as empirical modes, such as POD modes. For demonstration, consider the simple dynamics described by:

$$\dot{u} = f(u),$$  \hfill (2.1)

where $f$ is a general operator linear or nonlinear on $u$. $u(x, t)$ can be expanded in terms of suitable orthogonal basis functions of $\mathcal{X}$ (e.g. POD modes):

$$u(x, t) = \sum_{k=1}^{\infty} a_k(t) \phi_k(x),$$  \hfill (2.2)

where the basis functions $\phi_k$ are often ordered by certain physical criteria: decreasing captured energy as for POD modes, increasing the wavenumber (decreasing scale) as for Fourier modes, etc. By projecting the equation onto the set of basis functions, the dynamics of time coefficients can be described as:

$$\dot{a}_j = \langle f(u), \phi_j \rangle, \quad j = 1, ..., \infty,$$  \hfill (2.3)

where $\langle \cdot, \cdot \rangle$ is the inner product defined on the corresponding orthogonal phase space $\mathcal{X}$. A different $\mathcal{X}$ can lead to different definitions of $\langle \cdot, \cdot \rangle$, which will be further explained in section 2.1.2.

Then the finite truncation in both expansion and projection can give a model equation of lower dimension as:

$$u(x, t) = \sum_{k=1}^{N} a_k(t) \phi_k(x),$$  \hfill (2.4)
\[ \dot{a}_j = \langle f(u), \phi_j \rangle, \quad j = 1, ..., N. \] (2.5)

The truncation order will depend on the properties of original equations and the requirements of specific problems.

### 2.1.2 Inner Product

As described in the section above, the phase space \( \mathcal{X} \) must be an inner product space to perform the Galerkin projection. An inner product is a generalization of the dot product, and follows the same basic rules as dot product. And in fluid dynamics, usually the inner product is defined in the following way: in the space \( \mathbb{R} \), for \( f_1 \) and \( f_2 \) defined in \( \Omega \in \mathbb{R} \), the definition of inner product is in the equation:

\[ \langle f_1, f_2 \rangle = \int_\Omega g(f_1, f_2) dA. \] (2.6)

Theoretically, the function \( g \) can be anything, usually, it is chosen to represent some physical means, or to make the results better. In this paper, for incompressible flow, while \( f_1 \) and \( f_2 \) are represented by the velocity field \( u_1 \) and \( u_2 \), this function is directly defined as the kinetic energy, so the inner product is:

\[ \langle u_1, u_2 \rangle = \int_\Omega u_1 \cdot u_2 dA = \int_\Omega u_1 v_2 + v_1 u_2 + w_1 w_2 dA. \] (2.7)

If this process results in a complete metric space, it is called a Hilbert space.

### 2.1.3 Hilbert Space

Hilbert space is a real or complex inner product space that is also a complete metric space with respect to the distance function induced by the inner product. Usually it is described as:

\[ \mathbb{H} : \phi_1, \phi_2, \ldots, \phi_n, \] (2.8)
where \( n \) is the number of dimensions, it can be infinite for continuous analytic problems, or finite (the number of mesh points) for discretized numerical problems. And \( \phi_i, i = 1, \ldots, n \) are orthogonal and normalized basic functions, which means they are following the basic rule:

\[
\langle \phi_i, \phi_j \rangle = \begin{cases} 0 & i \neq j \\ 1 & i = j \end{cases}.
\] (2.9)

In fluid dynamics, the fluid velocity is usually described in the real space, and it can also be described in the Hilbert space as:

\[
u(x, y, z, t) = u(x, y, z, t)i + v(x, y, z, t)j + w(x, y, z, t)k = a_1\phi_1 + a_2\phi_2 + \cdots + a_n\phi_n.
\] (2.10)

(2.11)

To make the application simple and practical, it is reasonable to find a Hilbert space \( \mathbb{H} : \phi_1, \phi_2, \ldots, \phi_k, \ldots, \phi_n \),

where \( k \) is a small number. If \( \phi_i, i = 1, \ldots, k \) can contain most of the information, \( \phi_i, i = k, \ldots, n \) can be neglected. With this kind of particular low-dimensional space, the order can be reduced significantly.

### 2.1.4 Proper Orthogonal Decomposition

POD has been proven as the most efficient way of capturing the dominant components of an infinite-dimensional process with finite and usually only a few number of modes\(^4\). The goal for POD is to find an optimal subspace of finite dimension to present an ensemble of data \( u(t) \in \mathbb{H} \), where \( \mathbb{H} \) is a Hilbert space with inner product \( \langle \cdot, \cdot \rangle \). The optimality here can be defined by the minimization of the average error \( ||u - u_s|| \) between the original data \( u(t) \) and the reconstruction from the subspace \( u_s(t) = \sum_j \langle u, \phi_j \rangle \phi_j \), where \( \bar{\cdot} \) denotes a time average.
and $|| \cdot ||$ is the induced norm on $\mathbb{H}$. In practice, people use Singular Valuable Decomposition (SVD) to solve the subspace. SVD is a factorization of a real or complex matrix. It is the generalization of the eigen-decomposition of a positive semidefinite normal matrix to any $n \times m$ matrix via an extension of the polar decomposition. By SVD, any $n \times m$ matrix can be decomposed in the following way:

$$M_{n \times m} = U_{n \times n} \Sigma_{n \times m} V_{m \times m}^T,$$

(2.13)

where $\Sigma$ is a diagonal matrix with non-negative real numbers on diagonal, and $U, V$ are unitary matrixes, and if $M$ is real, they are orthogonal. In this way, if $U \Sigma$ is written as $Q$, it will give us the POD results of a flow field as:

$$M = Q V^T,$$

(2.14)

$$[u]_{n \times m} = [a]_{n \times m} [\phi]_{m \times m}.$$

(2.15)

From the definition of SVD in equation 2.13, we can easily get:

$$M^T M = V \Sigma^T U^T U \Sigma V^T = V (\Sigma^T \Sigma) V^T,$$

(2.16)

$$M M^T = U \Sigma V^T \Sigma^T U^T = U (\Sigma \Sigma^T) U^T.$$

(2.17)

So the columns of $V$ are eigenvectors of $M^T M$, the columns of $U$ are eigenvectors of $M M^T$, and the non-zero elements of $\Sigma$ are the square roots of the non-zero eigenvalues of $M^T M$ or $M M^T$. By the above approach, the SVD problem has been transferred to the eigenvalue and eigenvector problem, which is more common in numerical studies and easy to solve. In most numerical simulations, the method of snapshots is often used when the number of snapshots $m$ and the number of spatial grid points $n$ satisfies: $m \ll n$. The method of snapshots solves an $m$-dimensional eigenvalue problem (equation 2.16) instead of the original $n$-dimensional eigenvalue problem (equation 2.17) and achieves the same first $m$ modes, which can largely reduced the dimension of the problem from $n$ to $m$. 
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2.1.5 Traditional POD-Galerkin Projection for Fluid Flows

The idea of Galerkin projection is to project the functions defining the original equation onto a finite-dimensional subspace of the full phase space\(^4\). To perform Galerkin projection, the phase space \(\mathcal{X}\) must be an inner product space spanned by a suitable set of basis functions. And with the above discussion, in order to capture more energy with a small number of basis functions, the POD method is employed to build the phase space.

Using POD together with Galerkin projection, we have a systematic procedure to obtain ROMs from simulation or experimental data. For traditional fluid mechanics problems, the approach can be applied to the Navier-Stokes equation\(^4\):\(^5\):

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \frac{1}{\text{Re}} \nabla^2 \mathbf{u},
\]

(2.18)

where \(\mathbf{u}\) is velocity vector, \(p\) is pressure, and \(\text{Re}\) is the Reynolds number. The velocity can be expanded about its mean value \(\mathbf{u}_0\) and on POD modes \(\phi_j\) as:

\[
\mathbf{u} \approx \mathbf{u}^N = \mathbf{u}_0 + \sum_{j=1}^{N} a_j(t)\phi_j(\mathbf{x}),
\]

(2.19)

where the finite truncation at \(j = N\) is performed for low-dimensional modeling. Substitute (2.19) in (2.18) and project the equation to bases \(\phi_i\) to get dynamic equations for time coefficients:

\[
\dot{a}_i = \frac{1}{\text{Re}} \sum_{j=0}^{N} l_{ij} a_j + \sum_{j=0}^{N} \sum_{k=0}^{N} q_{ijk} a_j a_k, \quad i = 1, ..., N,
\]

(2.20)

where \(l_{ij} = \langle \nabla^2 \phi_j, \phi_i \rangle_{\Omega}\) and \(q_{ijk} = \langle \nabla \cdot (\phi_j \phi_k), \phi_i \rangle_{\Omega}\). \(\phi_0 = \mathbf{u}_0\) and \(a_0 = 1\) are introduced here for simple notation. In equation (2.20), orthogonality has been applied and the pressure term has been cancelled by appropriate boundary conditions (e.g. periodic condition). This traditional method has been applied to many fluid dynamic problems\(^4\):\(^5\), and demonstrated to be powerful and efficient to predict fixed boundary problems.
2.2 Methodology of Global POD-Galerkin Based Reduced Order Model with Moving Boundary: Continuous Solid Domain

2.2.1 Global Proper Orthogonal Decomposition

The traditional approach of POD-Galerkin projection requires a fixed fluid domain, and the inner product is defined only in the fluid domain as:

$$\langle u_1, u_2 \rangle = \int_{\Omega_f} u_1 \cdot u_2 dA = \int_{\Omega_f} u_1 u_2 + v_1 v_2 + w_1 w_2 dA. \quad (2.21)$$

This is not the case for flows with moving solid boundaries and structures. Instead of considering a time-dependent fluid domain, in this study, the combination of fluid and solid is treated as one whole stationary domain. The idea is similar to the immersed boundary technique used in numerical simulations\textsuperscript{28–30}, where the combined domain allows simple fixed meshes for discretization. And the effect of moving boundary/structure is represented as extra body-force terms added to the original Navier-Stokes equation on specific “solid” areas. Based on this combined domain, the inner product of the POD has been re-defined in the following way:

$$\langle u_1, u_2 \rangle = \int_{\Omega_f \cup \Omega_s} u_1 \cdot u_2 dA = \int_{\Omega_f \cup \Omega_s} u_1 u_2 + v_1 v_2 + w_1 w_2 dA. \quad (2.22)$$

In the current study, the weights of the energy contribution from fluid and solid areas in the definition of inner product are kept the same for simplicity, however, it is possible to consider fluid and solid with different weights as in equation (2.23). And the change may improve the global POD modes for better ROM performance.

$$\langle u_1, u_2 \rangle = \int_{\Omega_f \cup \Omega_s} \gamma u_1 \cdot u_2 dA = \int_{\Omega_f \cup \Omega_s} \gamma u_1 u_2 + \gamma v_1 v_2 + \gamma w_1 w_2 dA. \quad (2.23)$$
The weight function \( \gamma \) is defined as:

\[
\gamma = \begin{cases} 
\alpha_s & \text{in } \Omega_s \\
\alpha_f & \text{otherwise}
\end{cases},
\]

(2.24)

where \( \alpha_s \) and \( \alpha_f \) are weight numbers. In this paper, the same weights are used as \( \alpha_s = \alpha_f = 1 \), and a possible weights are \( \alpha_f = 1 \) and \( \alpha_s = \frac{\rho_s}{\rho_f} \).

### 2.2.2 Global POD-Galerkin Based Reduced Order Model with Moving Boundary: Continuous Solid Domain

By considering the combination of fluid and solid as one whole stationary domain, as discussed, similar to the immersed boundary technique, the effect of moving boundary/structure is represented as extra body-force terms added to the original Navier-Stokes equation on specific “solid” areas. Here, similar to the immersed boundary method, the global Galerkin projection is based on a modified Navier-Stokes equation for the combined domain:

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \frac{1}{Re} \nabla^2 \mathbf{u} + \mathbf{f},
\]

(2.25)

where \( \mathbf{f} \) is the extra bodyforce term added in solid domain \( \Omega_s \) to define the trajectory of solid boundary/structure:

\[
\mathbf{f} = \begin{cases} 
\left( \mathbf{u} \cdot \nabla \mathbf{u} - \frac{1}{Re} \nabla^2 \mathbf{u} \right)^a + \frac{1}{\Delta t} (\mathbf{V} - \mathbf{u}^a) & \text{in } \Omega_s \\
0 & \text{otherwise}
\end{cases},
\]

(2.26)

with \( \mathbf{V} \) being the velocity of solid which can be prescribed or calculated by the interaction with fluid.

With the modified fluid-solid equation (2.25), the classical approach for fixed fluid domain
can be directly applied on the whole fluid-solid domain to get:

\[ \dot{a}_i = \frac{1}{Re} \sum_{j=0}^{N} l_{ij} a_j + \sum_{j=0}^{N} \sum_{k=0}^{N} q_{ijk} a_j a_k + T_i, \quad i = 1, \ldots, N, \quad (2.27) \]

where \( T_i = \langle f, \phi_i \rangle \) is the body forcing term in the low-dimensional space. With the definition of \( f \) in equation 2.26, equation 2.27 can be written as:

\[ \dot{a}_i = \sum_{j=0}^{N} \left( \frac{1}{Re} l_{ij} - l'_{ij} \right) a_j - \sum_{j=0}^{N} \sum_{k=0}^{N} \left( q_{ijk} - q'_{ijk} \right) a_j a_k + c'_i, \quad i = 1, \ldots, N, \quad (2.28) \]

which is similar to the traditional form in (2.20). However, the new dynamic equation (2.28) has some new parameters defined by inner products with support only in the solid domain:

\[ l'_{ij} = \langle \left( \frac{1}{Re} \nabla^2 \phi_j + \frac{1}{\Delta t} \phi_j \right), \phi_i \rangle_{\Omega_s(t)}, \quad (2.29) \]

\[ q'_{ijk} = \langle \nabla \cdot (\phi_j \phi_k), \phi_i \rangle_{\Omega_s(t)}, \quad (2.30) \]

\[ c'_i = \langle \frac{1}{\Delta t} V, \phi_i \rangle_{\Omega_s(t)}, \quad (2.31) \]

and old parameters with a similar definition but being extended to support the entire combined domain with both fluid and solid. The resulting model (2.28) describes globally both fluid and solid. Different from the approach by Liberge and Hamdouni\(^{23}\), this approach allows large and arbitrary movement of boundaries, and the presence of solid velocity \( V \) allows the model to simulate the prescribed motion.

### 2.3 Applications and Results: Continuous Solid Domain

The proposed method is first applied to model a two-dimensional flow passing an oscillatory cylinder, then a three-dimensional flow passing an oscillatory sphere, a three-dimensional flow around a rigid flapping plate, a three-dimensional flow around a hovering bird, and
finally, a three-dimensional flow around a flexible flapping plate.

2.3.1 Two-dimensional Flow Passing an Oscillatory Cylinder

As sketched in figure 2.1, a two-dimensional cylinder oscillates (along $y$) normal to the incoming flow. The Reynolds number is 100, which is defined by the incoming velocity and cylinder diameter. The computational domain is $l_x \times l_y = (0,50) \times (0,30)$ with uniform mesh at $N_x \times N_y = 1000 \times 600$, and the neutral position of the cylinder center is at $(x_0, y_0) = (10, 15)$. The oscillation is defined by $y(t) = y_0 + A \sin(2\pi ft)$ with amplitude $A = 1.5$ and frequency $f = 0.2$. Here, the large amplitude is picked intentionally to challenge the capability of our approach to handle large domain change. The numerical algorithm is the same as the one reported and tested in previous numerical simulations\textsuperscript{31};\textsuperscript{32}, where the projection method is applied to solve incompressible Navier-Stokes equations\textsuperscript{47}, the third-order Runge-Kutta method is used for time advancement, and the immersed boundary method is implemented to describe moving boundaries/structures\textsuperscript{30}.

With the chosen amplitude and frequency, the wake vortex structure from our simulation shows a P+S pattern (figure 2.2), which matches the prediction from the classic parametric study by Williamson\textsuperscript{48}.

Global POD modes are computed from 400 snapshots of the above simulation data which covers four whole periods of oscillation. The POD results are shown in figure 2.3: the energy efficiency of POD is clearly indicated by the energy spectrum in figure 2.3 (a); both the energy distribution and the individual POD modes (figure 2.3 c–f) show the pairing between modes 1 & 2 and modes 3 & 4, which is typically seen in POD modes of convection-dominant
flows.

The low-order dynamic system of the most energetic modes (i.e. currently first eight modes) can then be achieved by the global projection onto these modes. In figure 2.4, the phase portraits for coefficients \((a_1, a_2)\) and \((a_1, a_3)\) have been plotted respectively, where, in each phase portrait, different lines and symbols indicates results from direct numerical simulation (considered as a benchmark), our global model reduction (using forcing terms to represent solid motion), and the traditional POD-Galerkin projection (applied naively without forcing terms for solid motion). The global approach shows the capability to capture basic dynamics and sustain the system energy by using the first eight modes, while the one without forcing terms cannot sustain the system energy and the modes are quickly dissipated.

Similar to Noack et al.\(^5\), the amplitude of oscillation \(A := \sqrt{a_1^2 + a_2^2}\) has been plotted to compare the performance of different ROMs. The error defined as \(E = |A_r - A_d|/A_d\) is also plotted where \(A_r\) is the amplitude calculated from ROM results, while \(A_d\) is the amplitude calculated from DNS projection.

From figure 2.5, it is clear that the global ROM preserves the oscillation of the system accurately and the error is lower than 10%, while the error of traditional ROM increases to
Figure 2.3: The energy distribution and most energetic modes (shown by vorticity contours) from POD analysis of flow passing an oscillatory cylinder: (a) the energy spectrum of POD modes; (b) mean flow; (c) mode 1; (d) mode 2; (e) mode 3; (f) mode 4.
Figure 2.4: The phase portraits of two-dimensional flow passing an oscillatory cylinder: (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\), where the results computed from global ROM with forcing term and traditional ROM without forcing terms are benchmarked by the result from direct numerical simulation.

Figure 2.5: The comparison of different ROMs for flow passing an oscillatory cylinder: (a) the amplitude of oscillation \(A := \sqrt{a_1^2 + a_2^2}\) and (b) the error of amplitude \(E = |A_r - A_d|/A_d\).
Figure 2.6: Comparison of flow field of two-dimensional flow passing an oscillatory cylinder after four periods of simulation/prediction: (a) DNS flow field; (b) rebuilt result by global POD coefficients computed by DNS; (c) rebuilt result by traditional ROM without forcing term; (d) rebuilt result by global ROM with forcing term.

almost 90%.

To show the capability of our global model more clearly, the flow structures have been plotted in figure 2.6. There are three kinds of rebuilt results plotted here: the flow rebuilt by global POD coefficients computed by DNS, the flow rebuilt by traditional ROM without forcing term, and the flow rebuilt by our global ROM with forcing term, and compared to the DNS flow field. For the traditional ROM without the forcing term, with the dissipation of time coefficients, the vortex structures have disappeared after several periods, and it degenerates to the flow similar to the mean flow. Compared to the DNS flow field, all rebuilt flows are not accurate close to the solid due to the large motion of the cylinder. However, compared to the traditional ROM, our global ROM with forcing term predicted the downstream vortexes accurately.
2.3.2 Three-dimensional Flow Passing an Oscillatory Sphere

Similarly, the global ROM has been applied to a three-dimensional flow passing an oscillatory sphere. The Reynolds number defined by the sphere diameter and incoming velocity is 300. The computational domain for the ROM is \( l_x \times l_y \times l_z = (-2, 8) \times (-4, 4) \times (-2, 2) \) with uniform mesh at \( N_x \times N_y \times N_z = 200\times160\times80 \), while the larger domain with stretched mesh is used for direct numerical simulation to get an accurate database. The neutral position of the sphere center is at \((x_0, y_0, z_0) = (0, 0, 0)\). The oscillation is defined by \( y(t) = y_0 + A \sin(2\pi ft) \) with amplitude \( A = 1.0 \) and frequency \( f = 0.16 \). Figure 2.7 shows a typical snapshot from direct numerical simulation where vortex structures are shedding behind the sphere by plotting the iso-contour of Q-criterion, which defines a vortex as a connected fluid region with a positive second invariant of \( \Delta \mathbf{u} \).

Figure 2.7: A typical snapshot from direct numerical simulation: vorticity structure of a flow passing an oscillatory sphere by iso-contour of Q-criterion.

The POD results are shown in figure 2.8 as the energy distribution, the mean flow, and the first four modes. Same as the two-dimensional case in chapter 2.3.1, the modes are in
pairs because the flow is convection-dominant.

Similarly, the results from traditional ROM without forcing term and the results from our global ROM with forcing term are compared. In figure 2.9, the phase portraits for coefficients \((a_1, a_2)\) and \((a_1, a_3)\) are plotted respectively. Same as in the two-dimensional case, the global ROM shows the capability to capture basic dynamics and sustain the system energy by using the first eight modes, while the one without forcing term cannot sustain the system energy and the modes are quickly dissipated.

The amplitude of oscillation \(A := \sqrt{a_1^2 + a_2^2}\) and the error of it \(E = |A_r - A_d|/A_d\) are also plotted in figure 2.10 to compare the performance of different ROMs. It shows that the global ROM preserves the oscillation of the system accurately, the error of it is lower than 10%, while the error of traditional ROM increases to almost 90%.

The rebuilt results by both global ROM and traditional ROM are also compared by the global POD modes and the above ROMs’ coefficients to the DNS flow field (figure 2.11). For the traditional ROM without forcing term, similar to two-dimensional results, all the vortex structures in the downstream disappeared after several periods of calculation. This means the traditional ROM cannot predict the flow with a moving boundary at all: all the dynamics are lost in the traditional method. However, for our global ROM with forcing term, although the flow near the solid is not as accurate as the DNS results, the main vortexes in the downstream are preserved accurately and the dynamics of the system are preserved. To be more persuasive and practical, the lift and drag were also calculated by control volume approach (figure 2.12). Due to the truncate of the higher number of modes, it is reasonable that the model results, including the rebuilt by global POD coefficients computed by DNS, lose the high frequency information. For the traditional ROM, the amplitudes of both lift and drag decrease quickly and the results become inaccurate very fast. And for our global ROM with forcing term, the main shapes (including amplitudes, frequencies, mean values, etc.) of both lift and drag are preserved accurately, there are only small differences from the DNS results.
Figure 2.8: The energy distribution and most energetic modes by iso-contour of Q-criterion from POD analysis of flow passing an oscillatory sphere: (a) the energy spectrum of POD modes; (b) mean flow; (c) mode 1; (d) mode 2; (e) mode 3; (f) mode 4.
Figure 2.9: The phase portraits of three-dimensional flow passing an oscillatory sphere: (a) $(a_1, a_2)$ and (b) $(a_1, a_3)$, where the results computed from the global ROM with forcing term and the traditional ROM without forcing terms are benchmarked by the result from direct numerical simulation.

Figure 2.10: The comparison of different ROMs for flow passing an oscillatory sphere: (a) the amplitude of oscillation $A := \sqrt{a_1^2 + a_2^2}$ and (b) the error of amplitude $E = |A_r - A_d|/A_d$.  
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Figure 2.11: Comparison of flow field by iso-contour of Q-criterion of three-dimensional flow passing an oscillatory sphere after four periods of simulation/prediction: (a) DNS flow field; (b) rebuilt result by global POD coefficients computed by DNS; (c) rebuilt result by traditional ROM without forcing term; (d) rebuilt result by global ROM with forcing term.
Figure 2.12: Comparison of (a) lift and (b) drag of three-dimensional flow passing an oscillatory sphere after two periods of simulation/prediction computed by (____) DNS, rebuilt result by (___) global POD coefficients computed by DNS, (____) traditional ROM without forcing term, and (____) global ROM with forcing term.
2.3.3 Three-dimensional Flow around a Rigid Flapping Plate

The above two cases are both about translational motions. The new global ROM has also been applied to some rotational motion cases, such as this three-dimensional rigid flapping plate case. This is a validation case compared to the experiments done by J. Tran et al.\textsuperscript{27} Figure 2.13 shows the experimental setup of the plate.

![Experimental setup of the flapping plate](image)

Figure 2.13: The experimental setup of the flapping plate done by J. Tran et al.

For the non-dimensional simulation, the Reynolds number defined by the plate length and maximum tail velocity is 700. The computational domain for the ROM is $l_x \times l_y \times l_z = (-2,8) \times (-1.5,1.5) \times (-5,5)$ with uniform mesh at $N_x \times N_y \times N_z = 200 \times 60 \times 200$, while the larger domain with stretched mesh is used for direct numerical simulation to get an accurate database. The plate with non-dimensional size $(1, 0.3544, 0.006962)$ was placed at the $x-o-y$ plane along the x-axis. The rotation center is at $(x_0, y_0, z_0) = (0, 0, 0)$, while the leading edge of the plate is at $x = 0.076$. The plate is flapping around the y-axis defined by $\theta(t) = \theta_0 \sin(2\pi ft)$ with maximum angle $\theta_0 = \pi/5$ and frequency $f = 0.4$. Figure 2.14 shows a typical snapshot from direct numerical simulation where vortex structures are shedding around the plate.

The global POD modes, mean flow, and energy distribution are shown in figure 2.15.

By applying the same approaches on the flapping plate case, similarly, the fundamental
dynamics can also be described by the phase portraits of coefficients (figure 2.16). Because rotation is more complex than translation, and the plate is very thin, the global ROM results are not as accurate as the above cases, especially for the amplitude of $a_2$. However, compared to the traditional ROM without the forcing term, in which the results have been quickly dissipated, the global ROM still preserves the basic dynamics and makes the prediction stable.

The amplitude of oscillation $A := \sqrt{a_1^2 + a_2^2}$ and the error of it $E = |A_r - A_d|/A_d$ are also plotted in figure 2.17 to compare the performance of different ROMs. It shows that the global ROM still preserves the oscillation of the system accurately. Although the mean error of global ROM is about 15%, it is still much less than the error of traditional ROM which is almost 100%.

Similarly, by comparing the rebuilt results (figure 2.18), our model has been demonstrated robust for the rotation problems, and can still preserve the energy and main fluid structures.
Figure 2.15: The energy distribution and most energetic modes by iso-contour of Q-criterion from POD analysis of flow passing a rigid flapping plate: (a) the energy spectrum of POD modes; (b) mean flow; (c) mode 1; (d) mode 2; (e) mode 3; (f) mode 4.
Figure 2.16: The phase portraits of: (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\), where the results computed from continuous global ROM and traditional ROM without forcing terms are benchmarked by the result from direct numerical simulation.

Figure 2.17: The comparison of different ROMs for flow around a flapping plate: (a) the amplitude of oscillation \(A := \sqrt{a_1^2 + a_2^2}\) and (b) the error of amplitude \(E = |A_r - A_d|/A_d\).
for the dynamic system.

The lift and drag of all methods can also be calculated by the control volume approach, and the results are plotted in figure 2.19. For the traditional ROM, after four periods of prediction, both lift and drag decrease to very small numbers and become almost constant. This means almost all dynamic information of the system are lost in this prediction. And for our global ROM, similar to the translational motion, the information of both lift and drag are predicted relatively accurately.

From both rebuilt flows and force results, it is clear that the traditional ROM cannot predict the flow with a moving boundary at all. Meanwhile, as a powerful tool, our Global ROM with forcing term improves the performance of the prediction significantly. The main vortex structures of the flow and the forces on the solid can be predicted reasonably accurately, and much faster than the DNS.

2.3.4 Three-dimensional Flow around a Hovering Bird

For more general motions, in this section, the hovering bird which has complex rotational motions has been employed. The Reynolds number defined by the plate length and maximum tail velocity is 700. The computational domain for the ROM is \( l_x \times l_y \times l_z = (-1, 2) \times (-1, 1.5) \times (-1.5, 1.5) \) with uniform mesh at \( N_x \times N_y \times N_z = 120 \times 100 \times 120 \), while a larger domain with stretched mesh is used for direct numerical simulation to get an accurate database. The numerical simulation is done by Tao Yang\(^49\), and figure 2.20 shows the schematic of the flying bird, where \( \alpha_c \in [-50^\circ, 100^\circ] \), \( \gamma_h = 13.6^\circ \), \( \beta = 49.5^\circ \), and \( \eta = \alpha_c + \beta + \gamma_h \).

For the details of the flying, figure 2.21 shows how the angles changed (compared to the experimental results done by Tobalske et al.\(^50\)).

Figure 2.22 shows a typical snapshot from direct numerical simulation where vortex structures are shedding around the bird.

By applying the same approach on the hovering bird case, similarly, the phase portraits of coefficients and the rebuilt flow are plotted in figures 2.23 and 3.15. For this complex motion
Figure 2.18: Comparison of flow field by iso-contour of Q-criterion after four periods of simulation/prediction of (a) DNS, (b) rebuilt result by global POD coefficients computed by DNS, (c) traditional ROM, and (d) global ROM with continuous solid domain.
Figure 2.19: Comparison of (a) lift ($F_z$) and (b) drag ($F_x$) in one period after four periods simulation/prediction, computed by (____) DNS, rebuilt result by (____) global POD coefficients computed by DNS, (_____ ) traditional ROM, and (_____ ) global ROM with continuous solid domain.

Figure 2.20: Schematic of a hovering bird.
problem, the global ROM results look more inaccurate than the previous cases, especially for the near flow around the bird. However, because the main vortex structures generated by the bird have still been predicted, from the force results in figure 2.25, it is demonstrated that our global ROM is still accurate enough to preserves the basic dynamics and make the prediction stable.

2.3.5 Three-dimensional Flow around a Flexible Flapping Plate

After the prediction of several rigid body motions, in this section, the flexible flapping plate, whose motions are directly taken from the latest experiments done by J. Tran et al.\textsuperscript{27}, has been predicted. The experimental setup by J. Tran et al. is shown in figure 2.26, the flexible plate is forced to rotate around the z-axis with the deformation due to the flexibility.

This is a fluid-structure interaction problem, and because of the deformation, it is hard to define the reference velocity. So the maximum tail velocity from a rigid plate with the same setup, as $U = l\theta_0 2\pi f$, has been employed as the reference velocity, and the Reynolds
number defined by the plate length and this velocity is about 962. The computational domain for the ROM is $l_x \times l_y \times l_z = (-2, 4) \times (-5, 5) \times (-1.6, 1.6)$ with uniform mesh at $N_x \times N_y \times N_z = 150 \times 250 \times 80$, while the larger domain with stretched mesh is used for direct numerical simulation to get an accurate database. The plate with non-dimensional size $(1, 0.002768, 0.122983)$ was placed at the $x-o-z$ plane along the x-axis. The rotation center is at $(x_0, y_0, z_0) = (0, 0, 0)$, while the leading edge of the plate is at $x = 0.114679$. The plate is forced to rotate around the z-axis by $\theta(t) = \theta_0 \sin(2\pi ft)$ with maximum angle $\theta_0 = \frac{63}{180} \pi$ and frequency $f = 0.25$. Figure 2.27 shows a typical snapshot from direct numerical simulation where vortex structures are shedding around the plate.

The global POD results have been plotted in figure 2.28 as the energy distribution, the mean flow, and the first four modes.

By applying the same approach on the flexible flapping plate case, similarly, the phase portraits of coefficients, amplitudes of oscillation, and the rebuilt flow are plotted in figures 2.29, 2.30, and 2.31. From the phase portraits, with enough information of solid motion, the
Figure 2.23: The phase portraits of: (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\), where the results computed from continuous global ROM are benchmarked by the result from direct numerical simulation.

Figure 2.24: Comparison of flow field by iso-contour of Q-criterion after four periods of simulation/prediction of DNS, rebuilt result by (a) global POD coefficients computed by DNS and (b) global ROM with continuous solid domain.
flexibility has not ruined the function of our forcing term: our method can still handle this kind of fluid-structure interaction problem. From the amplitudes of oscillation, although the mean error of global ROM is about 15%, it is still much less than the error of traditional ROM which is almost 100%. From the rebuilt results, even for this flexible motion, our global ROM can still predict the main vortex structures accurately, although the near flow close to the plate is not accurate due to the large motion of the plate.

From all the above cases, it is demonstrated that our global POD-Galerkin based ROM
with forcing term is powerful and robust for almost all kinds of moving boundary problems, the low-dimensional prediction has been improved significantly from the traditional ROM without the forcing term. The method in this chapter is using a continuous solid domain to describe the solid motion, so-called continuous approach. It is straightforward, easy to apply, and suitable for any kind of motion, either rigid or flexible, either prescribed or fluid-structure interacted. However, because the low-dimensional parameters in the forcing term are still time-dependent, it is hard to pre-calculate them and the method is still relatively time-consuming, which will devalue the benefits of ROM itself. A more powerful method is still required to further reduce the computational cost, and make those parameters pre-calculable.
Figure 2.28: The energy distribution and most energetic modes by iso-contour of Q-criterion from POD analysis of flow passing a flexible flapping plate: (a) the energy spectrum of POD modes; (b) mean flow; (c) mode 1; (d) mode 2; (e) mode 3; (f) mode 4.
Figure 2.29: The phase portraits of: (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\), where the results computed from continuous global ROM and traditional ROM without forcing terms are benchmarked by the result from direct numerical simulation.

Figure 2.30: The comparison of different ROMs for flow around a flexible flapping plate: (a) the amplitude of oscillation \(A := \sqrt{a_1^2 + a_2^2}\) and (b) the error of amplitude \(E = |A_r - A_d|/A_d\).
Figure 2.31: Comparison of flow field around a flexible flapping plate by iso-contour of Q-criterion after four periods of simulation/prediction of (a) DNS, (b) rebuilt result by global POD coefficients computed by DNS, (c) traditional ROM, and (d) global ROM with continuous solid domain.
Chapter 3

Global POD-Galerkin Based Reduced-Order Models for Flows with Moving Boundaries: Decomposed Solid Domain

In this chapter, the idea of solid domain decomposition is introduced to improve the performance of our global POD-Galerkin Based Reduced-Order Models for flows with moving boundaries. By this approach, the time-varied low-dimensional coefficients can be transferred to fixed and pre-calculated coefficients. Meanwhile, the computational time cost can also be reduced significantly. In the following sections, first, the methodology of the decomposed approach is introduced, and then, the method has been applied on a two-dimensional flow passing a large amplitude oscillatory cylinder, a three-dimensional flow passing an oscillatory sphere, and a three-dimensional flow around a rigid flapping plate.
3.1 Methodology of Global POD-Galerkin Projection for Flows with Moving Boundary: Decomposed Solid Domain

In section ???, the global ROM with continuous solid domain $\Omega_s(t)$, so-called continuous approach, has been introduced. Since $\Omega_s(t)$ is a time-dependent function, the integration in (2.29–2.31) needs to be computed at every time step. Though the computation process for simple integration is much less complex than the original high-fidelity model, and the solid domain is also much smaller than the fluid domain, the increased computational cost by these terms is much larger than the ROM itself and overshadows the merit of using ROM (this will be discussed detailed in section 4.1). In the current work, solid domain decomposition is implemented to remove this extra cost and make the coefficients pre-calculated.

The characteristic function is introduced to describe the solid motion:

$$
\chi_s = \begin{cases} 
1 & \text{in } \Omega_s \\
0 & \text{otherwise} 
\end{cases}, \quad (3.1)
$$

the integration in (2.29–2.31) can be rewritten as:

$$
l'_{ij} = \langle \left( \frac{1}{Re} \nabla^2 \phi_j + \frac{1}{\Delta t} \dot{\phi}_j \right), \chi_s \phi_i \rangle, \quad (3.2)
$$

$$
q'_{ijk} = \langle \nabla \cdot (\phi_j \phi_k), \chi_s \phi_i \rangle, \quad (3.3)
$$

$$
c'_i = \langle \frac{1}{\Delta t} V, \chi_s \phi_i \rangle. \quad (3.4)
$$

Similar to the fluid field, the solid domain itself, marked now by $\chi_s$, can also be decomposed to individual modes, and the dimension is then reduced from a continuous space (or a space at the order of grid points in numerical simulation) to a low-order space with a truncated
number of modes:
\[ \chi_s(x, t) = \sum_{m=0}^{\infty} b_m(t) \psi_m(x) \approx \sum_{m=1}^{M} b_m(t) \psi_m(x), \tag{3.5} \]
where \( \psi \) is the solid modes computed by a similar POD approach but applied on domain function \( \chi_s \) with the inner product as:
\[ \langle \chi_s^i, \chi_s^j \rangle = \int_{\Omega} \chi_s^i \chi_s^j d\Omega. \tag{3.6} \]

The truncation of modes provides a good approximation of the same coefficients:
\[
\begin{align*}
    l'_{ij} &\approx \sum_{m=0}^{M} \left( \frac{1}{Re} \nabla^2 \phi_j + \frac{1}{\Delta t} \phi_j \right), \psi_m \phi_i \rangle b_m = \sum_{m=0}^{M} l^*_{ijm} b_m, \tag{3.7} \\
    q'_{ijk} &\approx \sum_{m=0}^{M} \langle \nabla \cdot (\phi_j \phi_k), \psi_m \phi_i \rangle b_m - \sum_{m=0}^{M} q^*_{ijkm} b_m, \tag{3.8} \\
    c'_{i} &\approx \sum_{m=0}^{M} \langle \frac{1}{\Delta t} V, \psi_m \phi_i \rangle b_m = \sum_{m=0}^{M} c^*_{im} b_m, \tag{3.9}
\end{align*}
\]
where the new integrals, \( l^*_{ijm} \) and \( q^*_{ijkm} \), are not time-dependent and need to be computed only once for each model. The time-dependent variables are in \( b_m \) which are at much lower order (e.g. number of modes) than the original solid domain (e.g. number of mesh points in the solid domain). Then, by putting these new terms in equation (2.28), the new governing equations can be written as:
\[
\begin{align*}
    \dot{a}_i &= \sum_{j=0}^{N} \left( \frac{1}{Re} l_{ij} - \sum_{m=0}^{M} l^*_{ijm} b_m \right)a_j - \sum_{j=0}^{N} \sum_{k=0}^{N} (q_{ijk} - \sum_{m=0}^{M} q^*_{ijkm} b_m)a_j a_k + \sum_{m=0}^{M} c^*_{im} b_m, \quad i = 1, \ldots, N. \tag{3.10}
\end{align*}
\]

Different from Liberge and Hamdouni’s model, our model can be easily closed by introducing the level-set like equation (3.11) to track the domain changes, while their model needs to update the Lagrange multiplier which cannot be modeled in the model order reduction.
\[
\dot{b}_n = -\sum_{n=0}^{N} \langle V(x, t) \cdot \nabla \psi_m, \psi_n \rangle b_m, \quad n = 1, \ldots, N. \tag{3.11}
\]
For some extremely complex flexible deformations (e.g. the flow-structure interactions in section 2.3.5), $V(x, t)$ may need be specified for every time step. However, for most of the prescribed motion, the Eulerian solid velocity can be further decoupled as:

$$V(x, t) = \sum_{p} T_p(t) X_p(x). \quad (3.12)$$

Currently only the rigid body motions, i.e. translation and rotation, are considered, so the velocity field can be decoupled and largely simplified as:

$$V(x, t) = \dot{x}_c \vec{n}_x + \dot{y}_c \vec{n}_y + \dot{z}_c \vec{n}_z + \vec{\omega} \times (\vec{r} - \vec{r}_c)$$

$$= \dot{x}_c \vec{n}_x + \dot{y}_c \vec{n}_y + \dot{z}_c \vec{n}_z + (-\omega_z (y - y_c) + \omega_y (z - z_c) + \omega_z (x - x_c)$$

$$- \omega_x (z - z_c) - \omega_y (x - x_c) + \omega_x (y - y_c))^T$$

$$= \dot{x}_c - \omega_y z_c + \omega_z y_c \vec{n}_x + (\dot{y}_c - \omega_z x_c + \omega_x z_c) \vec{n}_y + (\dot{z}_c - \omega_x y_c + \omega_y x_c) \vec{n}_z$$

$$+ \omega_x (0, -z, y)^T + \omega_y (z, 0, -x)^T + \omega_z (-y, x, 0)^T$$

$$= V_x \vec{n}_x + V_y \vec{n}_y + V_z \vec{n}_z + \omega_x \vec{R}_x + \omega_y \vec{R}_y + \omega_z \vec{R}_z$$

$$= \sum_{p=1}^{6} T_p(t) X_p(x). \quad (3.13)$$

Thus, the velocity field has been written as the combination of the fixed “modes” multiplied by time-varied scaler numbers, which allows the inner products in equations (3.9) and (3.11) to be decoupled from time:

$$c_{im}^* = \langle \frac{1}{\Delta t} V, \psi_m \phi_i \rangle = \frac{1}{\Delta t} \sum_{p=1}^{6} T_p(t) \langle X_p, \psi_m \phi_i \rangle, \quad (3.14)$$

$$\langle V(x, t) \cdot \nabla \psi_m, \psi_n \rangle = \sum_{p=1}^{6} T_p(t) \langle X_p \cdot \nabla \psi_m, \psi_n \rangle. \quad (3.15)$$
For the flexible motion prescribed by the additional deformation basis functions, the appendix A shows a detailed decoupling of a two-dimensional flexible pitching and plunging plate. Other motions can also be applied by a similar approach.

In the above approach, the time-dependent inner products are transferred to the combination of several fixed inner products multiplied by time-varied scaler numbers, and these fixed inner products only need to be computed once, which will largely reduce the computational time cost.

3.2 Applications and Results: Decomposed Solid Domain

In this section, the decomposed approach is first applied to model a two-dimensional flow passing an oscillatory cylinder, then a three-dimensional flow passing an oscillatory sphere, and finally a three-dimensional flow around a rigid flapping plate.

3.2.1 Two-dimensional Flow Passing an Oscillatory Cylinder

First, the decomposed approach is applied on the same two-dimensional flow passing a large amplitude oscillatory cylinder as shown in chapter 2.3.1. All the computational and physical parameters are the same, which lead to the same DNS database (figure 2.2) and flow modes (figure 2.3).

Then, to remove the computational cost burdened by the integration at each time step, the domain decomposition approach, which has a much lower time cost, has been applied. The results have been compared to global ROM with a continuous solid domain in section 2.3.1.

For solid decomposition, eight solid domain modes are used, which can describe the solid motion fairly well as shown in figure 3.1. The time-dependent coefficients in level-set like equation (3.11) for solid domain change also show accurate estimations, as shown in the comparison of the phase portraits of coefficients computed by equation (3.11) and the exact
solution directly from the POD of solid domain (figure 3.2).

With this decomposed solid domain, the new decomposed approach can also preserve the energy and dynamics for this prescribed large solid motion problem which has been shown by the phase portraits in figure 3.3. It has also shown that the accuracies of both continuous approach and decomposed approach are preserved almost the same in their comparison to the DNS (figure 3.4).

Similarly, the amplitude of oscillation $A := \sqrt{a_1^2 + a_2^2}$ and the error defined as $E = |A_r - A_d|/A_d$ are also plotted in figure 3.5. The decomposed approach performs almost the
Figure 3.3: Comparison of phase portraits of global POD coefficients computed by DNS, solid domain decomposition (i.e. projected domain), and continuous solid domain (i.e. original domain): (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\)

Figure 3.4: Comparison of flow field by iso-contour of Q-criterion after four periods of simulation/prediction of DNS, rebuilt result by global POD coefficients computed by DNS, traditional ROM, and global ROM with continuous solid domain: (a) DNS flow field; (b) rebuilt result by global POD coefficients computed by DNS; (c) rebuilt result by global ROM with continuous solid domain; (d) rebuilt result by global ROM with decomposed solid domain.
Figure 3.5: The comparison of different ROMs for flow passing an oscillatory cylinder: (a) the amplitude of oscillation $A := \sqrt{a_1^2 + a_2^2}$ and (b) the error of amplitude $E = |A_r - A_d|/A_d$.

Figure 3.6: Comparison of (a) lift and (b) drag computed by ( ) DNS, rebuilt result by ( ) global POD coefficients computed by DNS, ( ) solid domain decomposition, and ( ) continuous solid domain.

same as the continuous approach.

The lift and drag for the cylinder have also been calculated via control volume approach and plotted in figure 3.6.

Compared to the continuous approach, the new decomposed approach predicts almost the same results. Although there are some small differences in the force results, the main
shapes, frequencies, and amplitudes are still predicted with reasonable accuracy. Compared to the benefits of saving the computational cost and making the coefficients pre-calculated, this sacrifice of accuracy is acceptable.

3.2.2 Three-dimensional Flow Passing an Oscillatory Sphere

Similarly, the decomposed approach of our global ROM has been applied to the same three-dimensional flow passing an oscillatory sphere as in chapter 2.3.2. For the decomposed approach, the accuracy of domain decomposition itself is compared first. Shown in figure 3.7, by using eight solid domain modes, the shapes and locations of solid domain (i.e. the sphere) can be captured in a very accurate manner.

The dynamics of the solid POD modes described by equation (3.11) and the global POD modes described by (3.10) have been captured successfully by the respective ROMs in a similar comparison of phase portraits of coefficients (figures 3.8 and 3.9).

The amplitude of oscillation $A := \sqrt{a_1^2 + a_2^2}$ and the error of it $E = |A_r - A_d|/A_d$ are also plotted in figure 3.10 to compare the performance of different ROMs. Similar to the two-dimensional results, both approaches keep almost the same accuracy.

Also, the rebuilt results by both approaches are compared by the global POD modes and above ROMs’ coefficients to the DNS flow field (figure 3.11). Same as the continuous approach, the flow near the solid is not as accurate as the DNS results, but the mainly
Figure 3.8: Phase portraits of the coefficients for solid domain modes: (a) \((b_1, b_2)\) and (b) \((b_1, b_3)\).

Figure 3.9: Comparison of phase portraits of global POD coefficients computed by DNS, solid domain decomposition (i.e. projected domain), and continuous solid domain (i.e. original domain): (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\).
vortices predicted by the solid decomposed ROM in the downstream are kept accurately and the dynamics of the system are preserved. The lift and drag are also calculated by control volume approach (figure 3.12). For both the continuous solid domain approach and the decomposed solid domain approach, there are only small differences from the DNS results. This result further explains that the inaccuracy near the solid is acceptable, and our model preserves the energy and main fluid structures for this dynamic system, and makes it stable, accurate enough, and practical.

### 3.2.3 Three-dimensional Flow around Flapping Plate

Same as the continuous approach, the decomposed approach has also been applied on the translation motion problem. The validation case compared to the experiments done by J. Tran et al.\cite{Tran2012} has been employed again. By applying the same approach on the flapping plate case, the fundamental dynamics can also be described by the phase portraits of coefficients (figure 3.13). Because rotation is more complex than translation, and the plate is very thin, the results are not as accurate as the above cases, especially for the amplitude of $a_2$. However, the basic dynamics are still preserved very well.

The amplitude of oscillation $A := \sqrt{a_1^2 + a_2^2}$ and the error of it $E = |A_r - A_d|/A_d$ are
Figure 3.11: Comparison of flow field by iso-contour of Q-criterion of DNS, rebuilt result by global POD coefficients computed by DNS, solid domain decomposition, and continuous solid domain: (a) DNS flow field; (b) rebuilt result by global POD coefficients computed by DNS; (c) rebuilt result by continuous solid domain approach; (d) rebuilt result by solid domain decomposition approach.
Figure 3.12: Comparison of (a) lift and (b) drag computed by (——) DNS, rebuilt result by (—) global POD coefficients computed by DNS, (—) solid domain decomposition, and (—) continuous solid domain.
Figure 3.13: Comparison of phase portraits of global POD coefficients computed by DNS, solid domain decomposition (i.e. projected domain), and continuous solid domain (i.e. original domain): (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\).

Figure 3.14: The comparison of different ROMs for flow around a flapping plate: (a) the amplitude of oscillation \(A := \sqrt{a_1^2 + a_2^2}\) and (b) the error of amplitude \(E = |A_r - A_d|/A_d\).

also plotted in figure 2.17 to compare the performance of different ROMs. It shows that the decomposed approach is slightly less accurate than the continuous approach in this case. However, the error is still relatively lower than the traditional ROM without the forcing term, and is still acceptable.

Similarly, by comparing the rebuilt results (figure 3.15) and lift and drag (figure 3.16), the decomposed approach is also demonstrated robust for the rotation problems, and can
still preserve the energy and main fluid structures for the dynamic system. And as shown in the previous work\textsuperscript{27}, the overall forces of global ROMs are smaller than the experimental results, reasonably, in simulation at the lower Reynolds number, but all basic features are closely represented.

From the above cases, our global POD-Galerkin based ROM with decomposed solid domain has been proven to be powerful for the moving boundary problems with prescribed solid motions. It not only saves the computational time cost, but also makes the low-dimensional coefficients pre-calculated, which is a huge benefit for optimization and real time control. However, compared to the continuous domain approach, the decomposed domain approach requires the decoupling of the solid velocity in Eulerian frame, which is not available for some complex flow-structure interaction problems. However, it is still not that clear how much time has been saved by our global ROMs, and we are always seeking a further improved model that is faster.
Figure 3.15: Comparison of flow field by iso-contour of Q-criterion of DNS, rebuilt result by global POD coefficients computed by DNS, solid domain decomposition, and continuous solid domain: (a) DNS flow field; (b) rebuilt result by global POD coefficients computed by DNS; (c) rebuilt result by continuous solid domain approach; (d) rebuilt result by solid domain decomposition approach.
Figure 3.16: Comparison of (a) lift ($F_z$) and (b) drag ($F_x$) in one period computed by (—) DNS, rebuilt result by (—__) global POD coefficients computed by DNS, (—__) solid domain decomposition, and (—__) continuous solid domain.
Chapter 4

The Analysis of Computational Time Cost for Different Terms and Different Models

In this section, analysis is conducted to check the time cost of individual terms in model (2.28) and model (3.10) and to seek the possibility of dropping expensive terms without sacrificing accuracy.

4.1 Term Analysis

For simplicity, terms in both the continuous domain model and the decomposed domain model are regrouped and represent the models in a new form:

\[
\dot{a}_i = F_i(a_j, a_k) + f_i^{(1)} + f_i^{(2)} + f_i^{(3)},
\]

(4.1)

where

\[
F_i(a_j, a_k) = \frac{1}{\text{Re}} \sum_{j=0}^{N} l_{ij} a_j + \sum_{j=0}^{N} \sum_{k=0}^{N} q_{ijk} a_j a_k,
\]

(4.2)
which comes from the traditional POD-Galerkin approach for stationary domain, that, in our
case, is the combined fluid and solid domain. It has fixed parameters in both the continuous
solid domain approach and the decomposed solid domain approach, which give them the
benefit that they can be pre-calculated and saved for future applications. The other three
terms, $f^i_s, i = 1, 2, 3$, represent the terms for the description of solid motion. They have
different formats for two different approaches. For the continuous solid domain approach,
they all have time-varied coefficients and can be written as:

$$f^{(1)}_i = - \sum_{j=0}^{N} l'_{ij} a_j,$$

$$f^{(2)}_i = \sum_{j=0}^{N} \sum_{k=0}^{N} q'_{ijk} a_j a_k,$$

$$f^{(3)}_i = c'_i.$$

Although the cases in chapter 2 are periodic in time, those coefficients are hard to be
pre-calculated because different time steps lead to different coefficients. For the decomposed
solid domain approach, because time has been decoupled from those time-varied coefficients
with the introduction of $b_m(t)$, these three terms can be written as:

$$f^{*(1)}_i = - \sum_{j=0}^{N} \sum_{m=0}^{M} l^*_{ijm} b_m a_j,$$

$$f^{*(2)}_i = \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{m=0}^{M} q^*_{ijkm} b_m a_j a_k,$$

$$f^{*(3)}_i = \sum_{m=0}^{M} c^*_m b_m.$$

Thus, those time-consuming parameters become fixed and pre-calculated. Because all the
inner products which relate to solid motion only have values near the solid domain, instead
of doing the inner product in the whole domain, those inner products can be calculated in a
smaller domain around the solid to achieve the exact same results. Thus, the computational
time cost can be estimated with the nomenclature defined in table 4.1, where $H$ is the
computational time cost for one inner product on one mesh points.

Table 4.1: The nomenclature of computational time cost.

<table>
<thead>
<tr>
<th>Label</th>
<th>Definition</th>
<th>Estimated order of the time cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of fluid modes</td>
<td>$10^1$</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of solid modes</td>
<td>$10^1$</td>
</tr>
<tr>
<td>$N_p$</td>
<td>Number of snapshots in one period</td>
<td>$10^2$</td>
</tr>
<tr>
<td>$I$</td>
<td>The inner product cost in the whole domain</td>
<td>$(2D)10^5H/(3D)10^6H$</td>
</tr>
<tr>
<td>$I_s$</td>
<td>The inner product cost in the domain near the solid</td>
<td>$(2D)10^4H/(3D)10^5H$</td>
</tr>
</tbody>
</table>

It should be noted that $I$ and $I_s$ can be changed for different cases, and here two cases from both two dimensions (a flow passing an oscillatory cylinder) and three dimensions (a flow passing an oscillatory sphere) in chapters 2 and 3 are taken as examples to estimate the computational time cost. For both methods and both cases, different terms have different time costs, as shown in table 4.2.

Table 4.2: The cost analysis of computational time for different moving-boundary terms.

<table>
<thead>
<tr>
<th>Term</th>
<th>Most time-costly computation</th>
<th>Time cost</th>
<th>Order of time cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_i(a_j,a_k)$</td>
<td>The inner product for $q_{ijk}$</td>
<td>$N^3 \times I$</td>
<td>$(2D)10^6H/(3D)10^9H$</td>
</tr>
<tr>
<td>$f_i^{(1)}$</td>
<td>The inner product for $l'_{ij}$</td>
<td>$N^2 \times I_s \times N_p$</td>
<td>$(2D)10^8H/(3D)10^9H$</td>
</tr>
<tr>
<td>$f_i^{(2)}$</td>
<td>The inner product for $q'_{ijk}$</td>
<td>$N^3 \times I_s \times N_p$</td>
<td>$(2D)10^9H/(3D)10^{10}H$</td>
</tr>
<tr>
<td>$f_i^{(3)}$</td>
<td>The inner product for $c'_{i}$</td>
<td>$N \times I_s \times N_p$</td>
<td>$(2D)10^7H/(3D)10^8H$</td>
</tr>
<tr>
<td>$f_i^{*(1)}$</td>
<td>The inner product for $l^*_{ijm}$</td>
<td>$N^2 \times I_s \times M$</td>
<td>$(2D)10^7H/(3D)10^8H$</td>
</tr>
<tr>
<td>$f_i^{*(2)}$</td>
<td>The inner product for $q^*_{ijkm}$</td>
<td>$N^3 \times I_s \times M$</td>
<td>$(2D)10^8H/(3D)10^9H$</td>
</tr>
<tr>
<td>$f_i^{*(3)}$</td>
<td>The inner product for $c^*_{im}$</td>
<td>$N \times I_s \times M$</td>
<td>$(2D)10^6H/(3D)10^7H$</td>
</tr>
</tbody>
</table>

In most of the cases, $M = 8(O(10^1))$ is enough to represent the solid motion. Meanwhile, $N_p$ usually should be more than one hundred($O(10^2)$). Because $M \ll N_p$, the decomposed solid domain method demonstrates that it can reduced the total time cost significantly.

From each methods, it is no doubt that the $f_i^{(2)}(f_i^{*(2)})$ term is the most expensive term in the computations. If this term can be directly dropped without decreasing the accuracy, the computational time cost will be further reduced.
4.2 Term Dropping for the Flow Passing an Oscillatory Sphere

In order to check the importance of the expensive $f_i^{(2)}(f_i^{\ast(2)})$ term, the contributions of each terms should be analyzed, respectively. Using the case of the three-dimensional flow passing an oscillatory sphere as an example, the different contributions of each terms were plotted out in figures 4.1 and 4.2.

In both approaches, the contributions of $f_i^{(2)}/f_i^{\ast(2)}$ to both $a_1$ and $a_2$ (which correspond to the most energetic modes containing about 60% total energy) are very small. To confirm its small impact to actual dynamics, these nonlinear solid terms are directly removed from the models to build the modified models and are compared to the original models with all terms. Figures 4.3 and 4.4 show that almost the same accuracies are achieved by both continuous and decomposed approaches for the three-dimensional flow passing an oscillatory sphere when those expensive terms have been removed. The flow fields of each method have also been plotted in figure 4.5, and the impact of removing the expensive terms is so small that no difference can be detected from the rebuilt flow field.
Figure 4.2: Different contributions of each terms for (a) $a_1$ and (b) $a_2$ by decomposed domain method (three-dimensional oscillatory sphere case, $dt=0.1$): $\cdot\cdot\cdot F_i(a_j,a_k)$, $\cdot\cdot\cdot f^{*(1)}_i$, $\cdot\cdot\cdot f^{*(2)}_i$, $\cdot\cdot\cdot f^{*(3)}_i$, and $a_i$.

Figure 4.3: Phase portrait of (a) $a_1$ and (b) $a_2$ (three-dimensional oscillatory sphere case, $dt=0.1$): (---) DNS projection, (■) continuous ROM with $f^{(2)}_i$, and (▲) continuous ROM without $f^{(2)}_i$. 
Figure 4.4: Phase portrait of (a) $a_1$ and (b) $a_2$ (three-dimensional oscillatory sphere case, $dt=0.1$): (■) DNS projection, (▲) decomposed ROM with $f_i^{(2)}$, and (▼) decomposed ROM without $f_i^{(2)}$.

For this particular case, the computational time costs for all the above models are computed and compared to DNS time cost and the “easiest” ROM, which directly rebuild the flow field every step and do the calculation (4.3). As noticed earlier in table 4.2, the modified model has reduced the total cost by one order, while the accuracy of the model is still preserved. Compared to the other methods, the decomposed solid domain model transfers almost all online-calculation to off-line calculation, which means almost everything is pre-calculated and ready for control and optimization.

Table 4.3: The time cost of four period calculations of different methods for eight modes oscillatory sphere case.

<table>
<thead>
<tr>
<th>Method</th>
<th>Online-time</th>
<th>Offline-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS</td>
<td>7 hours 15 mins</td>
<td>0</td>
</tr>
<tr>
<td>“Easiest” method with Q terms</td>
<td>2 hours 8 mins</td>
<td>7 mins</td>
</tr>
<tr>
<td>Continuous method with Q terms</td>
<td>1-2 s</td>
<td>1 hour 54 mins</td>
</tr>
<tr>
<td>Decomposed method with Q terms</td>
<td>1-2 s</td>
<td>1 hour 1 mins</td>
</tr>
<tr>
<td>“Easiest” method without Q terms</td>
<td>52 mins</td>
<td>7 mins</td>
</tr>
<tr>
<td>Continuous method without Q terms</td>
<td>1-2 s</td>
<td>22 mins</td>
</tr>
<tr>
<td>Decomposed method without Q terms</td>
<td>1-2 s</td>
<td>8.4 mins</td>
</tr>
</tbody>
</table>
Figure 4.5: Comparison of flow field by iso-contour of Q-criterion after four periods of simulation/prediction of DNS: (a) rebuilt result by global continuous ROM with $f_i^{(2)}$ terms; (b) rebuilt result by global decomposed ROM with $f_i^{*(2)}$ terms; (c) rebuilt result by global continuous ROM without $f_i^{(2)}$ terms; (d) rebuilt result by global decomposed ROM without $f_i^{*(2)}$ term.
Chapter 5

Model Adaptation of Parametric Variation for Global POD-Galerkin Models with Forcing Term

In this chapter, the problem of parameter variation for the ROM is discussed. First, our original global ROM applied for the parametric variation is introduced in section ??, the method is applied to the three-dimensional flow passing an oscillatory sphere with the variation of oscillatory amplitude. Then the shift mode is introduced to improve the model adaptation of the original global ROM in section ?? . However, although it works fine for the Reynolds number variation of the fixed cylinder flow, shift mode is not powerful enough to improve the results of moving boundary problems. Finally, the combined model, as a more powerful tool, is introduced in section ?? to improve the model adaptation.

5.1 Parametric Variation by Global ROM with Forcing Term

In this section, how the forcing term works for the parametric variation problem is shown firstly. Then, the method is applied on the three-dimensional flow passing an oscillatory
sphere for the variation of oscillation amplitude.

5.1.1 Methodology of Parametric Variation by Global ROM with Forcing Term

As discussed in chapters 2 and 3, by introducing the characteristic function $\chi_s$, the information of solid domain is decoupled from the fluid modes $\phi_i$. The equation (2.28) can be rearranged as:

$$\dot{a}_i = \sum_{j=0}^{N} \frac{1}{\text{Re}} l_{ij} a_j - \sum_{j=0}^{N} \sum_{k=0}^{N} q_{ijk} a_j a_k + F(\chi_s), \quad i = 1, ..., N. \quad (5.1)$$

In this way, the moving of the body is explicit in the equation, and for the parametric controlled moving problem, the parametric variation is applicable by changing parameters to control the changing of $\chi_s$.

However, for the above continuous approach, the moving of the boundary is only decoupled from the fluid modes, but still coupled in the low-dimensional forcing term coefficients $l'_{ij}, q'_{ijk}$ and $c'_i$. Although the parametric variation is applicable, these coefficients need to be re-calculated every time when the moving parameters are changed. It is a significant drawback for the ROM because these parameters in whole parametric space are very time-consuming and hard to be pre-calculated, which devalues and overshadows the benefit of ROM.

In chapter 3, the decomposed approach has been demonstrated to be as accurate as the continuous approach and more efficient. And what’s more, this decomposition is much more powerful for the decoupling of moving parameters. Because of the decomposition of solid domain, the new low-dimensional variables $l^*_{ijm}$, $q^*_{ijkm}$ and $c^*_{im}$ have been decoupled from the time-dependent coefficients $b_m$. By introducing all the possible $\chi_s$ in whole moving parametric space, the solid modes for the whole parametric space can be easily defined. Since the $b_m$ are controlled by the level-set like equation (3.11), the parametric variation is specified by the prescribed velocity $V(x,t)$, which applied to both the low-dimensional
equations (3.10) and (3.11). From the equation (3.11), we know that \( b_m \) can also be written as the function of \( \mathbf{V}(\mathbf{x}, t) \), so the equation (5.1) in the decomposed approach is:

\[
\dot{a}_i = N \sum_{j=0}^{N-1} \frac{1}{\text{Re}} l_{ij} a_j - \sum_{j=0}^{N-1} \sum_{k=0}^{N-1} q_{ijk} a_j a_k + F(\mathbf{V}(\mathbf{x}, t)), \quad i = 1, \ldots, N. \tag{5.2}
\]

For the complex flexible deformation, \( \mathbf{V}(\mathbf{x}, t) \) is hard to define by some parameters, and must be specified for every time step. However, for the parametric controlled moving, \( \mathbf{V} = \mathbf{V}(c_1, c_2, \ldots, c_n, t) \) is the function of moving parameters \( c_1, c_2, \ldots, c_n \). Especially for the rigid body moving, i.e. translation and rotation, the prescribed velocity field has been further decoupled as equation (3.13).

Thus, the velocity field has been written as the combination of the fixed vectors multiplied by time-varied scaler numbers, which means the inner product in equations (3.9) and (3.11) can also be decoupled from moving parameters as in equations (3.14) and (3.15).

For the parametric controlled moving, such as sinusoidally oscillating, these time-varied scaler numbers can be easily decoupled to the control parameters, such as amplitudes and frequencies (section 5.1.2).

For the prescribed flexible deformation, most of them can still be decoupled. A decoupling of two-dimensional pitching and plunging plate is shown in appendix A.

In the above approach, for most of the prescribed moving problems, every low-dimensional variables can be fully pre-calculated and directly used to predict problems in the whole parametric space. Different from other ad hoc terms used in some other studies, our forcing term is fully physical, accurate, and could be applied to any kind of moving boundary problems, especially for the rigid body moving problems. This method is applied to the three-dimensional flow passing an oscillatory sphere for examination.
5.1.2 Applications and Results for Three-dimensional Oscillatory Sphere with Variation of Oscillatory Amplitude

The proposed method is first applied to model the three-dimensional flow passing an oscillatory sphere in chapters 2.3.2 and 3.2.2 where the sphere is oscillating sinusoidally in the y-direction as:

\[ y = a \sin(2\pi ft) \]  \hspace{1cm} (5.3)

where \( a \) is the oscillatory amplitude as the variable parameter, and \( f = 0.16 \) is fixed oscillatory frequency for simplicity. Equations (3.14) and (3.15) can be written as:

\[ c_{im}^* = \langle \frac{1}{\Delta t} V, \psi_m \phi_i \rangle = \frac{1}{\Delta t} 2\pi f \cos(2\pi ft) \langle \vec{n}_y, \psi_m \phi_i \rangle \cdot a, \] \hspace{1cm} (5.4)

\[ \langle V(x, t) \cdot \nabla \psi_m, \psi_n \rangle = 2\pi f \cos(2\pi ft) K_{mn} \cdot a, \] \hspace{1cm} (5.5)

where the amplitude \( a \) has been easily decoupled from \( V(x, t) \).

The native ROM prediction, in which the control parameters of ROM and DNS database are the same, for this problem has been demonstrated accurate in chapters 2 and 3. For the variation of amplitude, it is notable that \( \{ \chi_s(t) \}^{a \leq 1} \subseteq \{ chi_s(t) \}^{a=1.0} \), so that directly using the solid modes from \( a = 1.0 \) case is reasonable. First, the DNS results from \( a = 1.0 \) have been directly employed as the database to build the fluid mode, and \( a \) is reduced to 0.5 for the parametric variation. Another native ROM, which is built on the DNS database from the same moving parameters as ROM \( (a = 0.5) \), has also been employed for comparison.

First, the force results are calculated to check the accuracy of the method. The 32 modes results are presented in figure 5.1. It is reasonable that parametric variation prediction requires a larger number of modes than native ROM prediction (eight is enough for this problem), because with the changing of the amplitude, the energy cannot be concentrated.
Figure 5.1: The lift and drag for the three-dimensional oscillatory sphere: (a) lift and (b) drag.

to the first several modes as what the native ROM did. The lift and drag from the 32 modes
ROM seems reasonable and relatively accurate. However, the force results here are calculated
by the control volume approach, which introduces the surface and volume integrals. It is
hard to exactly represent the accuracy of the ROM after those integrals. In figure 5.2, the
velocity profile along the y-direction at $x = 2, z = 0$ shows that although the maximal
velocities and the shapes of the profile seem to be accurate (which lead to the good results of
lift and drag), the shifting of the whole shape makes the ROM results not accurate anymore.

In order to get better measurement of the accuracy of our global ROM, the error defined
by $L^2$ norm has been introduced:

$$
error(t) = \frac{1}{V_{\Omega}} \int_{\Omega} \sqrt{[u(t) - u_d(t)]^2 + [v(t) - v_d(t)]^2 + [w(t) - w_d(t)]^2} dV = \frac{\|u(t) - u_d(t)\|}{V_{\Omega}},
$$

(5.6)

where $u_d(t)$ is the original DNS data and $u(t)$ is the rebuilt flow field predicted by ROMs.

Figure 5.3 shows the errors defined to match the flow with the oscillation amplitude $a = 0.5$
to compare the performance of ROMs in their prediction of the flow velocity. Similarly as the
force results, there are two ROMs used in this comparison: the native ROM using database
Figure 5.2: The velocity profile along the y-direction at $x = 2, z = 0$ when $t = nT + 3/4T$. (a) $u_x$ and (b) $u_y$.

at $a = 0.5$ (as the benchmark), and the direct use of the single-parameter ROM at $a = 1.0$ to predict the flow with $a = 0.5$.

Although our forcing term can powerfully represent the parametric variation and make the global ROM results stable, the error of the ROM increased dramatically when the moving parameter (amplitude) deviated from the native parameter which generated the fluid modes. This means the model adaptation of the normal ROM is far from enough, and more techniques are required to make the improvements.

### 5.2 Shift Mode

In this section, the shift mode is employed to improve the model adaptation for the moving parametric variation. Since the shift mode introduced by Noack et al.\textsuperscript{5} had significantly improved the model adaptation of the Reynolds number for two-dimensional flow passing a fixed cylinder case, it is natural to apply this technique on our global ROM with moving boundaries. Noack’s shift mode is defined on the differences between the mean flow and the steady flow. However, for the moving boundary problem, there is no steady flow for the shifting, so the two mean flows from different databases with different sets of parameters $\alpha$
and \( \beta \) are employed to create the shift mode. Following the same routine as Noack’s shift mode, our shift mode is defined as:

\[
\begin{align*}
\mathbf{u}_\Delta^a &:= \mathbf{u}_0^a - \mathbf{u}_0^\beta, \\
\mathbf{u}_\Delta^b &:= \mathbf{u}_\Delta^a - \sum_{i=1}^N \langle \mathbf{u}_\Delta^a, \phi_i \rangle \phi_i, \\
\mathbf{u}_\Delta &:= \frac{\mathbf{u}_\Delta^b}{\| \mathbf{u}_\Delta^b \|}.
\end{align*}
\]
5.2.1 The Application of Shift Mode: Flow Passing a Fixed Cylinder

First, the method has been tested by the same fixed cylinder case as Noack’s shift mode\(^5\). For the two sets of parameters, \( \text{Re} = 100 \) and \( \text{Re} = 150 \) have been chosen to calculate the shift mode. After the routine in equation (5.9), the shift mode and two mean flows from both cases are plotted in figure 5.4.

Before applying the shift mode on the ROM prediction, lift and drag have been calculated by the original ROM. From figure 5.5, it is clear that the original ROM cannot handle this parametric variation problem: the results become unstable and inaccurate after several periods of prediction, and the errors will keep growing because of instability and finally blow up the calculation.

However, with the shift mode (figure 5.6), the ROM performs much better than the original one. Although the details are still not very accurate, the amplitudes of both lift and drag become reasonable and the results become stable. This demonstrates that our shift mode based on the mean flows from two different databases with different sets of parameters can also work for the fixed boundary case.

5.2.2 The Application of Shift Mode: Flow Passing an Oscillatory Sphere

For the three-dimensional flow passing an oscillatory sphere in chapter 5.1.2, mean flow \( u_0^{a=1.0} \) from DNS \( a = 1.0 \) (the amplitude which built the modes) and the mean flow \( u_0^{a=0.5} \) from DNS \( a = 0.5 \) (the amplitude which we want to predict) are employed, and the same routine in equation (5.9) is applied on these two mean flows to construct the shift mode.

By introducing this shift mode, figure 5.7 also shows the error function defined to match the flow with an oscillation amplitude \( a = 0.5 \) to compare the performance of ROMs in their prediction of the flow velocity. Compared to figure 5.3, there is an extra ROM used in this comparison: the ROM at \( a = 1.0 \) but with a shift mode to predict the flow with \( a = 0.5 \).
Figure 5.4: The vorticity field of: (a) mean flow of $Re = 100$, (b) mean flow of $Re = 150$, (c) the shift mode built by $Re = 100$ and $Re = 150$. 
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Figure 5.5: Comparison of (a) lift and (b) drag for the two-dimensional flow passing a fixed cylinder, computed by (——) ROM prediction for $\text{Re} = 100$ based on the native $\text{Re} = 100$ database, (---) ROM prediction for $\text{Re} = 150$ based on the $\text{Re} = 100$ database, and (——) ROM prediction for $\text{Re} = 150$ based on the native $\text{Re} = 150$ database.
Figure 5.6: Comparison of (a) lift and (b) drag for the two-dimensional flow passing a fixed cylinder, computed by (__) ROM prediction for $\text{Re} = 100$ based on the native $\text{Re} = 100$ database, (__) ROM prediction for $\text{Re} = 150$ based on the $\text{Re} = 100$ database and shift mode, and (__) ROM prediction for $\text{Re} = 150$ based on the native $\text{Re} = 150$ database.
Different from the powerful improvement for the adaptation of the Reynolds number in chapter 5.1.2, even at the same amplitude ($a = 0.5$) where the shift mode is created, the shift mode shows very limited help to improve the normal single-parameter ($a = 1.0$) ROM in the model adaptation for different amplitudes of the oscillations. More techniques are required to do the further improvement.

### 5.3 Combined Model

In this section, the combined model is employed to improve the model adaptation of the moving parametric variation. Different from the shift mode, the combined (hybrid/split/mixed) model has been considered as a more powerful tool for the model adaptation problem because it introduces more information from different databases with different sets of parameters. The idea of a combined model is to build the ROM based on the combined POD modes (or
other orthogonal basis) which are computed from all snapshots from different parameters. It was not only applied on the Reynolds number variation\(^6\)\(^{35}\), but also for the variation of boundary condition\(^7\)\(^{37}\) and shape\(^8\)\(^{36}\). In the study, the combined model is built in the same way as Galletti et al. 2004. The snapshots from different sets of DNS results with different parameters are combined together directly, and eigenmodes are extracted from these combined snapshots.

5.3.1 The Application of Combined Model on the Global ROM with Forcing Term: Two Sets of Snapshots

For the above problem of an oscillatory sphere, two sets of snapshots for the motions with \(a = 1.0\) and \(a = 0.5\) are included to compute the combined modes, and each of them contain 125 snapshots for two whole limit cycles.

Figure 5.8 shows the differences, as well as similarities between the first four modes of the combined POD modes and the original POD modes at \(a = 0.5\) and \(a = 1.0\). Because of this combination, it is reasonable that more modes are required to capture enough percentage of total energy. Figure 5.9a plots the energy distribution for each mode, showing that the higher number of modes from the combined model have higher percentages of energy than both native models. The cumulated energy by increasing the number of modes in figure 5.9b is more clear. The two native models reach a certain percentage (e.g. 90\%) of total energy much faster than the combined model.

Based on these combined modes, the combined ROM with forcing term has been applied to the same three-dimensional flow passing an oscillatory sphere case. Firstly, similar as the previous method, flow with \(a = 0.5\) is predicted, and the phase portraits for time coefficients are plotted in figure 5.10. Although the results are not as good as the native ROM shown in chapters 2 and 3, the dynamic of the system is still predicted with acceptable accuracy.

By calculating the error defined in equation (5.6), the combined ROM has been compared to the native ROM, normal single-parameter \((a = 1.0)\) ROM, and ROM with shift mode in figure 5.11.
Figure 5.8: The iso-contour of Q-criterion for the first four modes from (left) the combined model, (center) $a = 1.0$ native model, and (right) $a = 0.5$ native model.
Because of introducing DNS snapshots from $a = 0.5$, the $a = 0.5$ can be considered as the “half native” amplitude. From figure 5.11, it is noted that, compared to the single-parameter ROM and the ROM with shift mode, the combined model shows significantly better prediction at $a = 0.5$. However, because of the effects of DNS snapshots from $a = 1.0$, the error of the combined model is still slightly larger than the native ROM. This is reasonable for this “half native” amplitude, and this error is still small enough for the prediction.

Then, the combined ROM has been used to predict the other “half native” amplitude, i.e. $a = 1.0$. Similarly, the phase portraits are plotted in figure 5.12, while the error is compared to the native ROM, normal single-parameter ($a = 0.5$) ROM, and ROM with shift mode in figure 5.13.

Compared to the prediction of $a = 0.5$, $a = 1.0$ ROM with shift mode performs much better when it predicts $a = 1.0$. It is easy to understand because it is based on the normal $a = 1.0$ ROM. And there is no doubt that our combined model performs more accurately than the normal ROM at both parameters.

Compared to the prediction of “half native” amplitudes, the predictions of the unknown amplitudes are much more exciting and important. First, the amplitude $a = 0.75$, which is
Figure 5.10: The phase portraits of: (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\), (c) \((a_1, a_4)\) and (d) \((a_1, a_5)\), (e) \((a_1, a_6)\) and (f) \((a_1, a_7)\) for \(a = 0.5\) where the results computed from the combined global ROM are benchmarked by the result from direct numerical simulation.
in the middle of the two “half native” amplitudes, has been predicted. The phase portraits are plotted in figure 5.14, while the error is compared to the native ROM, normal single-parameter \(a = 1.0\) ROM, and ROM with shift mode in figure 5.15.

Although the combined ROM cannot predict the flow at \(a = 0.75\) as accurately as \(a = 0.5\) and \(a = 1.0\), the error has still been largely decreased.

In order to better illustrate the error of different methods at different amplitudes, the mean error which is defined as equation 5.10 has been introduced.

\[
\text{error}_m = \frac{1}{T} \int_0^T \frac{\|u(t) - u_d(t)\|}{V_\Omega} dt.
\]

The accuracies of different ROMs for the parametric variation during \(a \in [0.5, 1]\) are plotted in figure 5.16.
Figure 5.12: The phase portraits of: (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\), (c) \((a_1, a_4)\) and (d) \((a_1, a_5)\), (e) \((a_1, a_6)\) and (f) \((a_1, a_7)\) for \(a = 1.0\) where the results computed from the combined global ROM are benchmarked by the result from direct numerical simulation.
Figure 5.13: The error changing with time for native ROM, normal $a = 0.5$ ROM, $a = 1.0$ ROM with shift mode, and combined ROM for the prediction of the flow with the oscillation amplitude $a = 1.0$.

It is reasonable that the native ROM, which is based on the different DNS snapshots for different parameters, is the most accurate ROM. But as described, in practice, it is not possible to get native ROMs for all parameters. This requires computation or experiments for all the parameters and defeats the purpose of ROM. The two normal single-parameter ($a = 0.5$ and $a = 1.0$) ROMs with forcing term are only accurate to predict the flow extremely close to their DNS parameters. The error of them increase quickly as the parameter (amplitude) deviates further from their native value. For the ROM based on $a = 1.0$ and shift mode, because the shift mode is based on the difference between mean flow from $a = 1.0$ and $a = 0.5$, the accuracy at $a = 0.5$ is limited help to improve from the single-parameter $a = 1.0$ ROM. However, for the other parameters, the shift mode does not help much to reduce the derivation, even at the cost of less accuracy at the native parameter. Finally, the combined global ROM with forcing term performs both stably and accurately during the
Figure 5.14: The phase portraits of: (a) \((a_1, a_2)\) and (b) \((a_1, a_3)\), (c) \((a_1, a_4)\) and (d) \((a_1, a_5)\), (e) \((a_1, a_6)\) and (f) \((a_1, a_7)\) for \(a = 0.75\) where the results computed from the combined global ROM are benchmarked by the result from direct numerical simulation.
Figure 5.15: The error changing with time for native ROM, normal $a = 1.0$ ROM, $a = 1.0$ ROM with shift mode, and combined ROM for the prediction of the flow with the oscillation amplitude $a = 0.75$.

whole range of parametric changes. At the two ends $a = 0.5$ and $a = 1.0$, the errors of the combined model are only slightly larger than the native ROM. And during the variation of $a \in [0.5, 1]$, the combined model still keeps the error low in its adaptation to any amplitudes between its two native amplitudes ($a = 0.5$ and $a = 1.0$). Above all, for the parametric variation of the whole range $a \in [0.5, 1]$, the combined model, with only two data sets, shows an impressive capability in its prediction of other parameters for the model adaptation purpose to predict unknown states.
5.3.2 The Application of the Combined Model on the Global ROM with Forcing Term: Three Sets of Snapshots

The idea of the combined model is adding the information from the different states under different parameters; it has never been restricted by two different states from two different parameters. Thus, because the most inaccurate parameter for the above combined model is $a = 0.75$, it is natural to introduce the snapshots from $a = 0.75$ to build the improved model. Because the idea of it is the same as the combined model with two sets of snapshots, the error has been directly compared to the above method. First, the error at $a = 0.75$ has been compared in figure 5.17.

From the flow structures in figure 5.18, it is more clear that the flow rebuilt by the combined model with three sets of snapshots is more accurate than the above combined model with only the information from two different sets of snapshots.
Figure 5.17: The error changing with time for native ROM, normal $a = 1.0$ ROM, the combined ROM with two sets of snapshots, and the combined ROM with three sets of snapshots for the prediction of the flow with the oscillation amplitude $a = 0.75$.

Of course, now $a = 0.75$ also becomes “native” parameters, the prediction of “unknown” parameters $a = 0.625$ and $a = 0.875$ are also plotted. The errors are compared to the native ROM, normal single-parameter ($a = 1.0$) ROM, and combined ROM with two sets of snapshots in figures 5.19 and 5.21, while the flow structures are plotted in figures 5.20 and 5.22.

Similarly, the mean errors of different ROMs for the parametric variation during $a \in [0.5, 1]$ are plotted in figure 5.23.

Compared to the combined ROM with two sets of snapshots at different parameters, the results of the combined ROM with three sets of snapshots has been significant improved during the entire range. At the original two ends of the two sets combined model, the errors of the three sets model are almost the same as the two sets model. The adding of the third set has not increased the error at these amplitudes. At the third “native” point $a = 0.75$, the
Figure 5.18: Comparison of flow field by iso-contour of Q-criterion at $a = 0.75$: (a) DNS flow field; (b) rebuilt result by native ROM prediction; (c) rebuilt result by the combined model with two sets of snapshots; (d) rebuilt result by the combined model with three sets of snapshots.
Figure 5.19: The error changing with time for native ROM, normal \( a = 1.0 \) ROM, the combined ROM with two sets of snapshots, and the combined ROM with three sets of snapshots for the prediction of the flow with the oscillation amplitude \( a = 0.875 \).

Improvement of the error is significant. Even at the “unknown” amplitudes, the three sets model predicts the results almost as accurately as those “native” amplitudes. This means that by adding the third set of snapshots, our combined model has been improved and can keep the same high accuracy during the prediction of the entire range.
Figure 5.20: Comparison of flow field by iso-contour of Q-criterion at $a = 0.875$: (a) DNS flow field; (b) rebuilt result by native ROM prediction; (c) rebuilt result by the combined model with two sets of snapshots; (d) rebuilt result by the combined model with three sets of snapshots.
Figure 5.21: The error changing with time for native ROM, normal $a = 1.0$ ROM, the combined ROM with two sets of snapshots, and the combined ROM with three sets of snapshots for the prediction of the flow with the oscillation amplitude $a = 0.625$. 
Figure 5.22: Comparison of flow field by iso-contour of Q-criterion at $a = 0.625$: (a) DNS flow field; (b) rebuilt result by native ROM prediction; (c) rebuilt result by the combined model with two sets of snapshots; (d) rebuilt result by the combined model with three sets of snapshots.
Figure 5.23: The mean error of different ROMs to predict the flow of other amplitudes $a \in [0.5, 1]$. 
Chapter 6

Conclusion

In this study, a new global POD-Galerkin based ROM is developed by the author for dynamic problems with both fluid flow and moving solid boundaries/bodies. There are two approaches for the new ROM.

The first approach is the continuous approach, which defines the moving solid boundaries/bodies as a continuous time-varied domain. It is straight-forward, easy to apply, and can predict any kind of moving boundaries, no matter if it is rigid or flexible, flow-induced or prescribed, as long as the solid information is known. A series of flows with moving boundaries have been predicted by this method, including both two-dimensional and three-dimensional, both translational and rotational, and both rigid and flexible cases. The predictions match the simulation results accurately. The model in this dissertation with forcing preserves the dynamics and keeps its capability of capturing most energy of flow, while the traditional ROM without forcing term cannot be stable, and the flow structures will eventually damp out. However, this continuous approach is relatively time-consuming and hard to be pre-calculated, which undermines the benefit of using ROM.

The second approach is the decomposed approach, which is based on the continuous approach. By defining the moving solid boundaries/bodies as a characteristic function on the same combined fluid-solid domain, the POD-Galerkin projection method has also been applied on the moving solid boundaries/bodies. Thus, by decoupling time-dependent vari-
ables and fixed solid modes from time-varied solid domain, those time-varied parameters in the forcing terms of the continuous approach become constant and pre-calculated. This approach has been applied on both two-dimensional and three-dimensional, both translational and rotational cases with moving boundaries. Currently, only rigid body motions have been considered in this study, however, the decomposed approach still has the potential to predict prescribed flexible body motions. Same as the continuous approach, the decomposed approach preserves the dynamics and keeps its capability of capturing most energy of flow. The fluid structures and force results show that the forcing terms perform powerfully to maintain the dynamics of the system for large solid motions, especially the prescribed velocity terms which present as energy input and make the system stable, and allow the modeling of the prescribed solid motions. However, the decomposed approach is not suitable for some extremely complex flexible motions.

By analyzing the computational time cost by terms, the decomposed approach is demonstrated not only pre-calculated, but also much faster than the continuous approach. By combining the results of computational time cost and the contributions of different terms, the most expansive terms in both approaches are proven to be negligible, which can reduce the computational time cost for each approach significantly while the accuracy is still preserved.

This global ROM has also been employed to predict moving parametric variation problems. It can decouple the moving parameters from the fluid modes and make it explicit and applicable for parametric variation in the low-dimensional model, especially for the decomposed approach, which allows that the parametric variation does not affect any low-dimensional coefficients. Thus, based on the decomposed approach, the model in this dissertation is also pre-calculated for parametric variation. Different from other empirical terms which have been introduced by some researchers, the forcing term in this dissertation can represent not only the effects of moving boundaries, but also the moving parametric variation physically, accurately, and universally for all kinds of motions, especially for the rigid body moving problems. Based on this ROM, shift mode and combined models have been employed to improve stability and accuracy in model adaptation. Although the shift mode
has improved results for the Reynolds number variation for the fixed boundary problem, it fails to make improvements for the motion parameter variations. On the other hand, the combined model shows an impressive capability to significantly improve model adaptation to predict unknown states. By combining the information from two sets of snapshots at different parameters, the combined model, based on the solid-decomposed global ROM with forcing term, can predict the variation of moving parameters in a certain range physically and reasonable accurately, without introducing any extra computational time cost. By combining one more set of snapshots, the results can be further improved and become more accurate during the whole range of parametric variation.
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Appendix A

Decoupling of the Two-dimensional Pitching and Plunging Plate

For the two-dimensional pitching and plunging plate, the motion of the solid can be described as:

\[
x = a(t)I + R(X + \sum_{k=1}^{n} b_k(t)\psi_k(X)I),
\]

where \(x = (x, y)^T\) and \(X = (X, Y)^T\) are the locations of solid points in Eulerian frame and in the undeformed Lagrangian coordinate respectively, and \(I = (0, 1)^T\),

\[
R = \begin{bmatrix}
\cos \theta & -\sin \theta \\
n \sin \theta & \cos \theta 
\end{bmatrix}.
\]

So the motion in the undeformed Lagrangian coordinate can be written as:

\[
X = R^{-1}x - a(t)R^{-1}I - \sum_{k=1}^{n} b_k(t)\psi_k(X)I.
\]
From equation (A.1), by applying the time derivative, it can be written as:

$$V = \dot{x} = \dot{a}(t)I + \dot{R}X + \dot{R} \sum_{k=1}^{n} b_k(t) \psi_k(X)I + R \sum_{k=1}^{n} \dot{b}_k(t) \psi_k(X)I. \tag{A.3}$$

Put equation (A.2) into equation (A.3), and simplify it:

$$V = \dot{a}(t)I + \dot{R}R^{-1}x - a(t)\dot{R}R^{-1}I + R \sum_{k=1}^{n} \dot{b}_k(t) \psi_k(X)I. \tag{A.4}$$

Put the value of $R$ into the above equation,

$$V = \dot{a}(t) \begin{bmatrix} 0 \\ 1 \end{bmatrix} + \dot{\theta} \begin{bmatrix} -y \\ x \end{bmatrix} + a(t)\dot{\theta} \begin{bmatrix} 1 \\ 0 \end{bmatrix} + \sum_{k=1}^{n} \dot{b}_k(t) \cos \theta \begin{bmatrix} 0 \\ \psi_k(X) \end{bmatrix} - \sum_{k=1}^{n} \dot{b}_k(t) \sin \theta \begin{bmatrix} \psi_k(X) \\ 0 \end{bmatrix}. \tag{A.5}$$

From equation (A.2), $X$ can be written as:

$$X = \cos \theta x + \sin \theta y - a \sin \theta. \tag{A.6}$$

The version of $\psi$ can be any kind of functions, if it is too complex like $\sinh(X)$ and $\cosh(X)$ which will become $\sinh(x,t)$ and $\cosh(x,t)$, it cannot be separated. However, if $\psi$ are polynomials, it can be written as:

$$\psi(X) = \sum_{i} c_i(t)X^i, \tag{A.7}$$

and if we put equation (A.7) into it:

$$\psi(x,t) = \sum_{m} \sum_{n} p_m(t)q_n(t)x^m y^n, \tag{A.8}$$

and it can be separated now.