Techniques for Precise Energy Calibration of Particle Pixel Detectors
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We demonstrate techniques to improve the accuracy of the energy calibration of Timepix pixel detectors, used for measurement of energetic particles. The typical signal from such particles spreads among many pixels due to charge sharing effects. As a consequence, the deposited energy in each pixel cannot be reconstructed unless the detector is calibrated, limiting the usability of such signals for calibration. To avoid this shortcoming, we calibrate using low energy X-rays. However, charge sharing effects still occur, resulting in part of the energy being deposited in adjacent pixels, and possibly lost. This systematic error in the calibration process results in an error of about 5% in the energy measurements of calibrated devices. We use FLUKA simulations to assess the magnitude of charge sharing effects, allowing a corrected energy calibration to be performed on several Timepix pixel detectors and resulting in substantial improvement in energy deposition measurements. Next, we address shortcomings in calibration associated with the huge range (from kiloelectron-volts to megaelectron-volts) of energy deposited per pixel which result in a nonlinear energy response over the full range. We introduce a new method to characterize the non-linear response of the Timepix detectors at high input energies. We demonstrate improvement using a broad range of particle types and energies, showing that the new method reduces the energy measurement errors, in some cases by more than 90%.

I. INTRODUCTION: Dosimetry with Pixel Detectors

Improvements in microelectronics allow for ever more complex pixel architectures inside modern semiconductor radiation detectors. Dedicated front-end electronics can now be included in each pixel, allowing the capability to measure the deposited energy, and occasionally timing information, independently in each element. For these reasons, pixel detectors are broadly used in high energy physics, and are becoming popular in space dosimetry [1]-[4]. In dosimetric applications, they not only provide the measured flux, but allow for precise dE/dx measurements [5], [6], [7], and hence species and
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velocity analysis. New radiation detectors for future exploration missions developed by NASA are based on the Timepix pixel detectors [8], [9], a product of the Medipix2 collaboration. Timepix is a hybrid pixel detector, with a matrix of 256×256 pixels, each being 55×55 μm² square outline. Analog front-end electronics in each pixel provide charge amplification and shaping, while a digital front end allows for operation in one of three modes: counting mode, Time over Threshold (TOT) mode, or Time of Arrival (TOA) mode. The TOT mode is analogous to a multi-channel analyzer, allowing measurement of charge collected in the pixel. The signal resulting from an ionizing radiation event is shaped in the Timepix front end to an almost triangular voltage pulse. Using our preferred setting of $I_{krum} = 2$ ($I_{krum}$ is the Krummenacher current [10], which determines the pulse discharge speed), the typical length of this pulse is from microseconds up to hundreds of microseconds depending on the input signal. In the TOT mode, the number of clock cycles (we use a 10 MHz clock) over which the voltage pulse remains above an adjustable threshold is used to calculate the energy content of the event. This threshold applies to all pixels; it is set above the detector noise distribution, and thus allows elimination of all dark counts.

Accurately calibrating the Timepix for particle detection is highly challenging and typically a combination of gamma sources and fluorescent foils has been used, as described by Jakubek [11]. Settings suitable for many applications are discussed in Kroupa et al. [12]. We found that $I_{krum}$ set to 2 gives us best resolution while still allowing energy measurement of heavy ions, where for lower $I_{krum}$ one could reach the counter limit (11810 clocks). Due to internal differences between pixels, the calibration must be performed on a pixel-by-pixel basis.

II. Corrected calibration

To calibrate devices we start with Jakubek’s procedure utilizing laboratory gamma sources. Calibration data are collected using 5 mCi $^{241}$Am and 1 mCi $^{55}$Fe radioactive sources. The sources are placed in a holder roughly 1 cm above the sensor. Thin tin foil is positioned in between the americium source and sensor, providing an extra fluorescence line. The three points used for calibration are 5.99 keV (Fe), 25.27 keV (Sn), and 59.54 keV (Am).

Charge-sharing effects between pixels [13]-[16], however, lead to a systematic error in the calibration process, which becomes amplified with high-energy deposition events. Due to the finite thickness of the device (we use silicon sensors of 300 and 500 μm thicknesses and threshold of approximately 5 keV), the energy deposited at a single point produces a signal that can spread in several adjacent pixels. An X-ray photon interacting with a silicon sensor, for example, creates a photo-generated charge cloud, which is then separated by the detector bias voltage and collected at the...
electrodes. Diffusion, Coulombic repulsion, and possibly other effects, collectively referred to as charge sharing, lead to the charge cloud spreading laterally during the vertical transport to the collection electrodes, and can cause a point-like energy deposition to produce signals in multiple pixels. The total deposited energy is then proportional to the sum of the signals from all those pixels. However, if the signal deposited in the pixel is lower than threshold, the information is lost. We call the set of active pixels associated with one incident particle a cluster, the total energy deposited by a particle is referred to as the cluster volume, and the cluster height is defined as the value of the energy deposited in the pixel with the largest signal within the cluster.

When calibrating pixel detectors, the preferred procedure is to accept only those events where the deposited energy is registered in just a single pixel. This is because, prior to calibration, due to pixel differences, there is no easy way to determine the proportions of the total incoming energy received in each pixel in a multi-pixel event. Single pixel events, however, have a high probability of registering less than the total deposited energy, as neighboring pixels may receive a small amount of charge that falls below the detection threshold. This can be seen in Figure 1, which shows the dependence of the spectra measured over a 59.54 keV $^{241}$Am line, on the size of the pixel clusters produced. Pixel-by-pixel calibration was performed, using the standard single-pixel-event procedure, and so the peak of the single-pixel spectrum in Figure 1 is very close to the true value. For clusters with 4 pixels, however, the mean of total reconstructed energy is 66.5 keV. As this value is higher than the total energy of the interacting photon, we could assume that there is a systematic error in the calibration process caused by the fact that the energies recorded in the single-pixel calibration events were substantially lower than the energy of the incident photons.

![Figure 1 Example of overestimation of calibration using a $^{241}$Am gamma source.](image-url)
The energy of the 241Am line is a practical maximum one can use for calibration. As stated earlier, one must know the deposited energy in the pixel in order to use the signal for energy calibration, requiring the signal to be deposited entirely within one pixel. If more pixels are affected, the signal cannot be used, because the energy distribution among the pixels cannot be determined from measurement. For a Timepix with a 500 μm sensor, less than one third of the events from 241Am gamma source deposit signal into only one pixel. For higher energies, it would be difficult to obtain enough single pixel events for calibration in a reasonable timeframe.

A. **FLUKA Simulation**

To assess the effect of charge sharing on the calibration procedure, a FLUKA simulation study of the physical processes leading to energy deposition in the Timepix sensor was performed. FLUKA is a general purpose tool for calculations of particle transport and interactions with matter, covering an extended range of applications [17], [18]. The version of FLUKA used for the present study is FLUKA2011.2 from October 2014. A detailed description of the Timepix detector, the surrounding holder and the radioactive 241Am source together with the tin foil, was implemented in the simulation. Each detector pixel was subdivided into 11×11×100 cubic sub-volumes with edge of 5 μm for the purpose of precisely recording the energy deposition of particles traversing the silicon sensor volume. A simple model was developed in order to predict the charge carriers created in the sensor and their collection based on the energy deposited per sub-volume. This post-processing step addresses in a quasi-static approach both the diffusion of the charge carriers in the sensor volume during their vertical drift and induction of a signal on the collection plane.

Special attention was given to the electronic noise. An empirical description of the per-pixel noise was derived making use of the experimentally determined threshold distribution. A few free parameters in the model were determined by comparing predicted to measured spectra. The simulation estimates the amount of charge lost, below threshold, in neighboring pixels, when photons of the energies corresponding to the calibration sources are detected in single-pixel events, giving the actual amount of energy corresponding to each measured TOT. This correction is performed globally, rather than on a pixel-by-pixel basis.

The estimate of the deposited energy in the pixel from FLUKA for all three calibration lines is used as the input for calibration. New calibration is evaluated using data from stopping particles with well-known energy.

B. **Verification**
We verified the corrected calibration procedure using data obtained at the Tandem Van de Graaff facility at Brookhaven National Laboratory, using stopping protons of 5 MeV. It is important to say, however, that our simulation depends on internal parameters of the particular device, such as noise level and gain. Consequently, because we only produced the FLUKA simulation for a single device, we made small adjustments to the FLUKA-estimated parameters, until the best match between experimental and expected spectra was obtained. The estimates of the deposited energy using statistics from five devices are shown in Table I. In our comparisons, we will call calibration using the FLUKA-corrected input spectrum ‘corrected,’ while the calibration using the uncorrected source energies will be referred to as ‘standard.’

Table I Corrected calibration for 5 devices with 500 µm silicon chip

<table>
<thead>
<tr>
<th>Photon energy [keV]</th>
<th>Estimated single-pixel deposited energy - average of 5 devices [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.899</td>
<td>5.62 ± 0.04</td>
</tr>
<tr>
<td>25.27</td>
<td>23.88 ± 0.08</td>
</tr>
<tr>
<td>59.541</td>
<td>56.74 ± 0.35</td>
</tr>
</tbody>
</table>

Figure 2 shows the improved accuracy (more than 90% reduction of accuracy error, final accuracy better than 1%), when corrected input spectrum is used for calibration. The precision of the measurement is not affected. The stopping protons of 5 MeV were used to demonstrate this improvement, as those fully stop within the device and deposit all energy. Data were taken inside the vacuum chamber to eliminate energy losses in the air in order to guarantee best accuracy.

Protons 5 MeV 60 degree incidence

Figure 2 Comparison of the standard (“Old coef”) and corrected (“New coef”) calibration for 5 MeV stopping protons.
Ill. Advanced Calibration

A. Method

Another difficulty with the Timepix that makes calibration verification complex is the so-called saturation effect [12], resulting from oscillation of the front-end preamplifier under very large signals (>1 MeV per pixel). This effect is caused by undershooting of the preamplifier voltage which occurs for large input charges. This undershoot is processed in the comparator as a second, false signal. As the Timepix logic sums all signals during a measurement, the result of measurement with very large signal is the sum of the real and false ones.

Investigation showed that the saturation effect is in fact very similar to the behavior of the double-linear preamplifier. The response curve exhibits a linear region (except for a very low energy knee) up to about 850 keV, which is calibrated using either standard or our corrected procedure (referred to as the regular region). Above 1 MeV there is another linear part, but with a markedly different slope (referred to as the oscillation region). Between these two linear regions, there is a pronounced non-linearity in the response, meaning that there is no one-to-one correspondence between incoming energy and recorded TOT. This effect also means that the calibration is valid only for events where the signal is smaller than 850 keV per pixel. To overcome this shortcoming, we developed an advanced calibration procedure.

As mentioned above, it is difficult to deliver a known signal higher than 100 keV into the pixel. The advanced calibration procedure addresses this difficulty by collecting data using stopping protons at the Tandem Van de Graaff facility at different angles of incidence. The particle track length inside the pixel (and as a consequence also the cluster height) depends strongly on the incidence angle. The particle type and energy must be selected so that for perpendicular incidence, the response for the highest pixel in the cluster is in the oscillation region, while at shallow angles, the cluster height remains below 850 keV at regular region. We select particle type and energy such that they stop completely inside detector for all incident angles. The cluster volume should be the same for all angles, as we measure the total energy of the particle regardless of the angle of incidence. However, we observed that the cluster volume is higher for steep angles (closer to normal incidence), as the signal switches to the second linear part (oscillation region) and the modelled response from the original or corrected calibration is no longer applicable. In order to determine the slope of the oscillation region, we need to use events where only one pixel is collecting a large enough signal to be in the oscillation region. This pixel value corresponds then to cluster height. As the position of the oscillation region is not clear, we tested the procedure with different limits ranging from 800 keV to 1100 keV. The method is found to be robust with respect to definition of the oscillation region and to the limit energy, and we currently use 850 keV.
The measured cluster height is then corrected by the difference between the measured cluster volume and the cluster volume from the shallow-angle measurement. The energy of the protons we used was 5 MeV and results are shown in Figure 3. As modelling the spread of deposited charge inside the sensor is quite difficult, the particle energies suitable for this correction process are most safely determined by trial and error. The results, shown in Figure 3, give a linear correction for the oscillation region. Advanced calibration is then used after corrected calibration, if the signal in the pixel is higher than 850 keV.

B. Verification and testing

We verified the new calibration in broad range of dE/dx from low energy protons up to high energy neon. Table II and Table III show that there is improvement for both regular and oscillation regions when using our corrected and advanced calibration. For stopping particles, results are shown in Table II, for each particle type and energy, we formed a histogram of cluster volumes and used a Gaussian fit to characterize the accuracy of the cluster energy determination. For penetrating particles, we fitted the measured dE/dx spectra, with the Landau-Vavilov distribution, using particle energy as a free parameter. Results of reconstructed particle energy are shown in Table III. The uncorrected calibration has a tendency to over-predict deposited energy (positive error in Table II), which corresponds to a lower estimate of particle energy when the Landau-Vavilov fit is made (negative error in Table III).

![Advanced calibration curve](image)

Figure 3 Example of measured detector response function for 5 MeV protons measured under different incident angles (going from 60 to 0 with 10 degree step, from left to right). The blue data corresponds to the regular region, red data to the oscillation region. Black is a linear fit for the oscillation region.
Table II. Absolute verification of the advanced calibration using stopping particles.

<table>
<thead>
<tr>
<th>Primary</th>
<th>True energy (MeV/A)</th>
<th>Uncorrected Fit (MeV)</th>
<th>Corrected Fit (MeV)</th>
<th>Uncorrected Cluster Height (keV)</th>
<th>Error uncorrected</th>
<th>Error corrected</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>5</td>
<td>5.2</td>
<td>5.0</td>
<td>2272</td>
<td>4.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Li</td>
<td>10</td>
<td>12</td>
<td>9.7</td>
<td>2683</td>
<td>20.0</td>
<td>-3.0</td>
</tr>
<tr>
<td>Li</td>
<td>12</td>
<td>15.6</td>
<td>11.8</td>
<td>3125</td>
<td>30.0</td>
<td>-1.7</td>
</tr>
</tbody>
</table>

Table III. Verification of the advanced calibration for penetrating particles.

<table>
<thead>
<tr>
<th>Primary</th>
<th>True energy (MeV/A)</th>
<th>Uncorrected Fit (MeV)</th>
<th>Corrected Fit (MeV)</th>
<th>Uncorrected Cluster Height (keV)</th>
<th>Error uncorrected</th>
<th>Error corrected</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>480</td>
<td>424.3</td>
<td>478.1</td>
<td>213</td>
<td>-11.6</td>
<td>-0.4</td>
</tr>
<tr>
<td>H</td>
<td>180</td>
<td>155.7</td>
<td>168.3</td>
<td>370</td>
<td>-13.5</td>
<td>-6.5</td>
</tr>
<tr>
<td>He</td>
<td>400</td>
<td>372.8</td>
<td>416.9</td>
<td>789</td>
<td>-6.8</td>
<td>4.2</td>
</tr>
<tr>
<td>He</td>
<td>207.8</td>
<td>197.9</td>
<td>207.9</td>
<td>846</td>
<td>-4.8</td>
<td>0.0</td>
</tr>
<tr>
<td>He</td>
<td>113.5</td>
<td>61.6</td>
<td>105.9</td>
<td>933</td>
<td>-45.7</td>
<td>-6.7</td>
</tr>
<tr>
<td>H</td>
<td>28</td>
<td>25.4</td>
<td>27.4</td>
<td>1049</td>
<td>-9.3</td>
<td>-2.1</td>
</tr>
<tr>
<td>C</td>
<td>180</td>
<td>105.2</td>
<td>174.3</td>
<td>4415</td>
<td>-41.6</td>
<td>-3.2</td>
</tr>
<tr>
<td>O</td>
<td>430</td>
<td>200.4</td>
<td>418.9</td>
<td>4500</td>
<td>-53.4</td>
<td>-2.6</td>
</tr>
<tr>
<td>Ne</td>
<td>498.4</td>
<td>225.6</td>
<td>543.9</td>
<td>4546</td>
<td>-54.7</td>
<td>9.1</td>
</tr>
</tbody>
</table>

IV. Summary

We demonstrate techniques to correct two deficiencies in the energy measurements in Timepix detectors. The first effect we correct for is charge sharing, where originally point like signal is spread among multiple pixels. This results in a discrepancy between the incident and measured single-pixel energies, when exposing the detector to gamma sources used for calibration. This effect is common to many types of pixel detector, and becomes more serious with smaller pixel sizes. We use Monte-Carlo simulations to calculate the required correction. The second effect we correct for is a "saturation" effect observed in the Timepix, when the charge collected in the pixel corresponds to more than about 850 keV. This effect results in a steeper linear response at high energy deposition. We characterize this steeper response using stopping protons producing multipixel signals, selecting only those cases where the measured energy exceeds 850 keV in only one pixel. While this saturation effect is peculiar to the Timepix, the resulting regions of different linear response might occur in other ways, when pixel detector readout circuitry is designed to accommodate a very large range of energy depositions (from keV to MeV range). We thus anticipate that our methods might be useful for a substantial class of pixel
radiation detectors. We verified our new calibration with both penetrating and stopping particles from protons to neon showing improvement in energy measurement accuracy and lowering the error in some cases by 90%.
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