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Abstract

This thesis presents an energy harvesting wireless sensor network (EHvgBiMcture
customized for use within a space suit. The contribution ofékesarchspans both physical

(PHY) layer energyarvestingransceivedesign and appropriate medium access control (MAC)
layer solutionsThe EHWSN architectureonsists of star opologywith two types of

transceiver nodest poweredsateway Radio (GR)ode and multiplenergy harvesting (EH)
Bio-Sensor Radio (BSR) nodes. A GR node works as a central controller to receive data from
BSR nodes and managthe EHWSN via command packekow powerBSR nodes work to

obtain bidogical signals, packetizthe ddéa and transmit it tathe GR nock.

To demonstrate the feasibility of an EHWSN at the PHY layer, a representative BSR node is
designed and implemented. The BSR node is powered by a thermal energy harvesting system
(TEHS)which exploitsthe difference between themperaturesf a space suit'sooling garment

and the astronaut's body. It is shown that through appropriate control of theydietyn

transmission and receiving mald is possible for the transceiver to operate with teas

1mW power generated by the TEHSsuper capacitor, energy storagel EHS, acts as an

energy buffer between TEHS and power cornisgranits (processing ursand transceiver

radio). Thesuper capacitor charges when a BSR risdle sleep mode and disarges when the

node is activeThenode switches from sleep mode to active mode whenever the super capacitor
is fully charged. A voltage level monitor detects the system's energy level by measuring voltage
across the super capacitor.

Since the powegenerated bthe TEHS is extremely low(less than 1mW) and a BSR node
consumes relatively high power (approximately 250mW) during active mode, a BSR node must
work under an extremely low duty cycle (approximately 0.4%). This-ldiweduty cycle

complicates MAC layer design becaus BSR nde must sleep for more thaf.6% of overall
operation time. Another challenge for MAC layer design is the inability to predict when the BSR
node awakens from sleep mode duarnpredictability of the harvested energyerefore, tw

feasible MAClayer designs, SA (carrier sense ALOHA baseti) AC and GRI(gateway radio

initialized)-MAC, are proposed in this thesis.
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Chapter 1 - Introduction

1.1 Project Background
Thephysical and mental health of astronauts on a space missfien challenged by the harsh
operating environmen¥ariousdevices have been deveémjio track and predt astronaus
health statugh order to bothmaximize th& working efficiency as well as to ensure their safety
[1]. Research for this thesis correlateshe NASA EPSCoR projecNNX11AMO5A) whose
primary goal is to study the feasibility and implemenuatomized low poweandlow data rate
wireless sensor network (WSN) for use inside a space suit for biomedical application. The

project is divided into fiveéasks.

Task 1 determines physiological signals that can predict astronaut's fatigue during space
exploration mission and develop associated sensors to detect those physiological signals. Task 1
is a joint effort by Kinesiology department and ECE department telaieand utilize a

collection of field tests in the forwf an obstacle course in which individual tests mimic typical
EVAs [2]. Field tasks include lifting weighted boxes, climbing ladders and stairs, and

transporting weighted objects in a wheelbarrove (Sgure 1-1). For this task effort,

commercial biomedical sensors (i.e., Del¥ygno Electromyograph3] and 3aixs
accelerometgmwereplaced on meaningful spots on the body (seer€it}2) to acquire data for

further analysis.

Task 2 mainly focusesn testing and simulating the radio environment within a space suit.
Associated tasks include measuring path loss irsssgece suit with different transmission
frequency rang€315M, 433M, and 916M) and finding capable energy harveséiaignologies
tha can be used inside the space &ujrovide electrical energy to the transceiver node

designed in Task.3

Task3 is tadevelop arultra-low power energy harvesting wireless sensor network (EHWSN) to
obtainthe biological signalglentifiedby Taskl andransmit the data to space suit backpack



computerfor further analysisBesides, energyarvesting EH) transceiver node used in the
EHWSN is also designed in this task.

Task 4 is to create@mpacipackage for the transceiver node designed in TasidBio-

sensors designed in Task 1.

Task 5 mainly focusson public outreach.

Figurel-2: Using commercial sensorsabtain EMG signals and ACC signald] [



1.2 Thesis Goals

Thework in this thesis is primarily related to Task 3 of pneject The goals of this research
include designingraenergy harvesting system (EHS) whaan beused withina spacesuit,
developingan energy harvestin¢EH) transceiver node which can work with an extremely low

duty cycle ( ™ P), and presenting a feasible medium access control (MAC) layer design.

1.3 Understanding EHWSN

A wireless sensor network (WSN) is comprised of nodeddnat processing units, sensors,
antenna, power source, and radio frequency integrated circuit (RFIC) as radio transtdjivers [
WSN typically usebattery power as a power soukkile EHWSN usean energy harvesting

system (EHS) as a power source, conagranergy from the environment to electrical energy to
powerthe sensonodes. Energy from environment can be converted into electrical energy using
various energy harvesting (EH) techniques (see TableRor examplephotovoltaiccell that
convets sola energy to electrical energy is most widely used in our daily life. Solar keyboard
and solar calculator are two familiar applications of photovoltaic AHough the output power
from the EHS is extremely lows\V~mW) and various over time, with the ddgpment of ultra

low power electronics and energy storage techniques (e.g. low leakage super capacitor), EHWSN
becomes reality and attracts more and more researchers' attenti@g${b]However,

according tditerature therearevery few MAC layer desigrs which we can finduitable for the

EHWSN especially fothe piezoelectricor thermoelectricechniques based EHWSN.

EHWSN is used for this thesis because 1) batteries are forbidden inside space suits because of
safety concerns, thereby preventirgg ofbattery basetlVSN, 2) EHS does not require regular

repl acement, thereby reducing nodesd maintena
friendly compared to batterie€][8]. Preliminary study in9] finds that thermoelectric

generation is tamost suitable EH method for usingside a spacesuit compared with other

viable methods (piezoelectric and automatic watches), although the method has low output

voltage ( p mana) (solution for this drawback is shown in Section 2.2.3).



Tablel-1: Energyharvestingechniquesand harvested pow§28]

Harvesting technique; Source Efficiency Harvested power
Photovoltaic Ambient light 5~ 30% pTO7TIAIx p1t 7TAI
Piezoelectric Vibration/motion 1~10% tOTIAIx pm@7IA |

Thermoelectric Thermal energy (humary  0.1~3% o TOTIA |
Antennas RF(cell phone) 50 % O 7TIA |

1.4EHWSN DesignOverview

TheEHWSN designed in this thed@llows a star topology, in which a gateway radio (GR)

works as central node and multighéo-sensorsadio (BSR) work as sub nodéseeFigurel-3).

A subtledifference from traditional EHWSN in whicall the nodes are EH nodes, is that the GR
node in our EHWSNs powered by the backpack battery of space suitlaeatbynot energy
constrainedSinceBSR nodes powered by EHS @dremely power constined, one major goal

of our MAC layer design is to shift power consumption pressure from BSR nodes to GR node as

much as possible, which is different from the comstsan existing MAC layer designs.

GR node
BSR BSR
BSR node1
. BSR nOde2 T nOde n-1 nOden

Figurel-3: Overview of a Star Topology Network

1.5Thesis Contributions and Organization

This thesis has following contributions:



First, we desigm feasible thermal energy harvesting system (TEHSHrdie used within a
spacesuit. Sincethermal electrigenerato(TEG) needstemperature differdral to generate
electrical powerpne approach is to exploit the difference between astronadystemperature

and the cooling garment that is worn. However, the key challenge is to ensure that there is
adequate physical contact between the TEG terminals and the body/cooling garment. A creative

solution to this problem has been designedianpdemenedas discussed in Section 2.2.4.

Second, welesign and implemeiat transceiver noddat can operate in energy constrained
environments. Specifically, titeansceivenode works wittextremely low duty cycle ( @ B

by staying insleep moddor most ofthe operatioal time. Analysis in Section 2.3gFesentshat
power generates during sleeplmW)andpower consume§ 250mW)during active modes.
Both hardware and software desmgpect®f a transceiver node agéscussedn Chapter 2.
Additionally, atthe end of Chapter 2, we illustrate a way to calculate maximum sampling rate
which can be supported by our EH transceiver node. Based on the simudstitisour system
canachieveas high as 4.5Hz sampling rate by using current EH transceiveraltwegh the

rate up to 300Hz may be feasible in the future as noted in the conclusion in section 4.2.

Finally, thanks toour special EHWSN constructianith one powemunconstrained nod&R

nodg and multiple extremely powaonstrained nodd8SR node} very fewexistingmedia
access control (MAC) layer design can be directly usedir system. Two feasible MAC layer
designsCSA (carrier sense ALOHA based)) AC and GRI(gateway radianitialized)-MAC, are
present for our EHWSN in Chapter 3. Since th&evap time of EH transceiver node (BSR

node) is unpredictable, both MAC layer designs are asynchronoussiesigmch BSR nodes
have not to transmit data packets in fixed time slot€SA-MAC, if the channels detecedto

be clear, a BSR node can transmit a packet whenever the node is ready and a GR node keep
listening to the channel all the time. In GRAC, a GR node always keeps transmitting beacons
to inform an avake BSR node to transmit a data packet. BdhC desgns are modified from
existing MAC layer desigstto shift the power consumption pressure from powenstrained

nodes (BSR node) to powanconstrained node (GR node). Tdetails ofMAC layerdesignare
provided in Chapter 3.



Chapter 2 - Physical (PHY) Layer

2.1 Overall Description of Hardware System
The hardware system tife energy harvesting wireless sensor netwBHWSN) studiedin this
thesisconsists of two types of transceiver nodes-8ensor Radio (BSR) node and Gateway
Radio (GR) node.
BSR Node
Multiple BSR nodes, which are placed on varimgationson the human body to obtain
different types of vital signals, are presentiaEHWSN. Aftercollecting biomedical signal,
digitizing them, andconverting the signals to data pack&SR nodes send tipackes to the
GR node. A BSR node is comprised of two main partskegee?2-1): a daughter board (DB)
andK-StateNASA Body Area Network Development Board ANDB), also known athe
mother board (MB). Daughter boawakks include providg power to arentire BSR node
acquiring vital signals frorhuman bodyand being a part of the antenna as discussed;in [9]
mother boardasks include converting and storing incoming data fdannghter boarduilding
and transmitting a data packet to GR node, mangmagr utilization, and responding to the
incoming command packet from GR notiajor components othe BSR node are shown in
Table 21.

Table2-1: Part Name and Part Number

DaughterBoard
Part Name PartNumber
AccelerometeiSensor ADXL330
Ultralow Voltage Stepip Converter LTC3108
Super Capacitor AVX BestCap (0050mF/5.5V)

Mother Board

Part Name Part Number
Held ProgrammableGate Array (FPGA) ActelAGL1000
Microcontroller(uC) ATmega 1284P
RFMicro-transceiver(RFIC) K-State research IC
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: Daughter Board (DB) :
| |
| |
| |
| |
| |
Data Out | I
| Sensor Power System o
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| Power _________ !
Sub-branch of Power Supply
Supply Line Line
I 1
I KANDB I
| |
: r——ub—'———‘: |r FPGA —I :
| | I I |
I | [CommandtouCc | Decode - ! |
: : | Ifor Processing Packet [~ Demadulation | :
| | Energy | | I I |
| | | Level I : : |
I 1 | Monitor : ) : I '
L P! Build a Packet ) Programing | | Commind
I [ | data Bursting RFIC | Facket,
| | | I Packet | |
. A | |
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L _ Clock| _ RegofRFIC | | o
o ~Tne | T RFAIC T
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Figure2-1: Block Diagram of a BSR Node



GR Node

Only one GR node is present in each EHWSN. The primary function of the GR noé&ey(see

2-2) is to receive and decode data packets from BSR nodes and then transmit the data part to a

computer in the backpack of a space suit. A GR node attis W6SN organizer via command

packes. It consists of a mother boaothly because the GR node is ditlg powered by the

space

suitdos backpack and the node
Power Supply
From Backpack
of Space-Suit
r-— " " """V VT B
|
KANDB |
|
__________________________ |
" FPGA i |
| I |
Data o the Computer | Decode . | |
| Packet []Demodulation <= |
I Feed back | :
I Signal : |
| . I |
| |Builda Packet || Programing | | Data |
: Command Bursting RAC ! |Packet
| | Packet | |
. ] I |
Shift Value to |
————————— - Reg of RFIC : ]
| L T ek | bRl o
| Glock ) RFIC I
I uc I | Line Data Packet | 1 |
| | Receving | | |
} Power Control } | | Providing / Command || interma
| | (FPGA, RFIC) || I System Clock Packet : :
: : | Transmitting | | |
- - e— 4 1
|
.- - il

Figure2-2: Block Diagram of a BSR Node

does

Since the BSR node and GR node have sirhgadware and software designdEHWSN

efficiency is limited by BSR nodeperformancetheremaindeiof this chapteprimarily focuses

ontheBSR nodeThe daughter board is discussed first followed kigscriptionof themother

board.

not



2.2 Daughter Boad
2.2.1 Daughter Board Description

As mentioned, thdaughter boartias twomaintasks: obtairvital signak from thehuman bog
using a builin sensor angrovide enough power 0ANDB using the Energy Harvesting (EH)
Systemln addition, thedaughteiboardcontains antenna circuit dsscussean [9]. A top view

of daughter boart shown inFigure2-3 and a block diagram is shownkgure2-4.

Figure2-3: Daughter Board Top View

Daughter Board (DB)
Physiological input
from Human Body N
DATAtouC
of KANDE Sensor Super Cap
50mF, 5v
Power line from /|\ ( )
uC of KANDB
Charging & 47

Voltage Discharging

Step-Up Line

Converter
v_out 1

(I;r{wjtemal"i TEG 1 TEG
nnect
Lin{ #1 = #1
v_out2 To Regulator 1
and Regulator 2
of KANDB
7

Figure2-4: Daughter Board Block Diagram



2.2.2 Sensors
Various sensors are needed to monitor the health condition of an astronaut. Sensor types and
their reasonable sampling rates are shown in TaBle 2

Table2-2: Sampling rate and number of sensors needealnfBHWSNwithin a spacesuit

Sampling Rate _
Types of Sensor units
(samples/second)
Electromyography (EMG) 500 Multiple (TBD)
Electrocardiogram (ECG) 250 1
Regiration Rate Senor (RR$ 200 1
Pulse Oximeter (PO) 240 1
Accelerometer (ACC) 50 ~ 200 Multiple (TBD)

2.2.3 Thermal Energy Harvesting System
As shown inFigure2-5, the Thermal Energy Harvesting System (TEHS), the core part of a
daughter boardconsists of a thermal electgenerator (TEG)yoltage stepup converter, and
super cap (50mF).

Whenbodytemperature is appligd thei hot ¢ si de of a TEG atod | ow t
thefi c ol d 0, can bdeused asEa@hergy convertor to transférermal energy to electrical
energy.Larger temperature difference between two sidekest EG will produce higher output

power P]. Since the output voltage of TEGs is too low to be used (approximately 90 mV) to

powerthe mother boardlirectly, an ultralowvoltage stepup converter (UVSC) must be

employed. UVSC can operate from inpatdeas20 mV and provide selectable output voltage

(Vout) of 4.1V, or 5V 0. TheUVSC output (Voutl) connects with a super capacitor which

acts agheenergy storagelementf this systemThe energy conditiors monitored by

measuring voltage across the super capagging an A to D converter on tmother boarénd

also within the UVSC on théaughter boardDifferent Vout settings haveoorespondingly

different working ranges (s@eable23). When Vouivoltage across the super capacitals

10



below the working range switchin the UVSCturns off in order to shut down tmeother board

For example, if Vout is set to 4.1V, the switchusned off when voltage across the super
capacitor falls below 3.7VT'he switch is turned back on when voltage across the super capacitor
rises above 3.8V. Therefore, voltage of the super capacitor must stay within working range to
ensure smooth operation the entire systenThe mother boaranonitors the voltage to regulate

the voltage and avoid this condition.

4.1V/5V Power Out

sSwW

Voltage
Step-Up
TEGs 1 Converter Super

CAP”—

~

Figure2-5: Thermal Energy Harvesting System

Table2-3: Vout and its working range

Vout Working Range
4.1V 3.8V ~4.1V
5.0V 4.6V ~ 5.0V

2.2.4 Testing Setup and Results
1. Charging Current with Power supply
Because duty cycle Isnited bythe ratio of charging current to the super capawittr the
mother boardn sleep modand discharging current essumed by mother boand activemode
(see Section 2.3.4), charging current is the key parameter in order to evaluate th@dEHS.
access t maximum charging current possibly with the UV &@owersupplywith 100mV was
used to mimiche TEG (seeFigure2-6). Because charging current is difficult to measure

directly, the current was found by using Equation 212.4

i= —c, (2.2.41)

11



whereu is the voltage across the super capaditisrthe time of super capacitor charging, and C
is the value of the super capacitor (F9mAfter UVSC is powered by the power supply, super
capacitorbeginschargingt is recodedstartingwhen 2Vis observed at the testing point with
steps of 0.2V and stops being recorded when the super capacitor is fully charged (5V).
Measured results af andt are shown irFigure2-11. The charging curreribund using Equation

2.2.41 at different charging voltages shownFigure2-12.

Power Supply Testing Point
R Voltage  |vout /(Voltage)
% V_in Step-Up Super " Charging

omvl - Converter | ap —— Current
~

Figure2-6: Measurement setup with power supply

2. Charging Current with TEGs

In this test, two palleledTEGs are used as a power source to power the voltagestep
converter(seeFigure2-7). Since TEG needs temperature difference to create output gbeer,
hot side othe TEG shouldtouchthehigh temperature object (body skin) ahdcold side
shouldtouchthelow temperature object (ice bag). However, TEGs are located betaaber
boardanddaughter boar¢seeFigure2-8) made from thermal isolation material, thereby making

TEGs impossible touching with high or low temperature object directly

Testing Point
Voltage  |vout /(Voltage)

V_in Step-Up -
| | Converter ﬁ“A%er:: %Srrgel.:f]
TEG TEG

——

Figure2-7: Measurement set up with TEGs

~
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- g.'\\
| A\% 2
- - L N N v R
o°In N3a AH0OML3N 93AYY ACQOE 9SYnN

Figure2-8: Combination omother boardnddaughter board

A model designed tprovide maximum thermal flowg shown inFigure2-9. On one side, a
0.019 Inch thicknessoppemlate bent with U shape to bypass thether boara&onnects cold
side of TEG with ice baf) 2 B); on-the other side, thermal starting from drr@ B) going
throughanother0.076 Inchthicknesscopperplate and vias filled with thermal paste to the hot
side of TEG. Since the copper is thermal conductor with lgtythermalconductivity 401 W/
(m K)) and is reasonabléick, very little temperature is changed when thermal flows through
copperplate. A testing set up is showrrigure2-10. Measuring steps are similar as above and
the measurement results are showRigure2-11, andFigure2-12. From the testing results we
can see that, when testing with TEGs, it s@dund 8minutesto charge the super capacitor
from 2V to 5V, and the average chargmgrent is around 250uA he testing with TEGkas
better performancprobablybecause the TEGs have lower outipgpedancehan the power

supplyat the low voltages used

Ice bag (cold side)

Copperplate
0.019 Inch-_ | | |
Thickness \MB

TEG Vias filled with
Copperplate themmal pasteDB
0076 Inch
Thickness .

Arm (hot side) Thermal Flow

Figure2-9: Testing set up model
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Figure2-10: Real testing set up

Charging Time Vs Voltage

TEG e
— ——POWER SUPPLY -

Voltage Across Super Cap(V)

0 100 200 300 400 500 500 700
Time(s)

Figure2-11. Charging time vs. Voltagacross super capacit@rsing 100mV power supply or
TEG at input to step up converter)
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Yoltage Vs Charging Current

TEG
———POWER SUPPLY

015+ e

0.1t L

DDS 1 1 1 1 1
2 25 3 35 4 4.5 5

Yoltage Across Super Cap(y)

Figure2-12: Charging curreninto super capacitafusing 100mV power supply vs. using TEGS)

3. TEHS Overall Output Power

To further assess the thermal energy harvesting output capalufities TEGsaload resistor
wasplaced across the super capacitor to determine average power aveitlaldl@0% duty

cycle operationKigure2-13). One of three conditions musappen when adjusting load resistor
value: 1) the voltage across super capacitor decreases, indicating that load power is greater than
TEHS overall output power; 2he voltage increases, indicatitigat load power is less than

TEHS overall output power;) 3he voltage remains stable, indicatthgt load power equals to

TEHS overall output power. The resistor value which keeps the voltage remaining stable is
recorded aTable 24 and the TEHS overall output power can be calculated by 0

w Y
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Voltage
vin - Step-Up

TEG | | TEG

Converter

Vout /

Testing Point

Super RC"ﬁarging
CAP —__ Current R_load

~

Figure2-13: Output power measurement set up

Table2-4: TEHS overall output power measurement

Load resistor | Voltage at testingoint Load power | TEHS output power
Y ) (@) © ) © )
28kw 4.95Vv 0.87mwW 0.87mwW

Based on previous test results (with TEGS), the output power is aBdotW.which is a little

bit higher thard measured in this testorsidering theemperature vagsover time, this

little error is acceptable. However, the temperature of ice bag is ab@)avhich must be

lowerthan theemperature ofooling garment, sturther test withirareal space suis needed

to get moraealisticO
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2.3K-State-NASA Body Area Network Development Board
2.3.1 Hardware Description of Mother Board

The mother board, shown igure2-14 (top view) andrigure2-15 (block diagram), mainly
contains two regulatorg,microcontroller (uC), a RFIGnd a field programmable gate array

(FPGA).

Figure2-14: Top view of mother board

From v_out2 of
Daughter Board
for Monitoring
From v_out2 K.AN DB Voltage cross
of DB Super Cap
Regulator 1| 3 3y i
Power|Line to
3.3v Output | Sensof of DB
: ucC
|
Regulator 2 1 5v |
o 1.5v Qutput — | Bi-direction Data
| Communication
1~
- >]
N
Antenna
RFIC Bi=directiion Data FPGA
Communication

Figure2-15: Block diagram of mother board
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Regulators

Two regulatorgn the mother board work with input voltage range spans of 3.7V to 5.0V.
Regulator 1 convestincoming voltage to 3.3 V to powére uC, the FPGA, and the RFIC.
Regulator 2 convertisicoming voltage to 1.5V to powéne FPGA core logic Both regulators
contain an enable pin that can be used to activate or deactivate the output FbleagRV
regulator isactiveconstantlyto power uCand draws a quiesceairrentof approximate2uA
[11]. Theenable pin of th&.5V regulator i<ontrolledby theuC topower down the FPGA

during sleep.

uC

Three main tasks of the uC include operating as a power manager, functioning as an analog to
digital converter (ADC), and working as a data storage buffex.uC canndividually turn the

power supply on or off forach component (Regulator2, RFIC, FPGA, and sensor) on a BSR
node. When actingsa power manager, the ulacesboard in differentypes ofmodes (details

in Section 2.3.2) according to tbarrent energy level that it monitdoy measuringhevoltage

across the super capacitom the BSR daughter boaM/hen acting as an ADC and a storage
buffer, the uC coverts input aalog signals to-®it digital signak and then stores the digital

signakin the data buffer, as described in Section 2.3.2.

FPGA
FPGA has four main functions: data processing, packet formaiialirection communication
with uC, and RFIC programmirtg build or decode a data pack8eeSection 2.3.2or details

for each function

RFIC and Energy Detection

The RF integrated cirt(RFIC) is used to modulate and demodulate incoming data onto 433
MHz carrier. The FPGA controls the RFIC by setting value of thbiirogrammable register
(seeFigure2-17) . When the RFIC is set to fAreceei veo
Figure2-16) can be used as a received signal strength indicator (RSSI) to indicate the link

quality.

18
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Full Status Register

1 3 3 3

Spare| RSSI Synth Lock | Temperature

Figure2-16: Status register fields

Full Programmmg Register
. 4 8 14 33

Spare | Cal | Control | Gam | VCO/Synth

Figure2-17: Programming register fields

2.3.2 SoftwareDescription of Mother Board
2.3.2.1Transmission mode
The primaryfunctions ofthe mother boardoftwareinclude controlling the active mode/sleep
mode duty cyclesamplingsensodata, creatinglatapacketsand controlling the RFIC to

transmit and receive these packets. In transmit mode, the software operation is described in
Figure2-18.

On chip data | super CAP
fully charged

Build Program 61 Bit array to RFIC s
Packets RFIC

Analog data -
from snensor ADC

Figure2-18: Software design overview for transmission mode

A. ADC andOn-chip DataBuffer

Sincepacket size reduction amsdfficientprecision(precision = V_reff ) are goals, an-8it
ADC (12mV precision with 3.3V reference voltage) is employed in this de&ftgr.one ADC

conversionan 8bit byte is storal in theon-chip databuffer. For specific type of sensor, it needs

19



to take more than one value per sample time. For exampéecelerometerACC) sensor neexl

to obtain 3 values @axis, yaxis, and zaxis) per sample, thereby 3 bysteredin the onchip

data buffer for each sample tinddaximum buffer size is set to 256 byt&iffer size could not

be too large (e.g. over 300 bytes) because data must be transmittedwsglanless due to

working range of UVS(seeTable 23) andhigh Tx mode current consumpti¢ge1mA). Buffer

size could not be too small (e.g. less than 50 bytes) in order to avoid transmit efficiency
reduction due to packet having fixed preamble length and CRC bits. When the super capacitor is
fully charged, uC sends @astored in then-chip databuffer to FPGA via serial peripheral

interface (SPI) for creating a packet.

B. Packet Creation and RFIC Programming

Packet formats

In wireless communication, data is most oftemsmitted in the form of paclefTwo types of
packets are used in this design: data packetd~{gae2-19) and command packets (deigure
2-20). Each type is formatted to achieve ga@tieoffbetweerperformanceand data

transmission efficiency when operating at extremely low power.

(1) Data Packet:
A data packet consists of:
1 4-byte synowvord: "010101..." sequence and a "111" to indicate the end of the sync word
1 1-byte ID &Type: 6bit ID that can define up to 64 BSR nodes adiit t ype al way :
for data packet
1-byte size: identies the number of bytes in the "data" (up to 256)
4 to 256-byte data payload
4-byte CRC
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Preamble ‘

Svnc Word
(4-byte)

1D Type Size

Data

(6-bit) | (2-bits) | (1-byte) | (4 = 256 byte)

CRC
(4-byte)

(2) Command Packet:

Data Packet

Figure2-19: Data Packet

A command packet consists of:

1 4-byte sync word: "010101..sequence and "111" to indicate the end of the sync word
1 1-byte ID & Type & Parity Chek 6-bit ID that can define up to 64 sensorsjitLtype

al ways

606 f or clotpamtgpcheck packet, and 1

1 1-byte command & Parity Check:kit Command (up to 128 camands) and-bit parity

check

The

Preamble '

Svne Word
(4-byte)

ID & Type & Parity Check Command & Paritv Check

(l—byte)

(1I-byte)

Command Packet

Figure2-20: Command Packet

i Sy nisca mdderatelléngth e qu e nc e

ehdifivd Owidildwafil110 to
receiver to synchronize toonfirm the incoming packeand locatethe beginning field. In [12]

[13], extensive analyses have been done to decide the necessary length of syBmemrd.

multiple transmitteréBSR nodes) arased, the ID defire

t he

Afsendipagketsour ceo

Two types ofpadket are used in the system: doetransmitting data and another for

transmitti mypedbc dmmancdci n@és

isvaftenimand packat argatac k e t

packet. If a packeas a data packet, th&ized indicates the number of bytesdita (command
w e dtores dhta tominigend gn-chip ilddautfea. dhe last parof

pak e t

i s

not
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data packeits Cyclic Redundancy Check (CRC). If a packet is a command packet, the command

and parity check field are combined to minimize the packet size.

2.3.2.2 Receiving Mode
The software design of the receiving mode focuses on the processing of incoming data after the
demodulation process performed by the FPGA and is the subject of a parallel research project
covering demodulation bisynchronizationard packet detectiofiL3]. The primary functions of
receiving modesoftwareinclude synchronization of incoming data, detection of the sync word,

and packet processing. An overviblock diagram of the design is shownkigure2-21.

IF signal . Serial Data.| Edge Detect for [Serial Data. | Sync word
from RAC"| Demodulation Output synchronization | Output Detection
<
8 Bit 6 Bit
— Packet decode va Data / C_ommand
Processing
heck Pass
Signal
8 Bit, Calculate
< 7| CRC

Figure2-21 Block Diagram of Receive Design

Synchronization ofincoming data

Due to limitations of theltra-low powerdemodulation methodsed data out othe
demodulatiorstep may be slightly distorted and witlketincoming data rate increased, the
distortion becomes more and more serious fsgare2-22 andFigure2-23) [13].If incoming

data is continuously sampled by the software design without taking corrective action, distortion
accumulates and bit error ocsubistortion accumulation is avoided by calibrating the start time
of samplingwhereveranedge(either positive ohegativeedge) of incoming datia detected

(See 224). However, errors still occur if incoming data rate is high. Based on the {&8{,in
probability of error reception increases from 1% to 10% with incoming data rate rodpdirogn
10kbits/s to 30kbits/g=or this reason, the data rate used in this project is currently limited to
10kbits/s.
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Prevu iz i ] Maise Filter Off

100y oows 452,400, S6.0my <0Hoootzzs |

Figure2-22: Demodulation test results with 10kfsiincoming data rate (the top line shows the

original incoming data and second line shows the data after demodulagpn) [

Stop [ g - ] Moise Filter Off

100 [[1oows 302,500, 7 360my < 10Hfpn0400 ]

Figure2-23: Demodulation test results with 30kfsiincoming data rate (the top line shows the

original incoming data and second line shows the data out from demodula8pn) [
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Senal Data In .| petect a Edge

L A edge detected
Counter: counter during count period
for half bit period

A edge detected

during count period No edge detected
during count period

Counter: counter Sample
for full bit period Take a sample |~ o165

No edge detected
during count period

Figure2-24: Block Diagram ofEdge Detetion Method

Detecton of sync word
Two main steps detect the sync word:

1 Verification that incoming data is a sync word

1 Determination of the end of sync work
As discussed in Section 2.3.2 Packet format,
allowing di stinction between sync word and noi se.
is detected, a sync word is assumed; then a p

of sync wordand begin data processing

Packet processing

The incomiry packet is decoded by following the order of the packetsfidlde block diagram

of packet processing is shownkigure2-25. First, the ID field is checked to ensure that the

packet originates from the desi pa&kkttanode. Then
determination must be made as to whether the packet is a command or a data packet. When a
command packet is received and the packet passes parity check, the command will be further
processed; when a data packet is received and9&3$3C check,ata reception is confirmed

When an incoming packet does not pass the check (parity or CRC check}diver node
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transmitsa Re-send command packet tcetbriginating node inform it tee-transmitthe previous

packet
Data Packet. | Decode Retrieve |Data to
Packet size Data Computer :
Packet in
—— > Decode ID Verify Type
Decode Response to
Command “| Command Command
Packet

Figure2-25: Block diagram of packet processing

Operation modes and duty cycle considerations

A BSR nodeoperates in three modesdeep mode (SM), datammpling mode (DSM)andactive
mode AM) (Figure2-26). During sleep modeuC worksin powersave mode witlan external
low frequency crystal controlled 32 KHaock to minimize power use while maintaining
accurate timingAll other components, including RFIC, Regulator2, and FPGA, are turned off.
The currenin sleep mode)() is approximately 6 ~ 1A (data sheet) and the period 91 (4 )

is around 1 over the sensordata sampling rate™Q ). When SM is finishedthe system
immediately proceeds to DSMhe task oDSM is to convert analogignalsfrom the daughter
board to 8bit data wordsand storehe data in an eohip buffer. In DSM, the microcontroller
works with an 8MHz internal clock, and the current () of the systm increases to
approximately 4nA (data sheet). The period BEM (4 ) is very short (25~75 us) compdr®
the SM (approximately second. WhenDSM is finished, the systemeturns to SMThe system
proceedso AM whenthe super capacitor iwlly charged During AM, the uCturns on the
FPGA and RFICGn order to transmit (Tx) or receive (Rayacket apreviously described. The
period of AM @ ) can be calculated by

4 0 — 4 (2.3.41)

where"Q is transmitbit rate,0 is the packet length, ad is nodelisteningtime. If a
BSR is a transmionly node, thel would be zero. However, for the protocols discussed in

Chapter 3, monzero4 would be used.
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Curmrent A

AM AM
la == e mmmm e e e
NSM
DSM DSM DSM

| ds [ ____ I

SM SM H H SM
I_s

Time

>

Figure2-26. Time Sequence VS CurrentNJS Sleep mode; BM: Data Samling mode; AM

Active mode NSM: Nominal sleep modge

Since the data sampling and active mode currents are much higher than the charging current to

the energy harvesting storagagpacitor, the most difficultaat of design is achieving acceptable

bio sensor data rate. To quantity this constraint, we next look at the current consuewgtioh

the major components.

2.3.3 Testing Results and Analysis

1. Current consumption of different modes

Figure2-27 depicts the measurement set Mgasuredurrent consumptions for different modes

are recorded in Table®

Current meter
( Agilent 34001A)
+ -

9] 0

Power Supply
(hp E3616A)

GND Vv
(] O

v+

GND

Mother
Board

Figure2-27. Current measurement set up
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Table2-5: Current measurement results

Current
Mode Types GComponents Turned on (measuremeny
sleep mode (SM) uC(sleep),Regulator 1&2, 8uA
Data sampling mode(DSN uC(active), ACC sensor 4.7mA
Tx mode uC(active), FPGA, RFIC, Regulator 51mA
Rx mode uC(active), FPGA, RFIC, Regulator 30mA

2. Testing with combined mother board and daughter board

In this test, instead @ power supplythedaughter board/as employed to powdine mother
board A test point was put on the super capacitor to motti®roltage changing when the
mother boaraperated in different modé&igure2-28 shows that the tested voltage decreased
when a BSR node ran in AM (Tx mode at this test) and increased with much sloweneats
returrs to sleep modeThe packet transmission last 89.6 with 10kbits/s transmission rate and
the voltage acroghe super capacitor drops approximately 98mV, from which the current

consumptiorof packet transmissioran be calculated to be 53.4mA.

Muise Filter Off

=

[A00ms  56dd16ms |l < = 10 Hz
{@EBFren Hi 7 Over  0000% |
200 ||/ iFreq : 7

Figure2-28. Combinational test output (top yellow signal shows a transmitted packet and the

blue signal shows the voltage change across the super capacitor)
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2.3.4Duty Cycle Analysis
A. Duty Cycle Calculation
To simplify duty cycle calculation, SM and DSd¢n becombined as a dininal Sleep Mode
(NSM). The total time of the NSMITTNSM)is. 4 4 ) . 4 ,where N is the number of
DSMsbetween twAM. The duty cyclas thencalculatedas

Duty Cycle , 41 4 h. 4] 4 (2.3.41)

To find the period of active modé ( ), Equation (2.2.4L) can be written as
d=—=C (2.3.42)

whereQ us the voltage differencé/(o ) before and after AM mod&js the AM current
(O ), Cis the value of the super capacitor (50mF),dtnslthe discharging time of the super

capacitor equald tothe period of AM 4 ):

y
4 =—— ¢ (2.3.43)

Similarly, the total time of NSM (NTs) can be writtes

Yo o

NTs el QO 2.3.44

@ari a ( )
whereY® is the voltage difference before moving into NSM and after leaving NSM to
AM, andO is the charging current of the super capacitor during NSM. The super capacitor

must be fully charged before moving into AM in ordectmnpromisehe power cosumed
during AM. Therefore,

Yo Yo (2.3.45)
When Equations (2.3-3), (2.3.44), and (2.3.46) are combined, the new expression of duty

cycle is

Gavi Qo
Qs

When supply current comes out from the daughter béarg, (t splits into two branches: one

Duty Cycle (2.3.46)

branch goe$o themother boardo maintain NSM'O ) and another one goes to charge the

super capator (O ) (Figure2-29).
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IDE' INSM

Super Cap — l Icha*rge

N

Figure2-29: Current flow duringNSM

According toFigure2-29,
§O) © © (2.3.47)
where'O can be calculated by

" A0 JAdAo  )HAO )ibio
O 46 45 o 46 ) ) 4

Because the SM period equals to the time between two D&Ms1('Q ), Equation (2.3.46)

— (2.3.48)

can be written as
O ) ) 4. °Q (2.3.49)

B. Maximum Data Sampling Rate Analysisvithout Rx Mode
The maximum data sampling rate (MDSRyhich defineghe maximum datthatcan be taken
during TTNSM and successfully be transmitted during AM, is an indicator of system capability.
According to Equations (2.39) and (2.3.47), when the data sampling raf@ () is increased,
O is decreased. Therefore, the hatgdsnergy© ) decreased with fixed
harvesting time. In addition, the energy consunt@d ( ) during AM mode increased

because more data obtained during TTNSM period required transmission. Becaasmot be

too high tomakeO exceedO , Q was limited by thedllowing inequality

O O (2.3.410
Given an energy harvestingtime4 . — ), anenergy harvesting currei® ), and an
EHS output voltages§ ), the’O can be derived as
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O w .40 (2.3.411)
When Equation (2.3-9) and Equabn (2.3.47) were substituted into Equation (2-3.4), a new

expression 0D was evolved.”Q is shown as
O w . — ) 4 (2.3.412

Because BSR nodes are powenstrained, ideal energy utilization uses all the energy to
transmit data without wasting energy to listen to the chanrted. expression o6 under
this ideal condition (without considering Rx mode) is shown as

% 6 4 ) 6 4) (2.3.413)
where6 s input voltage of mother boattiat equals too ,) is the Tx mode current

consumption, andt is the packet transmission time which can be calculated as

4 O (— (2.3.414)

where, is the length of preamble part (bits) of a packet,and is the length of data
part (bits) of a packet. is decided by the number of data sampled during TTNSM and
calculated by

0 ye. (2.3.415)
wherel , which is variously based on the type of senisdhetotal number of data sampled
during each DSM. For examplethe accelerometesensolat eactDSM must obtain three data
for X, y, and z axis, and ECG sensor obtains one data at eachTb8M.is an & Equation
(2.3.415), becausef the use oan8-bit ADC. When Equations (2.3.35) and (23.414) are

substituted into Equation (2.3.43), a new expression @ can bewrittenas
% 6 ) O ye. — (2.3.416)

"Q was then computed substituting Equation&.3.412) and (2.3.416) into inequality (2.3.4
10):

Q (2.3.417)

Therefore the MDSR can be derived as

o} (2.3.418)
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In Equation (2.3.4L8), two variables¢ and( , affectthemaximum data sampling rat®IDSR).
Figure2-30 shows that, with the number of DSM duritig total time of the NSMI(TNSM)
increased({), MDSR is increased and approaching to a fixed v#uBSR node with EMG
sensor§ p) has 3 times higher MDSR than a BSR node with ACC seasord) due to the

single byte converted in the EMG sensor case.

MAX sampling rate S Number of Sample Time
5 T T T T T

— ACC sensor
45— EMG sensor T —— i
L e
.—"j—
o

4+ = e
— ,."//
~
T 4
=T 351 o e
T /
@ /
o

3r 4
= /
o
w
é 251 g
=

2F i

15F /,,__—— e
1 1 1 1 1 1
0 a0 100 150 200 250 300

Numbers of sample times during TTNSM

Figure2-30: MDSR vs. Number of sample times during TTNSM
(ACC sensor and EMG sensor)

When the Rx mode was considered, a new expressin of was derived as
% 6 4) 4 ) (2.3.419)

"Q can be computed as

Q (2.3.420)

Therefore the MDSR can be derived as

o} (2.3.421)

Where. is the maximum sampling tinrguring TTNSM and with fixed listening time

can be calculated as
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0 — (2.3.422)

whereO is the maximum energy can be harvested within the TEHS working range (see
Table 23).

Figure2-31 andFigure2-32 show that with more time spending on Rx mode, MDSR becomes
lower and lowerMDSR of sensors goes to zero when the listening time is 0.66 s, because all the
harvesting energy are us® listento the channel and no energy arediso transmit datdor a
practical system, Figure 2l suggests that listening time should not exceed about 100ms. This is
an important result relative to the design of MAC layer protocols in the following chapter.

MAX sampling rate VS Resceive time
5 T T T T T T

4.5 —ACC sensor |
-5 — EMG sensor
4+ x\\ .
N 4
,g 35 \\\
T 3 £ 1
i \\
e 25 Ny i
& e
2 4
N
148 \\_\ A
\\\\
1 ‘\\ g
(1R g
\\_\
0 1 1 1 1 1 1 \
0 0.1 (1 03 0.4 (1) 06 0.7

Time spent in Rx mode(s)

Figure2-31: MDSR vs. Time spent in Rx modes (ACC sersod EMG sensdr

2.35 Summary of PHY Layer Design

At the begnning of this chapter, we introduced two types of transceiver nodes of our star
topologyenergy harvesting wireless sensor netw&@hlWSN): thebio-sensor radioBSR) node
and thegateway radioGR) node. Then, we discussed the packet design anddtielation

method employed=inally, we tesedthe output power from energy harvesting system and
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current consumptiorof different modes, and analykthe maximum data sampling rat8IDSR)
under different conditions. A summary of PHY layer desiged in the calculations shown in
Table 26.

Table2-6: PHY layer features summary

Network type Star tgology network
Node type BSR node, GR node
Modulation method FSK@ 10kbit/s
Carrier frequency 467MHz
Packet type Data packet, Command packet

_ Data packet13~269 bytes
Packet size

Command Packet: 6 bytes

Energy harvesting system
o 95y 0.87mwW
output power

Sleep mode: 8uA

Currentconsumption
] Tx modé 51ImA
(with 4.95V)
Rx mode: 30mA
Maximum data sampling rate ACC Sensor: 1.5Hz
(without Rx mode) EMG Sensor: 4.5Hz
Maximum data sampling rate ACC Sensor: 1.3Hz
(with 100 ms Rx mode) EMG Sensor3.9Hz
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Chapter 3- Recent MAC Layer Protocol Survey and New MAC

Protocol Layer Design

As demonstrated in Chaptercntrolling theduty-cycle of wireless sensor nodes in tael
network facilitatedow energy consumption. The MAC layer design for this WSN can be
regarded aaduty-cycling MAC Protocol21] [24]. The first portion of this chapter presents a
survey of duty-cycling MAC layer desigmoughly categorized as synchrondesg. WiseMAC
[15], SMAC [16], T-MAC [17]) and asynchronoug.g.B-MAC [18], X-MAC [19], RI-MAC
[20], and RWMAC [21]). Given the extremenergyconstrains on energy and the cost of
achieving synchronygsynchronous MAC layer is the primary focus of this thesis.

In ourEHWSN, asBio-Sensor Radio (BSR)odesareextremely powerconstrainedtheir
energyusagehas to be reduced or even eliminatiédvould be prudent to usgmost all the
energy stored by ESlfor transmitting dataGateway Radio (GR) node is a povaerconsrained
node Therefore, the primary goalf our MAC layer design is to shift energy consumption
pressurerbm BSR nodes tthe GR node as bests possibleTwo asynchronouMAC protocol
designghatfit thePHY layer designType | MAC Layer (GA-MAC layer)andType Il MAC
Layer (GRIMAC Layer) are present in this chapt&heir properties (collision probability,

overhearing timgand idlelistening time) are analyzed vémulatiors.
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3.1 Survey of Energy Efficient MAC Protocols
Currently, plety of MAC layer designs for WSNs attempt to obtain high energy efficiency by
duty-cycling each node in the WSN22. Duty-cycling nodes between sleep mode and active
mode can reduce unnecessary power consumption. The following section introduces bdckgroun
knowledge and describes several deygling MAC layers.

3.1.1Energy Considerations

Before individual MACs can be introduced, reasons for energy \\2t€23] [24] in WSNsare
demonstrated below:

1 Packet Collision: Packet collision occurs when more than one padkatsmited
simultaneously or when only part of a packet overlaps with other packets during
transmission (seddgure3-1). Packet collisiocan be solved by seansmitting the
packet. This solution, however, will at least double the amount of energy utilized to

transmit the packet.

%
Tx node 1 Packet 1
—
Tx node 2 Packet 2

Qverlap
Period

time

Figure3-1: Packet Collision (part of packet overlaps)

1 Idle Listening: Idle listening occurs when a node consumes energy in order to listen to
the idle channel while waiting for possible traffic.

1 Overhead: Energy is consumed by nodes sending the control packet before sending the
data packet.

1 Overhearing: A nodenay waste energy listerg to a signal not destined for it.

1 Overemitting: A node may transmit a packet to a receiver that is not ready to receive
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3.1.2 MAC Layer for Dutycycled WSNs
In order to prolong the life and increase energy efficiency oséineor node, sensor nodes cycle
betweera sleep mode and an active mob&C protocols developed for this kind of duty
cycled WSNs can be categorizesisynchronous or asynchronous [19]][28 synchronous
WSNSs, duty cyclsof sender nodearepre-schedutd by receiver nodes via synchronization
information; in asynchronous WSNs, duty cygadé sender nodesreindependentf receiver
nodesstatus

A. Synchronized MAC Layer for Dutycycled WSN

Synchronous MAC protocsispecifythe period of wakeip and sleeplurations taeduce
unnecessary time and energy wasted in idle listeniflAS is an example of this type of
MAC protocol.

SensorMAC (S-MAC)
S-MAC [16] aimsto establisHow-duty-cycle operatiorio achievehigh energyefficiency. All

nodes in the network periodically sleep, wake up, receive/transmit data, and go back to sleep. To

reducecontrol overhead, they use virtual cluster techniques [19] to make the neighboring nodes

synchronizevia exchang of schedulanformaion. Therefore, the neighboring nodes can wake
up at the same timéfter exchanging synchronization information, the nodesseiid Readyo
SendClear to Send (RT-ETS)packet at the end of a wake period to avoid data collision. The
senddatawill follo w the successful exchange of RTSS, which is shown ifigure3-3. Since
periodic sleep causes high latency, especially for vholpi routing, adaptive lishingis
introduced to reduce latency. Whanode hears mansmissiorof its neighbor, it wakes up at

the end of the transmission to determine whether it is the next hop. If the node is themext
node, its neighbor could pass the data immediatetgadof waiting until the next scheduled

listening time
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Receiver Listen Period Receive/Sleep
‘ Period

| For RTS For CTS
| >

For SYNC

Sender Tx SYNC Tx RTS Got CTS

‘ H ‘ H ‘ I ‘ Send data
i | o,

Figure3-2: SMAC SendetReceiver Communicatiofi6]

Advantages Sleep schedules reduce energy waste caused by idle listeamgr sense is used

to achieve collision avoidance.

Disadvantages Adaptive listening causesl@listening and overhearing problems.
Synchronizationnformation exchange also increases power consumption due to quatkeit

overhead.

Conclusion For SMAC, periods of sleep and awake are predefined and constant.
Unfortunately, these periods dot fit our system because sleep period of BSR nodes is
controlled by the energy monitor. Energy waste on the control packet overhead (sync
information exchange, CTS/RT8annot be accommodated tye energy harvesting systehat

shouldes the burden of mergy consumption.

B. Asynchronous MAC Layer for Dutycycled WSN

The key advantage of Asynchronous MAC is that the sender and receiver can be completely
decoupled in their duty cycleg9], thereby removing the energged forexchangng
synchronizatin information. Asynchronous MAC can be divided into two categosender
initiated MAC and receiveinitiated MAC.

a) Senderlnitiated MAC

Sendetfinitiatedmeans the communication requststrts fromhe sender side.
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B-MAC

Berkeley Media Access Contr(B-MAC) [18] is a Carrier Sense Multiple Access (CSMA)

protocol for lowpower WSNSs. In order to avoid packet collision, the channel must be

determined to be clear. This determination is referred to as Clear Channel Assessment (CCA). To
realize CCA, BMAC uses an outlier algorithm comprised of nodes that take five samples during
the channel sampling periotihe channel is declared to be biisgone of the five samples is
outlierwhose energy levas significantly below the noise flooThe channel is deated to be

clearif outlier exists among the five samples.

Receiver node duty cycles its radiedhgh periodic channel sampling, known as Low Power
Listening (LPL). Once the receiverakesup, it checks channel activity. If a preamble is

detected, theeceive nodestays awake to receive the incoming packet. Transmitsszel the
preamble long enough to match the interval. For example, if the channel is checked every 100ms,
the preamble must be at least 100ms long for a node to wake up. The chatseetigecked for

activities to wake up the receiver node. The process of timing line is irdlindtegure3-3.

Advantages:LPL reducsthe power consumption caused by idle listeningABC has better

packet deliver rate, latency and energy consumpfigh [

DisadvantagesA long preamble must be sent before the datilnsmited, consequently

decreasing transissionefficiency and increasing power consumption.

Conclusion: In our system of interesthe transmit nodéBSR)is an extremely power
constained node. The long preamble consumes almost all the energy harvested in one sleep

cycle before data transmission occurserefore, the BVUAC is unsuitable for our WSN.

X-MAC

To avoid the overhearing,-KIAC [19] sendsa series o§hort preamblemstead of a entire

long preamblaised in BMAC. For each short preamble, the target addressiiseddegthereby
allowingthe receivenode to know whether or not it is the target node without having to wait

until the end of the extended preamlilehe receivemodefinds it is not the targetode it can
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go backio sleepimmediately to reduce energy cost due to overhearing; if the receode

finds it is the targemode it sends acknowledge(ACK) packet to the transmit node. In X
MAC a short paseis insertedbetween short preambles to create a small wintthoough which
thesendemnode can listen to the mediaal§ender nodeeceivedACK packet from the receiver,

it stops sendingthe preamble and begins to send the data paakethown irFigure 3-3,

Advantages:Short preambles wittmbeddedarget ID solvetheoverhearingproblem X-MAC
has much better performance thatMB.C from the standpoint dhe energy usagy

Disadvantages:The series of short preamble transmission domémaie/er consumption.

Conclusion: X-MAC cannot be used fdhe systemin this study because of reas@isilarto B-

MAC. Energy waste as a result of sendingreeseof short preambles is not feasifie BSR

nodes
Target address in data header
|
B-MAC \ | Send
Long preamble DATA
Sender (S) > Tine
extended wait time
B-MAC Recv
; DATA
Receiver (R) 4\ > Time
R wake up listen for queue packets
Short preamble with Receive early ACK
target addr infor 5
X-MAC | Sen
| DATA
Sender (S) » Time
- Send Time & energy
)é MA(; (R) DATA saved at S&R
ecelver b Time

R wake up
Figure3-3: Comparison of time line betweerMAC and XMAC [19]
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b) Receiverlnitiated MAC

Receiverinitiated means the communication requststrts fronreceiverside.

RI-MAC

In receiverinitiated MAC RI-MAC) [20], a DATA frame transmission is initiated by the
intended receiver node of the DATBachreceivemode in RIMAC periodically wakes ugtits
own time to turn on its radio and check channel status. If the chandlg,ithereceivemode
broadcasta bea@on to inform that it is ready to receive a DATA frame. For the seadede
with pending data silently waifor a beacon fronthereceiver. When aendemode receives a
beacon from the intended receiver, it immediately sémel DATA frame Whenthe
transmission isomplete the sender will get aACK from the receiver. If no DATA frame

comes after a beacasbroadcast, the node goes to sleepshown irFigure3-4.

Advantages:Sender does not occupy tblganneluntil the receiver is ready teceiwe, which
handles a wide range of traffic loadmore efficiently than BMAC and X-MAC.

Disadvantages:Sender typically must idle listen for a long time to receibeacon sent from

thereceiver.

Conclusion A long idle listening time for theende nodes BSR nodekis notfeasiblefor our

system.

Start data transmission upon receiving R’ s beacon

AN
\

RI-MAC B E
Sender (S) P Time
Wako up to send and Node sends a beacon but
wait for beacon goes to sleep since no
incoming DATA
RI-MAC E DATA E
Receiver (R) > Time

Node sends a beacon when it wakes up

Figure3-4: Time diagram of RMAC [20]

40



3.2 Type | MAC layer protocol design
3.2.1 Attributes

Extremely Low Duty Cycle:

According to the dutgyclecalculation in Section 2.4, our EH sensor node has only
approximatelyd.4% duty cyclethat islimited by chargingc u r r e QuA) fjora the2EH
system and di schar datarapsméssionin teisMAC (ayebdesigi jhe f o r
sleep mode period &SR nodéhasto be maintained at least%imes longer than the active
mode period. Fon@ample, if a transmit node sp#gB00ms to transmit a packet, it must sleep

approximately 25 minutes to recover its energy.

Single and Urpredictable Energy Source

In our energy harvesting system, TESthe only energy sourc&he TEG converts thermal
energy (ue totemperature difference) to electrical enetgpower the motheboard Therefore,
when designing the MAC layetheworkingrange (see Table-3) of the system must be

considered by measuring voltage across the super cap in the daughter board.

Star Topology Network:

Our networkcan beconsidereds a Single Cluster Star Topology Network (SASTN) that
consiss of oneGR node and multipl8 SR nodes Figure3-5). In contrast to an ad hoc network,
in which every node playan equivalent role, theR node isa powerunconstrained node
(powered by the space suit) that workgastralnode to receive all data packedBSRnodes are
powerconstrained nodgpowered by EH system) that waak subnodes to transmit data
packes. During MAC protocol design, energy consumption messhifted to the GR node as

bestas possible
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GR node

S N

BSR BSR

BSR node1 BSRnode2 . . . . . . . node 1 node n

Figure3-5: Overview of a Stafopology Network

3.2.2 CSALOHA Based MAC Layer Design
Along with the discussions in previous subsections, any proposed MAC protocol for our
EHWSN must meet the following goals:
1 Low latency for data transmission
91 Simple control packet overhead
1 Achieve hghest sampling rate with current detycle
1

Shift power consumption pressure fr@8R nodego the GR node
We propose a GBLOHA based MAC protocol to meet these requirements.

3.2.2.1 Background

ALOHA Protocol

ALOHA protocol[26], adesign for earlygatellite systers) allows each subscriber to transmit
data whenevemecessary. This design eliminates idle listening for the subscriber or the BSR
node inour system. However, increasing numbers of nodes and length of patketead to

morepacket colligons.

Carrier Sense
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Carrier sense (CS) means that each node in the network monitors channel status before
information transmission, consequently greatly decreasing collision probability. INMAE |
protocol, CS was realized by the Channel Energy ddete method utilized by other protocols,
including 802.15.419]. In this methodeachBSR noddakes a sample of the channel and
comparsit to thenoise floor If the sample is above the gget threshold, the channisl
considered to be busy; if the sample is below thesptehreshold, the channel is considered to
be idle.

Energy Level Monitor

Due to limitations of thdEHS ours y st e m6é s  wie frok #8V ¢o 5.0\a(voljage
across the Super @acitor, and see able 23 for detail. If the voltage dropbelow 46V, the
power system unexpectedly shoff the entire system. The energy status of this systarhe
monitored by checking voltage across the Super Capacitor. If the vidltagm/e 4.95V, the
energy gatus isgood for sending data packet; if the voltage ielow 4.%&V, the energy status

poor (too close to the@V) and the system is forcéwoto sleep mode.

3.2.2.2Design Description
CSALOHA based MAC is sendeénitiated asynchronous MAC protolcthatcombinestheCS
method andhe ALOHA protocol.

For the BSR node side, each node has distinct-sl@&p up periods. When a BSR node is ready

to transnit a data packet, the node taon its radio to sense the channel. If the channel is idle,

the node transnsta data packet thhe GR node; if the channel is busy, the node goes to sleep for
a period equaib the longest data packet transmission time (data pay load part contains&6 byt
data) which is approximately 250ms with 10kbit/s transmission rate. The node then wakes up to
sense the channel again. After the BSR node receives the ACK command from the GR node
indicating correct reception of the data packet BSR node gsback o sleep for another
sleepsampling period. Sometimes, because of low energy level, the BSR node goes back to
sleep mode without listening to the ACK command. The BSR node process isisHagure3-

6.
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Ready for A
DATA Packet
Transmission

Energy Detect High

A |
_ i i Turn on Radio Sleep for a
Go to Sleep-sampling period and CS Short Period
Channel | 1dle | Channel "

Transmission
a DATA Packet

Receive ACK Beacon
or Energy Detect Low

Figure3-6: BSR Node Process

Because the GR de is a power unconstrainatllistens almost continuously in order to receive

Busy

the data packet from BSR nod#sgreby making it possible for BSR nodesremsmit data

packet whenever they are readytoso Therefore, BSRodedoes not need to transmit a long
preamble oaseries of short preamble in order to inform the receiver node that it is ready to
transmit (see BMAC and XMAC). Although this design causthe GR node to experience idle
listening, ths design successfully shsfpower consumption pressure from the BSR side to the
GR side, thereby meeting the goafghis study. After correctly receiving tliata packet (pass
CRC checking), a GR node sarath ACK command packet to the BSR node tormfthatthe

transmissions completeAfter that theGR node continwseto listen to the channel. THRSR

node process is shown kigure3-7. A timing flow diagram is shown iRigure3-8.
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Figure3-7: Receiver Node (GR node) Process

Idle Channel and Start

Wake up to sample
DATA Packet Transmission

the channel

Detect Busy Channel
Sender Eg Sleep for Short Period S DATA B
\Todel(Sl) Time
Idle Channel and Start DATA Packet Transmission

Sender
.\TOdEZ (82) b Time

Wake up to sample

the channel Listening The Channel
Receive ] /

DATA B DATA s

Node (R) E% Time

Transmit an ACK Beacon at the
End of DATA Packet Receiving

Figure3-8: Timing Flow Diagram
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3.2.3 Simulation and Analysis
WSNin this studyis a singlehopnetwork. A BSR node transmigsdata packet directly to the
GR node without going through intermediary nodes. Therefore there is no latency caused by
multiple-hops which are common in ad hoc netwok®8SR node immediately transmésdata
packet when the node is ready (high eneeygl). Therefore, no idle listening or overhearing

issues exists in this MAC layer design.

Ideally, packet collision will not occur in this MAC layer design, because a BSR node ensures
that the channel is clear before transmitting a data packet. Urdtetyndue to the hidden
terminal problem, carrier sense (CS) step does not always work. Therefore, packet collision
probability of this MAC layer without the CS step musteveluated

Without the CS step, CGALOHA MAC layer can be considered as a PAt€OHA [26] scheme
The probability of that n packegienerated by nodes during a given packet duration interval is
assumed to be Poisson distributed, given by

0 ¢ _ G A (3.2.31)
where _is themean arrival rate (packet/second) calculated by Equation {3)2a®dt is the

packet duration.

B —— (3.2.32)

where N is the number of BSR nodes ¢V is theaveragdime of a sleepvake up period.
Here, we assume th"vY  is the same acrosdl BSRs. A BSR node transmitsie packet
within eact™v |, thereby usingpZ’~  to calculatenean arrival ratéor one BSR node_

increasesvith the nunber of BSR nodes

A packet is assumed to be transmitted successfully if no other paekétansmitted during the
given packet duration intervet)([26]. The probability that zero packet is generated (i.e., no

collision) during this interval is givelny

on ¢ (3.2.33)
Therefore, the probabilitgf packet collision is given by
0ATTIT ARG ! (3.2.34)
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Figure3-9 shows simulation results of packet collision probability with increasing number of
BSR nodes.

Number of Tx Node VS Probability of Collision
60 T T T T T T T
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Number of BSR Nodes

Figure3-9: Packet Collision Probability vs. Number of BSR Nodes

After taking CS into consideration, tpeobability of packet collision can be derived by
0ATT 1[G "0 (3.2.34)

is the probability that CS gives a correct decision whether the channel is clear

p 0 m
whereC

or not.Figure3-10 shows that, witiC
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Figure3-10: Packet Collision Probability vs. Number of BSR Nodes with CS
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3.2.4 Design Drawbacks
Dueto the special usage environmestncerns exist regarding whether or albinodes will
work within a space suit. A space suit corsidtvariouslayers including multiple metallic
layers which are radio opaque at Ultra High Frequency (URIH. All wi reless signals, which
are at UHF, can only be transmitted inside a space suit, and theis@abahuated due to path
loss and antenna mismatch loEke sgnal becomes weakasdistancancreass. For example
if a node located dihe left wrist (14) Figure3-11) is transmitting a data packet, another node at
the left ankle (10may considethe datapacketto be a noise ancbnsequentlyetect an idle
channel. In this case, packstlisionis not avoiccdby sampling channel ener¢g€S), meaning

thatthe Type | MAC layer has potenti&br undetecteghacketcollisions.

Figure3-11: Radio locations for intrguit wireless propagatio27]
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3.3 Type Il MAC layer protocol design
Typell MAC layer protocol islesignedo eliminatepacket collisios. A GR initiated based
MAC (GRI-MAC) layeris proposed in this studysa Type Il MAC layer design in order to use
the GR node to control BSR nodes. BSR nodes transmit data packet only whestdiveyan
indicationfrom the GR node. Every data transmission initiated by the GR nadegyuarantee
only one data packet transmission at a time, thereby eliminating the packet cas®n

3.3.1 BSRInitiated Based MAC Layer Design

3.3.1.1Definitions
Beacon: As show in Figure3-12, beacon contains sync word, ID, dnarity Check bit. Beacon
transmits from GR node to BSR nodes to indicate the BSR node with identical ID in order to

give a data packet transmission. Length of the beacoicidai®d by Equation (3.3-1).
Beacon Length ® ye Y — (3.3.11)

whereg & is the number of bysof sync word, aniQ is transmission rateé is 3.2ms

with 3 bytes sync wordnd 10kbit/s transmission rate.

Sync Word | ID & Paritv Check
(3-bytes) (1-byte)

Figure3-12 Beacon Frame

Beacon Gap:A time period between beacons is called beacon gap (BG). During BG, the GR
node switches from transmit (TX) mode to receiving (RXdmmn order to detect channel
status. BG must be long enough to determine if a data packet is coming or just an idle channel.

BG length can be calculated as:

Beacon Gap Length& "O UE (3.3.12)

.
where¢ is the number of byte of sync word, di is the transmission rate. The current

60 is 2.4ms with 3 bytes sync woethd 10kbit/s transmission rate.
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Minimum Listening Time: Minimum listening time (MLT) is the minimum time requiréat
the BSR node to wake up to listen to the channel. MLT length must cover at least two lengths of
beacon and one BG length to ensure that at least one entire beacon is detected. MLT can be
calculated as:

00"Y ¢o 00 (3.3.13)
The current MLTis¢ o® o®ai pai

Minimum listening time 7~ | ™\
(10ms with 3bytes sync)

pBeacom length

Beacon Gap length T (3. 2ms with 3bvtes sync)

(3.6ms with 3bytes sync)

B2 |B3

Figure3-13. Concepts of GWRMAC Design

3.3.1.2 Design Description

GR based MAC (GRMAC) is areceiverinitiatedasynchronous MAC protocol.

GR node process:

A GR node keeps the radio on in order to periodically broadcast beacon and detects channel. GR
nodeds wor ki ng HRgure3d4 After broagicastitg @ beacanGR node

switchesfrom Tx mode to Rxmode withé "O to detectany coming packetf no packet is

received during BGhe GR node switcheto TX mode to broadcagbeacon with another ID.

The GR nodebroadcasts beacons wiphe-setorder (ID number from 1 to n), and begins again

when the beacon with the last ID number is sent. During a BG, if a GR node listens to an
incoming data packet, the GR node continue®xmode until the entire packet is received.

When data packet receivimgcompletethe GR node sends an ACK command to intend BSR

node to indicate a correct receptidimen,the GR nodecontinues to broadcast beacon with next

ID number.
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Figure3-14: Working Process of GR de

BSR node process:

A BSR turns on its radio to listen to beacons whenever the node is ready to transmit a data
packet. If no beacon is detected within MinBlicating meaning that another BSR node data
packet isbeingtransmited, the BSR turns tsleepmode for a short perioglqual to the longest

data packet transmission time. After finding a beaaddSR node compares the beatidwith

its ownID in order to estimate time of detecting the intended beacon. If the time is greater than
twice theTemperaure Compensated Crystal Oscilla(@CXO) stabilized time (T_osciition),

the BSR node sleefisr the estimated time. Otherwise the BSR node extends its listening time to
detect the intended beacon. When the intended beacon is found, the BSR nod® bagisisit

a data packet. If the BSR node receives an ACK command or detects a low energy level, it goes
to a sleepsampling period to wait for the next transmission eydhe entire working process is

shown inFigure3-15.

Timing diagrams for varioussnarios are shown Figure3-16, Figure3-17, andFigure3-18.
Figure3-16 demonstrates that BSR Nodel wakes up to listen to beacons while BSR Node3
transmits the data packet, thereby preventing Nodel from finding a beacon within MLT. After
Nodel listengo the channel for MLT, it goes to sleep for a period (equal to the longest data
packet transmission time) and then wakes up to detect the beacon again. BSR Node3 wakes up
earlier than Nodel and finds a beacon with only one ID number ahead aptuteebeacon.

Therefore, Nodgextends its listening time until detecting the intended beacon.
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