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Abstract

Imaging of molecules has always occupied an essential role in physical, chemical and

biological sciences. X-ray and electron diffraction methods routinely achieve sub-Å spatial

resolutions but are limited to probing dynamical timescales longer than a picosecond. With

the advent of femtosecond intense lasers, a new imaging paradigm emerges in last decade

based on laser-induced electron diffraction (LIED). It has been placed on a firm founda-

tion by the quantitative rescattering theory, which established that large-angle e-ion elastic

differential cross sections (DCS) can be retrieved from the LIED spectrum. We further

demonstrate that atomic potentials can be accurately retrieved from those extracted DCSs

at energies from a few to several tens of electron volts. Extending to molecules, we show

mid-infrared (mid-IR) lasers are crucial to generate high-energy electron wavepackets (>

100 eV) to resolve the atomic positions in a molecule. These laser-driven 100 eV electrons

can incur core-penetrating collisions where the momentum transfer is comparable to those

attained in conventional keV electron diffraction. Thus a simple independent atom model

(IAM), which has been widely used in conventional electron diffractions, may apply for

LIED. We theoretically examine and validate the applicability of IAM for electron energies

above 100 eV using e-molecule large-angle collision data obtained in conventional experi-

ments, demonstrating its resolving powers for bond lengths about 0.05 Å. The Validity of

IAM is also checked by an experimental LIED investigation of rare gas atoms in the mid-IR

regime. We show that the electron’s high energy promotes core-penetrating collisions at

large scattering angles, where the e-atom interaction is dominated by the strong short range

atomic-like potential. Finally, we analyze the measured LIED spectrum of N2 and O2 at

three mid-IR wavelengths (1.7, 2.0, and 2.3 µm). As expected, the retrieved bond lengths

of N2 at three wavelengths are about same as the equilibrium N2 bond length. For O2, the



data is also consistent with a bond length contraction of 0.1 Å within 4-6 fs after tunnel

ionization. This investigation establishes a foundation for this novel imaging method for

spatiotemporal imaging of gas-phase molecules at the atomic scale.
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resolutions but are limited to probing dynamical timescales longer than a picosecond. With

the advent of femtosecond intense lasers, a new imaging paradigm emerges in last decade

based on laser-induced electron diffraction (LIED). It has been placed on a firm founda-

tion by the quantitative rescattering theory, which established that large-angle e-ion elastic

differential cross sections (DCS) can be retrieved from the LIED spectrum. We further

demonstrate that atomic potentials can be accurately retrieved from those extracted DCSs

at energies from a few to several tens of electron volts. Extending to molecules, we show

mid-infrared (mid-IR) lasers are crucial to generate high-energy electron wavepackets (>

100 eV) to resolve the atomic positions in a molecule. These laser-driven 100 eV electrons

can incur core-penetrating collisions where the momentum transfer is comparable to those

attained in conventional keV electron diffraction. Thus a simple independent atom model

(IAM), which has been widely used in conventional electron diffractions, may apply for

LIED. We theoretically examine and validate the applicability of IAM for electron energies

above 100 eV using e-molecule large-angle collision data obtained in conventional experi-

ments, demonstrating its resolving powers for bond lengths about 0.05 Å. The Validity of
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Chapter 1

Introduction

Imaging, or the direct probing of the atomic structure of matter, has always occupied an

essential role in physical, chemical and biological sciences1,2. For decades, the invention of

imaging techniques, such as electron and X-ray diffraction, neutron diffraction, optical and

NMR spectroscopy, has enlarged our knowledge about static structures of matter, ranging

from single molecules to crystals, and from small molecules to macromolecules such as DNA

and proteins, and to cells and viruses1,3–7. The microscopic structure of matter, especially

the spatial arrangement of atoms in a molecule, is essential to its physical and chemical

properties, and is the starting point to study its (electronic, vibrational, and rotational)

spectrum, possible isomeric configurations, chemical reactivity and functions8. Great effort

has been consistently made for about one century to push forward the frontier of structural

determination9. With the advent of femtosecond lasers and extremely bright free electron

X-ray lasers, it is quite promising for us to monitor and control molecular transformations,

such as chemical reactions and phase transitions, with atomic scale spatiotemporal resolu-

tions9–14. A new age of structural dynamics has come. However, despite all the advances

of the microscopic and spectroscopic tools for studying molecular dynamics, there are still

many difficulties and challenges for us to directly “watch” the motions of atoms during these

processes.

1



1.1. Electron and X-ray Diffraction

1.1 Electron and X-ray Diffraction

1.1.1 Static Structural Imaging

Among all the conventional imaging techniques, electron and X-ray diffraction are the two

principal experimental tools for the determination of molecular structures, which provide

us our knowledge about static geometrical information of almost all small molecules and

most of the biomolecules3,5,15,16. Electrons and photons strongly interact with either the

atomic cores in the molecule or electronic charge density cloud, and are scattered from the

molecule, producing a spatial diffraction pattern, which bears the imprint of molecular struc-

ture. A certain Fourier-transform-based inversion procedure can be taken to reconstruct the

molecule from the diffraction spectrum. To the present day, electron and X-ray diffraction

still serve as the major probes in stereochemical experiments, and routinely achieve atomic

scale spatial resolutions11,17,18.

Both electron and X-ray diffraction microscopes have been invented for about one cen-

tury. Usage of X-ray photons to study the molecular structure, especially for crystalline

molecules, is attributed to Von Laue’s discovery of X-ray diffraction from crystals in 1912.

One year later, W. H. Bragg and W. L. Bragg proposed the law of diffraction from crystals,

known as Bragg’s law, and started to use X-rays to determine the structural constants of

single crystals such as NaCl19. This method later was developed into a powerful imaging

technique, X-ray crystallography, to determine the atomic positions inside the unit cells of

a crystal, and has since made a tremendous impact in physics, chemistry, biology and other

fields4,20,21. The idea of using electrons as probes is rooted in the revolutionary concept that

electron has wave/particle duality in early 1920s, which along with other ground-breaking

ideas marked the beginning of a new quantum era3. The first electron diffraction investi-

gation of structural determination was carried out by Mark and Wierl in 1930, and carbon

tetrachloride was studied in gas phase, which initiated the field of gas-phase electron diffrac-

tion (GED)22.

Electron and X-ray diffraction have many similarities, but also have some sharp differ-

2



1.1. Electron and X-ray Diffraction

ences. Both techniques use high energy electrons or photons as probes. Electron energy is

about 10-100 keV, and X-ray photon energy is about 1-10 keV. Electron or X-ray beams

impinging on molecular samples are usually externally prepared and collimated, and the

incident electron or photon energy is so high that it is often assumed that they interact

with each individual atom in the molecule, which is the so-called independent atom model

(IAM)3,23. Electrons or photons are elastically scattered off the molecule producing a diffrac-

tion spectrum in momentum space, which is inversely transformed into an atomic position

map in real space by use of tools such as inverse sine transform for electrons and Fourier

transform for X-rays. On the other hand, electrons possess charge and mass, and thus the

strong interaction between electrons and the irradiated samples gives strong scattering sig-

nals, which is about 5-6 orders of magnitude higher than that of X-rays3,24. In turn, the

elastic mean free path of X-rays in the sample is longer than that of electrons, so it is easier

to apply X-ray diffraction to molecules in condensed phases and macromolecules such as

DNA and proteins, while electron diffraction is better suited for studying small molecules in

the gas phase, thin films and surfaces1,12. Thus far, gas phase electron diffraction and X-ray

crystallography complement, rather than compete with each other, providing us the vast

majority of static molecular structures. One of the latest works is the X-ray crystallography

investigation of the subunit structures of the ribosome, a protein-making machine, by V.

Ramakrishnan, T. A. Steitz, and A. E. Yonath, who were jointly awarded the 2009 Nobel

Prize in Chemistry25.

In up-to-date gas phase electron diffraction structure analysis, the internuclear distances

obtained could be accurate to the order of 0.001 Å, which can be improved after a careful

error analysis, by taking accounting for several sources of errors, e.g., effects of anharmonic

vibrations3. The spatial resolution achieved by X-ray crystallography is a little inferior to

that of GED, about 0.01 Å in favorable cases, using a single crystal sample of sufficient size

(typically 1 mm×1 mm×1 mm) and high flatness4,21,26. However, X-ray diffraction analysis

of molecular structures is greatly limited by the crystal size and the X-ray photon flux4.
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For instance, the intensities of Bragg peaks are proportional to N2, where N is the total

number of unit cells in the crystal, as a result, the strength of diffraction signals decreases

parabolically with the crystal size. Unfortunately, for many important molecules of interest,

especially biomolecules such as membrane proteins, it is particularly challenging to grow

large enough crystals of good quality12,21,27. To obtain diffraction signals of adequate quality,

reducing the size of crystals in turn requires an necessary increase in X-ray dose. Today, the

best X-ray source utilizes synchrotron radiation from relativistic electron beams in storage

rings. Its low photon flux leads to a scattering signal weaker than that of GED by 6 orders of

magnitude12, which greatly limits the spatial resolution obtainable. An additional problems

for small crystals is the radiation damage, which can cause deterioration of the samples due

to the long exposure time needed to obtain a diffraction image with high contrast28. New

X-ray sources with high intensities generated by free electron lasers (FEL) and methods

such as coherent X-ray diffraction imaging and femtosecond X-ray diffraction have been

proposed to overcome the difficulties of X-ray diffraction10,29, which will be described in the

following part of this chapter. The spatial resolutions for micrometer- and nanometer-sized

objects obtained using X-ray FELs is from few to tens of nanometers, and still has space to

improve27,29. Miao et al.30 has predicted theoretically that with the above new techniques,

the resolution can reach up to 2.5 Å for submicrometer biomeolcules.

1.1.2 Ultrafast Dynamic Imaging: Challenges

The concept of the atomic structure of matter, especially the nature of chemical bonding, was

well established more than a half century ago31–33, and ever since, the theoretical study of

structural transformations of matter, e.g. transition-state theory formulated by M. G. Evans

and M. Polanyi in 1935, has never been halted34,35. The world is intrinsically dynamic, and

static images of matter do not tell how things happen. It has become a dream of chemical

physicists to “watch” the migration of atoms during a chemical reaction, conformational

dynamics, or other kinds of molecular processes, and it is still one of the grand scientific

4



1.1. Electron and X-ray Diffraction

challenges of our times.

As we know, the molecular transformation is based on the motions of atoms, which is

on the femtosecond time scale, e.g., the molecular vibrational period is about 20 fs36. In

order to capture atomic motions, one generally needs a “camera” with a “shutter speed”

on the order of one femtosecond. Experimental observation of molecular dynamics on the

atomic level didn’t occur until 1980s when the technology of pulse compression became

available, which can reduce the optical pulse widths to sub-picosecond. In 1985, reaction

dynamics, photodissociation of the ICN molecule in gas phase was first studied using optical

pump-probe spectroscopy by A. H. Zewail’s group37. The dissociation process is initiated

and clocked by an optical ultraviolet pump pulse and the reaction progress is monitored

by the other optical ultraviolet probe pulse which arrives at different time delays with

respect to the clock pump pulse. They were able to observe the ICN transient. Soon after,

in 1987, with the help of femtosecond optical pulses, they could resolve in real time the

transition-state configuration en route to the dissociation38–40. Dr. Zewail was awarded the

1999 Nobel Prize in Chemistry for his extraordinary contribution of dynamic imaging of

transient structures41.

However, for optical (and also NMR) pump-probe spectroscopy, the signals are sensitive

to only specific energy states of a molecule or one of its functional groups42,43, and thus it is

hard to convert the signals into structural information, e.g., bond lengths, bond angles and

torsion angles. Electrons and X-ray photons are still the most preferable probes to directly

“see” the transient positions of atoms in a molecule. For this purpose, temporal resolution

needs to be integrated with electron and X-ray diffraction. Femtosecond ultrashort electron

or X-ray pulses are required to meet this time resolution standard44–46.

The representative method of time-resolved electron diffraction is ultrafast electron

diffraction (UED), developed from the static imaging technique of gas-phase electron diffrac-

tion1,47–49. UED experiments have been performed in a number of laboratories in the last

decade or so. These pulsed electrons are generated by femtosecond lasers from photocath-
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odes and accelerated to tens or hundreds of keVs50,51. Important applications of UED have

provided structural changes on atomic level of molecules in chemical reactions. The first

direct observation of transient structural changes was done by Zewail’s group at Caltech

in 1999, and elimination reaction of 1,2-diiodotetrafluoroethane (C2F4I2) was the focus of

interest. With temporal resolution less than 10 ps, they were able to trace the structural

details of C2F4I2 in course of the reaction, and succeeded to observe the nonbridged struc-

ture of the reactive intermediate C2F4I after one iodine atom was removed from C2F4I2
52,53.

The time resolution was pushed down to sub-picosecond (about 600 fs) for the first time by

Siwick et al. in 2003 for the study of structural evolution of aluminum undergoing a laser-

induced melting phase transition54. However, sub-picosecond resolution is still relatively

poor compared with the timescales of many chemical molecular processes. Moreover, repul-

sion between electrons in one pulse, known as space charge effects, dominate the temporal

profile of an electron pulse, and it is hard to break the femtosecond barrier for ultrafast

electron diffraction1,55. Application of UED is limited to probing slow dynamics timescales

longer than a picosecond.

For time-resolved X-ray diffraction, laser-driven plasma-based femtosecond hard X-ray

pulses (100 to 500 fs) have been utilized to experimentally study the dynamics of phonons

and phase transitions in simple solid systems56,57. But to date, their low photon flux (104-108

photons per pulse) inhibits us from resolving the atomic details of the samples46,58. Syn-

chrotrons can generate X-ray pulses with a higher intensity (109-1010 photons per pulse),

however the best pulse duration obtained is about 100 ps, far off the femtosecond require-

ment12,46. It is worth noting that femtosecond X-ray pulses are needed not only for the

purpose of resolution, but also for avoiding X-ray irradiated damage on crystalline samples

due to the long exposure time. The damage processes usually happen on order of tens of

femtosecond to picoseconds, so diffraction has to terminate before damage begins59,60.

Over all, though electron and X-ray diffraction gives good spatial resolutions in their

respective fields, the major and also the most notable limitation of both techniques is the
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poor temporal resolutions they achieved up to now. How to obtain the femtosecond tem-

poral resolution, i.e., how to make femtosecond electron or X-ray pulses, becomes the main

challenge in time-resolved electron and X-ray diffraction of our times. For electron diffrac-

tion, single electron diffraction has been proposed as a new approach to improve the time

resolution1,51. As we know, a single electron packet is fully coherent1, and moreover, there

is no space charge effect as there is only one electron in each pulse. This method is still

on the conceptual level and needs more investigation. For X-ray diffraction, the novel ra-

diation source, free electron laser, promises to generate intense ultrashort X-ray pulses and

will greatly extend X-ray diffraction microscopy to the femtosecond realm with spatial res-

olutions on the atomic scale10,12. It has been reported that ultrabright (more than 1012

photons per pulse) X-ray pulses at a wavelength of 0.69 nm with durations of 10, 70, and

200 fs have been available in LCLS at SLAC27. In addition, the unprecedented high X-ray

photon flux also lifts the limitation on the size of the crystalline molecules61. X-ray FELs

have been used to study the structures of nanocrystals27 and hold promise for investigating

molecules in liquid and gas phases and even for imaging a single macromolecule in a single

short12. But X-ray FELs are costly and often require large-scale facilities, and are only

becoming available at several spots in the world, e.g. SPring-8 in Japan, LCLS at Stanford

SLAC, and FLASH at DESY in Hamburg. They are usually shared and beamtime at them

is limited. Also, there is still a long way to go for diffraction of X-ray FELs to get atomic

scale spatiotemporal resolution.

1.2 Strong Laser Physics and Laser Induced Electron

Diffraction

The advent of femtosecond intense infrared (IR) lasers brings light to observation of atomic

motions in molecules undergoing ultrafast dynamics on a timescale of a molecular vibra-

tional period62–68. Presently, femtosecond optical lasers at various intensities with tunable

wavelengths are available in university laboratories worldwide, and the femtosecond pulse
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duration opens up new ways to improve spatiotemporal resolution, most commonly by

mating ultrashort IR laser pulses with time-resolved electron and X-ray diffraction. Most

recently, laser-induced photoelectron emission from metal surfaces was studied in Germany

and succeeded to generate femtosecond (100 fs) single-electron pulses experimentally, which

is an important breakthrough in ultrafast atomic-scale imaging69. Laser-assisted keV elec-

tron scattering from Xe atom was carried out by R. Kanya et al.70, and they were able to

observe side signals (though weak) around the incident electron energy in the diffraction im-

age. Those extra signals convey the structural information of the target, and the presence of

them are due to interaction of the incident electron and the the assisted laser field (electron

energy shift by ± photon energy). In this way the temporal resolution is integrated into the

scattering through the laser field. They demonstrated that this could be a new method of

time-resolved gas-phase electron diffraction.

Alternatively, a whole new imaging paradigm emerged in the last decade based on the

new phenomena that occur in the IR-laser-matter interaction, especially when the laser

electric field strength is comparable with the Coulomb field (intensity ∼ 1016 W/cm2) that

governs the electron dynamics in atoms or molecules71. When an atom or molecule is ex-

posed to such an intense linearly polarized laser pulse, the target atom or molecule will be

tunnel ionized, releasing a valence electron. Born in the laser’s oscillating field, the electron

can fly directly to the detector, dubbed the direct electron, or may also be driven back in

a semiclassical motion by the laser field to recollide with the parent ion, whereupon it may

elastically scatter, kick out another electron, or photo-recombine into the initial electronic

state, correspondingly incurring highly nonlinear phenomena: high-energy above threshold

ionization (HATI), nonsequential double ionization (NSDI), and high-order harmonic gen-

eration (HHG), respectively72,73. Since both electron scattering and photoionization are

conventional tools for probing the structure of matter, there has been great interest in using

the returning electrons for self-imaging the target13,74–76. This possibility has been placed

on a firm foundation with the recent development of quantitative rescattering (QRS) the-
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ory13,76–78 (other equivalent work see papers by Čerkić et al.79 and Frolov et al.80). In

particular, the QRS established that the large-angle electron-ion elastic differential cross

section (DCS) can be retrieved from experimental HATI electron momentum spectra and

that photo-recombination dipole matrix elements can be retrieved from the intensity and

the phase of HHG. Since rescattering occurs in sub-optical cycle, HHG and HATI spectra

may serve to determine molecular structure, with the benefit of achieving few-femtosecond

temporal resolutions offered by the short laser pulses.

In recent years, HHG spectroscopy as a tool for determining the structure of molecules

has generated a big wave of excitement81–83 since it was reported that a tomographic pro-

cedure can be used to extract the wavefunction of the outermost molecular orbital81 of N2.

However, the tomographic procedure is based on a number of questionable assumptions and

approximations84,85, among them is that the continuum electron wavefunction can be repre-

sented by a plane wave. This assumption, which is essential to the tomographic procedure,

is in strong contradiction to the well-established electron-ion collision theories. This limi-

tation makes the use of orbital tomography questionable as a practical tool for retrieving

structural information of a molecule.

1.2.1 Laser-Induced Electron Diffraction and Quantitative Rescat-
tering Theory

Meanwhile, elastic scattering of those returning electrons from the target ions, a process

dubbed laser-induced electron diffraction (LIED), also gets masses of attention for its poten-

tial for structural determination76,77,79,80,86–88. The basics of laser-induced electron diffrac-

tion is the same as ultrafast electron diffraction, except that the probing electron pulse is

generated from its parent target based on tunnel ionization by an intense laser. The HATI

spectrum generated by the rescattering electrons in the far field conveys target structural

information.

In Figure 1.1 we show a typical angular-resolved photoelectron spectrum in momentum

space for Ar, in which the pz axis is parallel to the laser polarization direction. The laser
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is a 5 fs pulse at the peak intensity of 1.0×1014 W/cm2 with the wavelength of 800 nm,

and the spectrum is obtained by solving the time-dependent Schrödinger equation (TDSE).

The general features of the spectrum have been well understood with the aid of the classical

model and strong field approximation (SFA) (e.g., see the pioneer work by Corkum72, Becker

et al.89, and Chen et al.90). In this figure, two specific energies of 2 Up and 10 Up are

marked, where Up is the electron ponderomotive energy, i.e., the cycle-averaged electron

quiver energy, and scales as Up ∝ Iλ2, where I and λ are the field’s intensity and wavelength,

respectively. The 2 Up energy is often used to roughly differentiate the low-energy and

high-energy above-threshold-ionization photoelectrons, and the 10Up cutoff energy is the

maximum energy that electrons can reach in the laser field predicted by the classical model.

Figure 1.1: (a) A typical 2D momentum distribution of photoelectrons for Ar atom in a
5-cycle laser pulse at the peak intensity of 1×1014 W/cm2 and the wavelength of 800 nm.
(b) Comparison between extracted DCS from HATI spectrum from (a) at pr=1.22 a.u. and
corresponding elastic scattering DCS at the same energy. Figure is adapted from a paper by
Chen et al.77

Direct electrons are abundant and contribute to the low-energy distribution with max-

imum cutoff energy 2 Up
90. The returning electrons propagate longer in the field than the

direct ones, and during propagation those electrons can acquire significant kinetic energy

from the field prior to recollision and then are scattered in the far field off the target ion,

extending the spectrum up to 10 Up
77,90. In the strong field approximation, the detected

electron momentum, p=(p, θ), can be deconstructed into the momentum during recollision,
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pr=(pr, θr), using the vector relationship p=pr−Ar (see Figure 1.1(a)), where the additional

momentum Ar is the vector potential of the laser field at recollision, and θ and θr are the

detected angle and rescattering angle, respectively. To be specific, electrons backscattered

at 180◦ with the maximum rescattering energy p2
r/2 = 3.17Up would reach the 10 Up cutoff.

It is worth noting that those backscattering electrons gain additional momentum from the

field, resulting in a larger detected momentum and separability from the direct ones, while

the electrons scattered in the forward direction, as shown in Figure 1.1(a), completely mix

with the direct ones77,90.

According to QRS, the momentum distribution D(p, θ) along the circumference defined

by a constant pr (the yellow solid circle in Figure 1.1(a)) can be factorized simply as:

D(p, θ) = W (pr)σ(pr, θr), (1.1)

where W (pr) and σ(pr, θr) are the momentum distribution of electron returning wavepacket

(RWP) and the electron DCS for free electron scattering on the target ion, respectively.

We comment that in QRS the extracted DCS is not absolute, and RWP W (pr) is the

overall normalization factor to the absolute DCS, which does not depend on the rescattering

angle. As an illustration, in Figure 1.1(b) we show the DCS extracted from the HATI

spectrum in (a) at rescattering momentum pr=1.22 a.u. and compare it with theoretically

calculated DCS for Ar at the same energy. We can see they agree well with each other in

the angular region shown. The validity of QRS has been established in theory for detected

energies from about 4 Up to 10 Up, i.e., rescattering energies from 1 Up to 3.17 Up
77. It is

worth emphasizing that from HATI spectrum only DCSs at large rescattering angles can be

extracted. The interference between forward-scattered and direct electrons makes the DCS

extraction at small angles nearly intractable.

In the last few years, following the idea of QRS, several experiments have demonstrated

that field-free elastic electron-target-ion differential cross sections, or diffraction images,

can be extracted from the HATI spectra for atoms and molecules91–95. Same as GED, these

diffraction images are the input, from which target structural information can be retrieved by
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using certain inversion algorithms. However, as all these dated experiments were performed

near 800 nm, the wavelength of the Ti-Sapphire lasers, the returning electrons have energies

of few tens of eV, too low, for example, to resolve the position of atoms in a molecule. Recall

that in a strong laser field, electron rescattering energy is characterized by the ponderomotive

energy Up, which scales as Up ∝ Iλ2. By increasing the laser wavelength, e.g., using mid-

infrared (mid-IR) lasers, the returning electron kinetic energy can reach up to hundreds of

eV, and the electron de Broglie wavelength is comparable to interatomic distances (∼ 1 Å)

in a molecule, promising a good spatial resolution. Nevertheless, a rigorous study in both

theory and experiments is essential to demonstrate if rescattered electrons can serve as an

imaging tool for ultrafast dynamic system with adequate spatiotemporal resolution96,97.

1.3 Overview of this Dissertation

This thesis is dedicated to developing a novel imaging technique, laser induced electron

diffraction, to film the structural changes of a dynamic system with atomic scale spatiotem-

poral resolution.

In Chapter 2, we aim at finding a robust inversion method which can be used to obtain

accurate model potentials for rare-gas atoms based on the differential elastic-scattering

cross sections98. Treating theoretically simulated DCSs as the “experimental” data, with

help of genetic algorithm (GA), we successfully identified each atom and retrieved their

corresponding effective nuclear charges.

In Chapter 3, we demonstrate it is possible to use intense mid-infrared lasers to probe the

structure of a molecule96. Mid-IR lasers can generate electrons with energies high enough

(above 100 eV) and de Broglie wavelengths matching typical molecular bond lengths. We

also establish the validity of a simple model, independent atom model, to accurately describe

diffraction images at large scattering angles for electron collisions above 100 eV. Bond lengths

in average accuracy of about 0.05 Å are retrieved from DCSs for CO2, N2, and C2H4 at

collision energies above 100 eV obtained in conventional electron-gun experiments. We also
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demonstrate in theory the importance of aligning molecules for 3D imaging of molecules.

In Chapter 4, we extract high-quality e-ion collision DCSs from experimental HATI

data of rare-gas atoms in the mid-IR regime97. We also prove that at this high energy,

backscattered electrons are able to penetrate the atomic core, such that long-range Coulomb

potential plays little role in the collision in backward direction. Therefore e-neutral and e-ion

DCSs are identical.

In Chapter 5, we apply the new image technique to experimental LIED data with mid-

IR lasers for N2 and O2, which was taken by Agostini-DiMauro’s group at the Ohio State

University, and show the extracted bond lengths68. The N-N bond length retrieved from

the data agrees with that for N2 to within 0.05 Å. For O2, the retrieved bond length is

consistently much smaller than the known O-O bond length of 1.21 Å. Instead, it is much

closer to the bond length of O+
2 , 1.12 Å. We interpret this result in terms of bond relaxation

of O2 following tunnel ionization. O+
2 has a vibrational period of 17 fs while the returning

time for a 2000 nm laser is about 5-6 fs, thus allowing the two O atoms to relax from

its initial separation of 1.21 Å to the new separation of 1.12 Å of O+
2 . This investigation

establishes the foundation for this novel method for dynamic imaging of transient molecules

with sub-Å spatial and few-femtosecond temporal resolution.

Finally a short remark is given to summarize the entire dissertation.

Atomic units are used in this dissertation unless otherwise indicated.
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Chapter 2

Atomic Imaging: Genetic-Algorithm
Implementation of Inverse Scattering∗

The deconvolution procedure for extracting field-free electron-ion differential cross sections

from the LIED distribution is provided by the framework of the recently developed quanti-

tative rescattering theory. It opens up a possibility for structural determination using LIED

DCSs. However, quantum-mechanical inverse scattering problems are not well investigated

in atomic or molecular systems. Amos and co-workers99 extracted the spin-orbit interac-

tion from elastic-scattering cross sections at 5 eV between electrons with Xe atoms. No

such investigations have been carried out for the collision between electrons with atomic or

molecular ions. In this chapter, we report our results of imaging attempts with atoms, and

demonstrate the feasibility of genetic algorithm for the retrieval of atomic potentials using

backscattering DCSs between free electrons and atomic ions for electron energies from a few

to several tens of electron volts. We first explain in Sec. 2.1 how GA functions and how

the DCSs are calculated quantum mechanically if a central potential V (r) is given. In Sec.

2.2, we used a model potential of Ar to generate the DCS, and then used GA to retrieve

this potential. This method is shown to work for the model Ar, Ne, Kr, and Xe atoms.

In Sec. 2.3 we used DCSs calculated with R-matrix (RMAT) approach as “experimental”

data. We assume random errors of no more than 10% and angular resolution of 5◦ and only

∗Reprinted with permission from “Genetic-algorithm implementation of atomic potential reconstruction
from differential electron scattering cross sections” by Xu el al.98, 2009, Phys. Rev. A, 79, 052508. For the
copyright permission, please see Appendix A.
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the relative cross sections are known. Using GA we are able to obtain the potentials V (r)

for Ne, Ar, and Kr. For Xe, the potential which gives the best fit of the cross sections turns

out to be incorrect, but the next better-fit one is correct, which indicates the importance of

the “prior” knowledge about the target. A short summary and discussion of extending this

work for dynamic chemical imaging with infrared lasers are given in the last section. The

materials in this chapter have been published in Phys. Rev. A by Xu. el al.98 in 2009.

2.1 Inverse Scattering and Genetic Algorithm

2.1.1 Statement of the problem

Suppose elastic differential scattering cross sections σe(k, θ) have been obtained between

an incident electron and a singly charged atomic ion, over a range of electron momentum

and scattering angles experimentally, we wish to construct a spherically symmetric model

potential V (r) which will reproduce the DCS as close to σe(k, θ) as possible. Since the range

of k and θ will be limited, it will not be treated as a standard inverse scattering problem.

Instead, we seek the solution by using GA. The potential will be parameterized in the form

V (r; a) = −1 + a1e
−a2r + a3re

−a4r + a5e
−a6r

r
. (2.1)

Since we are treating neutral atoms, the asymptotic charge in Eq. 2.1 has been set to 1.0.

We assume that we do not know the target, but for small r, the target nucleus charge is

related to the coefficients {ai} by Z = 1 + a1 + a5. Note that in this model, we treat the

atom using single active electron approximation. Rare gas atoms will be used for this test.

The parameter set a={a1,a2,a3,a4,a5,a6} forms a six-dimensional search space. For each

known possible solution, a, which is called an individual in GA, we first calculate the DCS,

σ(k, θ; a), for the scattering by the potential V (r; a). The fitness of this individual is then

calculated from a fitness/objective function

χ2(a) =
∑
i,j

k4
i [σ(ki, θj; a)− σe(ki, θj)]

2. (2.2)
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Note that we use weighted DCS, k2σ, in order to give more or less equal weight to the DCS

at different energies. Obviously individuals with lower fitness values are considered better

designs, and we aim to find a parameter set a = {ai} with possibly lowest fitness using GA.

We comment that the model potential approach for the DCS calculation used here ne-

glects the electron exchange, core polarization and other many-electron correlation effects.

This approximation is adequate for electron scattering for energies above 10 eV and more.

The DCS calculated from model potential method are in good agreement with those from

the R-matrix calculations, see Section 2.1.3.

2.1.2 The genetic algorithm

In this work we used the GA driver, GA v1.7a, implemented by David Carroll, written in

Fortran language100. In this code, binary encoding of the parameter set {ai} is adopted.

Both Simple GA (SGA) and micro-GA (or µGA) can be used. We use micro-GA in this

work. Similar to SGA101,102, two operators are employed in micro-GA: (parent) selection and

crossover. Both GA’s start with an initial population, i.e., a group of candidate parameter

sets, which are randomly selected from the search space. Next, the fitness of each individual

is evaluated, which identifies their survival ability.

In the following evolutionary process, to create offspring for the next generation which

will totally replace the current population, parents are selected according to their fitness.

In other words, the fitter individuals will be emphasized more in hope that in turn they

will have offspring with even lower fitness. The selection scheme applied in the work is

tournament selection with tourney size 2. In this scheme, 2 candidate individuals will be

randomly chosen with shuffling technique; the fitter will then win out to be one mate; the

other mate will be fixed by running another tournament.

Afterwards, marriage of all pairs of mates will generate the new generation, whose genetic

construction descends from their parents by crossover. It is worthy of pointing out again

that crossover is performed on the basis of binary encodings instead of real-valued encodings.
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In more detail, each individual, an ordered list of the 6 real-valued parameters in each

set, will be encoded into a binary sequence with each bit representing a “gene”. In this

study, uniform crossover is adopted in which gene exchange happens at each bit locus with

probability pcross. Elitism is also applied which simply retains the current best fit individual

in the next generation, in case that it may be destroyed by crossover. GA practice tells us

elitism could efficiently cover against the negativeness of crossover and significantly improve

the GA’s performance. Different from SGA, micro-GA does not perform mutation operation

on the offspring.

Once the next generation is created, a new round of evolution procedure starts over

again. This loops until the maximum number of generations Gmax set previously is reached

and ends with output of the best parameter set found by then.

Besides the difference in mutation from SGA, micro-GA evolves only a small population

(typically population size Npop is 4∼10), which will largely cut down the number of fitness-

function evaluations and the computer time. Nevertheless, genetic diversity is not able to

be maintained for many generations if “the population evolves in normal GA fashion”103.

To prevent premature convergence, similarity of the whole population is checked for every

generation. The genes of the best individual in each generation will be compared with the

rest population locus by locus. If the variability, defined as the weight of the non-identical

bits out of the total bits, is less 5%, the micro-GA will restart with the best individual and

randomize the others.

2.1.3 The calculation of differential elastic scattering cross sec-
tions

Since the fitness function is based on the elastic DCS, we describe briefly how the DCS

is calculated for each candidate potential V (r; a). First, we separate out the long-range

Coulomb potential, such that

V (r) = −1

r
+ VS(r), (2.3)
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in which VS(r) is the short-range potential. In standard quantum mechanics textbooks,

V (r) is called a modified Coulomb potential. The total differential scattering amplitude for

such a potential can be written as

f(θ) = fc(θ) + fS(θ), (2.4)

where fc(θ) is the Coulomb scattering amplitude,

fc(θ) = − η

2k sin2 θ
2

e−i{η ln[sin2(θ/2)]−2σ0} (2.5)

with η = −1/k and σ0 = arg[Γ(1 + iη)]. The scattering amplitude fS from the short-range

potential VS(r) is given by

fS(θ) =
∞∑
l=0

2l + 1

k
e2iσleiδl sin δlPl(cos θ). (2.6)

where the Coulomb phase shift for each partial wave is

σl = arg[Γ(l + 1 + iη)] (2.7)

and δl is the phase shift from the short-range potential.

For the present purpose, we do not have experimental DCS, σe(k, θ). Thus we generate

the “experimental” data in two ways. One is to start with a given model potential for

a given atom to generate the DCS. We then use the GA, and see if we can recover this

potential. Alternatively, we can use the R-matrix method104 to calculate the DCS. In the

R-matrix method, the target states are expressed as configuration-interaction expansion of

Hartree-Fock orbitals. The resulting close-coupling equations for the continuum electron

are solved with the R-matrix method. Note that in RMAT calculation, all the electrons in

the atom are considered, i.e., not in the single active electron approximation.

2.1.4 GA parameters and restrictions on the potential parameters

This is an indirect fitting procedure. We want to construct the potential V (r; a) by best

fitting the elastic DCS. In sum, there are 4 GA parameters: population size Npop, crossover
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2.2. GA Fitting with Elastic DCS Generated from a Given Model Potential

rate pcross, maximum number of generations Gmax, and initial random number seed iseed

which is negative to warm up the random number generator. The computer time mainly

depends on the total number of fitness evaluations which is proportional to Npop and Gmax.

Generally speaking, smaller population size will make the GA run faster and yet evolution

flow converges slower; while, larger Gmax surely lowers the risk of getting a nonconverged

best fit but will linearly increase the computer time. Thus we balance computer time

and GA convergence, but give the priority to the latter. For micro-GA, pcross = 0.5 is

appropriate for uniform crossover and we prefer Npop = 5 ∼ 6. We set Gmax a number

as large as possible within the limit of computer time that we are willing to accept. Using

micro-GA, the computer time is shorter, but at the expense of slower evolution convergence.

Another way to reduce computer time is to put some restrictions on the potential parameters.

For example, the nuclear charge Z should be between 1 and 118, and the effective charge

Zeff (r; a) = −rV (r; a) > 0 be a decreasing function of radius r, i.e., Z ′
eff (r; a) < 0. For the

parameter sets a which do not satisfy these conditions, there is no need to further calculate

the DCS. We simply set a very large fitness value for them. Note that the inverse problem

does not guarantee a unique solution in general. This is also true for GA. These additional

constraints are useful for helping to sort out the acceptable solutions.

2.2 GA Fitting with Elastic DCS Generated from a

Given Model Potential

In this first test, we feed the DCS generated from a known potential V (r). The range of k

is taken to be [0.3, 2.0] with 21 equal-spaced grid points. The scattering angle θ runs from

120◦ to 180◦ with an increment of 1◦. The GA parameters are set up with Npop = 6 and

Gmax = 6400. We chose Ar for this test, using the model potential from105. In Figure 2.1(a)

the “experimental” DCS surface is shown (note that the DCS is weighted by k2). In the test,

we set iseed to a series of numbers from -50 to -1500 in step of 50, which results in assorted

curves in Figure 2.1(b), ending with different fitness values at generation Gmax = 6400. Note
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2.2. GA Fitting with Elastic DCS Generated from a Given Model Potential

Figure 2.1: (a) Weighted elastic DCS of Ar feeded in the micro-GA, for momentum k ∈
[0.3, 2.0] and angle θ ∈ [120◦, 180◦]. (b) Evolution of the best fitness per generation associated
with different random number generator seeds iseed. (c) Comparison of the fitted and the
original effective charge Zeff (r).

that only six curves with the lowest fitness are shown in Figure 2.1(b) for clarity. However,

it is difficult to draw a simple rule about the final behavior of fitness curves with different

iseed, as two vicinal seeds could have the fitness scattered far away from each other at the

end, and vice versa. It is therefore fair to say that GA outcomes are “randomly” distributed.

In this study, 30 seeds, i.e., 30 independent runs deem capable of providing a reasonably

good fit.

The fitted potential from this test run is shown in Figure 2.1(c), which is compared to
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the input potential. Good agreement between the two can be seen. The ratio of the error is

less than 4% over all range of r except near the origin where the error is 10%. Nevertheless,

from GA, we obtained 1+a1+a5=16.1 which is close to Z=18 for Ar.

Figure 2.2: (a) Weighted DCS of Ar for k ∈ [2.0, 3.0] and θ ∈ [120◦, 180◦]. (b) Comparison
of the fitted and the original effective charge Zeff (r).

In Figure 2.1, the “experimental” data were selected for the region of k=[0.3, 2.0]. Since

low-energy electrons do not penetrate near the nucleus, this may explain why the retrieved

potential there is not as accurate as we like. We next used “experimental” data for k=[2.0,

3.0]. The DCS surface in this range is shown in Figure 2.2(a). The potential obtained from

GA is compared to the input potential in Figure 2.2(b). We can see clear improvement in

the agreement in the small-r region. The nuclear charge calculated from 1+a1+a5=17.35 is
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2.3. GA Fitting with Elastic DCS Generated from R-Matrix Calculation

Figure 2.3: (a) Weighted DCS of Xe for k ∈ [0.3, 2.0] and θ ∈ [120◦, 180◦]. (b) Comparison
of the fitted and the original effective charge Zeff (r).

now close to Z=18 used in the input.

We have tested GA for other rare gas atoms such as Ne, Kr and Xe, and similar results

have been obtained. As an example, the “experimental” DCS for Xe are shown in Figure

2.3(a) and the retrieved potential is shown in Figure 2.3(b), which is in good agreement

with the input potential.

2.3 GA Fitting with Elastic DCS Generated from R-

Matrix Calculation

In this section, we will use the elastic DCS calculated with RMAT method as “experimen-

tal” data. Different from the previous section, in RMAT calculations no input potential is

available and all the electrons are considered in the DCS calculation. To make the simula-
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tion more “realistic”, we assume that experimentally only the relative DCS are provided,

thus we arbitrarily multiply the calculated DCS by a factor of 10. We further introduce

“experimental” errors of no more than 10% using a random number generator and “instru-

mental” angular resolution ∆θ = 5◦ (i.e., convolute the data with a 5◦ wide Gaussian filter)

on the data. The angular range is taken between 100◦ and 180◦ and k is chosen in the range

of [0.4, 2.0] at 21 equally spaced points.

Because the theory calculates absolute DCS, while the experiment gives only the relative

values, the fitness function now is modified to

χ2(a) =
∑
i,j

k4
i [f × σ(ki, θj; a)− σe(ki, θj)]

2. (2.8)

The factor f is determined by,

f =

∑
i,j k4

i σ(ki, θj; a)σe(ki, θj)∑
i,j k4

i [σ(ki, θj; a)]2
, (2.9)

which corresponds to the minimum of χ2(a) in Eq. 2.8.

In Figure 2.4 the DCS surfaces for Kr, Ar and Ne obtained from the RMAT calculations

are shown. They actually are quite close to those generated from model potentials used

in the previous section (but we assume that is not known). With GA setup of Npop = 5

and Gmax = 6400, the fitting process went through very smoothly, and the fitted model

potentials are given in Figure 2.5. In this figure, we also show the model potentials obtained

from the paper by Tong et al.105. Note that for the latter, the model potential is fitted

with the energy of the ground state as well as a few excited states. From GA, the extracted

nuclear charges are 9.5, 16.7 and 35.2, for Ne, Ar and Kr, respectively. As noted earlier,

more accurate nuclear charges can be obtained if DCS at higher energies are used.

Without the V (r) to check the accuracy, one can compare the energy levels calculated

from the retrieved V (r) with their expectation values calculated from the experimental

spectroscopy data on NIST webpage106. This is shown in Table 2.1. We note that the

agreement is good. For the excited states, the error is typically better than 5%, with larger

error for the ground state. The larger error for the ground state is not surprising. To begin
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Figure 2.4: Weighted DCS calculated with RMAT method for Ne, Ar, Kr for momentum
k ∈ [0.4, 2.0] and angle θ ∈ [100◦, 180◦].
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Figure 2.5: Fitted effective charge Zeff (r) (solid red line) by using the data shown in
Figure 2.4 for Ne, Ar, Kr respectively. For comparison, effective charges (dashed green
line) from the model potentials in the paper by Tong et al.105 are also plotted.
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Configuration NIST GA
2s22p6 -0.792482 -0.832242(5.02%)

2s22p53s -0.178868 -0.170281(4.80%)
Ne 2s22p53p -0.108140 -0.106876(1.17%)

2s22p54s -0.068261 -0.067332(1.36%)
2s22p54p -0.048987 -0.049522(1.09%)
2s22p55s -0.035578 -0.035754(0.49%)
3s23p6 -0.579155 -0.467188(19.33%)

3s23p54s -0.150964 -0.150609(0.23%)
Ar 3s23p54p -0.095147 -0.098672(3.70%)

3s23p55s -0.061856 -0.060740(1.80%)
3s23p55p -0.043744 -0.045780(4.65%)
3s23p56s -0.033707 -0.032724(2.92%)
4s24p6 -0.514476 -0.464244(9.76%)

4s24p55s -0.140347 -0.143238(2.06%)
Kr 4s24p55p -0.093071 -0.092664(0.44%)

4s24p56s -0.060086 -0.058833(2.08%)
4s24p56p -0.044650 -0.044134(1.16%)
4s24p57s -0.032900 -0.031910(3.01%)

Table 2.1: Comparison of the energy levels (in a.u.) from experiments and from the fitted
potentials for Ne, Ar and Kr. Error ratios are also shown in percentage. The experimental
levels are calculated by using term average.
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with, we already know that the potential near the nucleus is not as well retrieved using the

set of “experimental” DCS data in this simulation. Furthermore, the fitness function is for

the DCS only.

Despite of the success shown above, one should not come away with the impression that

GA always works so well. Using the DCS calculated from RMAT approach for Xe, as shown

in Figure 2.6(a), we retrieved the effective charge Zeff (r), showing results from the two with

the best fitness. It is clear that the one with the best fitness is incorrect since it would give

a nuclear charge close to 90. The second best fit actually results in model potential that is

closer to the correct answer. On the other hand, this example also teaches us a lesson on

the importance of our “prior” knowledge imposed about the target. As mentioned earlier

in this chapter, there is no a unique solution in general to a inverse problem, but additional

constraints will be useful to sort out the acceptable solutions. In the current case, we also

narrowed down the searching space of Z from [1, 118] to [1,70] which covers almost all of

atoms we commonly use in experiments, and the best fit turns out to be the correct one.

2.4 Summary and Outlook

In this chapter the collision between an atomic ion with electrons is treated as the scattering

of electrons from a model potential. By expressing the atomic potential in the form of

Eq. 2.1 with six parameters, and assuming that elastic differential scattering cross sections

are available “experimentally” over a range of energies and angles, we set to find the six

parameters using the genetic algorithm. The input “experimental” data were obtained

theoretically from another input potential, or from R-matrix calculations, assuming that

only the relative cross sections are available and that there are in general a 10% intrinsic

random errors and 5◦ angular resolution in the data. We found that the atomic potential

retrieved using GA is quite accurate, as also evidenced by the fact that the retrieved potential

reproduces experimental binding energies accurately. We emphasize that DCS from back

scattered electrons are used, and electron energies of a few to a few tens of electron volts,
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Figure 2.6: (a) Weighted DCS of Xe with the same range as in Figure 2.4; (b) Fitted
effective charge Zeff (r). In (b), Zeff (r) of the two best fits are shown. Note that the best fit
actually is incorrect. The second best fit agrees well with the known model potential in the
paper by Tong et al.105.
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as these are the typical returning electron energies when infrared lasers are used in laser-

atom and laser-molecule interactions, in contrast to the standard electron diffraction method

where the electrons are in the hundreds of keV’s and the scattering angles are in the forward

directions.

Our ultimate goal is to retrieve structure of a transient molecule using high-energy above-

threshold-ionization electrons generated by few-cycle laser pulses where the laser duration

is of a few femtoseconds107. According to the quantitative rescattering theory, it is possible

to extract accurate DCS from the momentum distributions of the HATI electrons. Using a

pump laser to initiate a transition, the HATI electron momentum spectra can be measured

with another few-cycle probe laser pulse. As shown in Chen et al.77, for this purpose the

phase stabilization of the laser pulse is not needed. Our next goal is to generate DCS from

fixed-in-space molecules, or molecules that are partially aligned or oriented and test the GA

method to extract the structure of the molecule. Experimental HATI electron momentum

spectra from isotropically93,108,109 or partially aligned molecules65,110 are beginning to emerge

in many laboratories. The success of the method presented in this chapter convinces us that

GA may be used to retrieve the structure, i.e., the bond lengths and bond angles of a

transient molecule, with temporal resolution of a few femtoseconds.

29



Chapter 3

Molecular Imaging: Independent
Atom Model and Mid-IR Lasers∗

Dynamic imaging of molecules has been one of the ultimate goals of molecular physics and

chemistry44,111. Two conventional tools, X-ray and electron diffraction methods routinely

achieve sub-Angstrom spatial resolutions but are limited to probing dynamical timescales

longer than a picosecond12. Since the advent of femtosecond intense infared laser, an alter-

native method, laser-induced electron diffraction has emerged in last decade. The ultrashort

duration of the laser pulses is greatly beneficial for using LIED studying dynamics on fem-

tosecond timescales. However, can laser induced electron diffraction be used to reveal the

structure of a molecule? In this chapter, we show that if mid-IR lasers are used, the images

generated by the returning electrons are similar to images observed in typical gas phase elec-

tron diffraction. These spectra can be used to retrieve the positions of atoms in a molecule

as in GED. In Sec. 3.1 we describe the theoretical basis that makes dynamic imaging with

infrared lasers possible. In particular, the independent atom model is described which has

been widely used in GED. The returning electron energies in LIED are often about 2-3 order

of magnitude lower than that in GED. We point out that using Mid-IR lasers, rescattering

∗Major part of this chapter is reprinted with permission from “Self-imaging of molecules from diffraction
spectra by laser-induced rescattering electrons” by Junliang Xu el al.96, 2010, Phys. Rev. A, 82, 023814.
Minor part of this chapter is reprinted with permission from the supplementary information of “Imaging
ultrafast molecular dynamics with laser-induced electron diffraction” by Cosmin I. Blaga and Junliang Xu
el al.68, 2012, Nature, 483, 194-197. See the text for details. For the copyright permission, please see
Appendix A.
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3.1. Theory of Dynamic Imaging with Infrared Lasers

electrons energy can be increased to about 100 eV and backscattered electrons could obtain

a momentum transfer q comparable to that in GED, promising the feasibility of IAM to

accurately describe the backscattering DCSs. The validity of IAM is further examined in

Sec. 3.2. We first demonstrate that IAM can be applied to describe diffraction images

for incident electron energies down to about 100 eV if the images are taken at large scat-

tering angles. We then illustrate how to retrieve interatomic separations for isotropically

distributed molecules as well as for molecules that are aligned. The material in this chap-

ter is an adaption of a published paper in Phys. Rev. A. by Xu. et al.98, except for the

bond-length retrieval of N2 molecule in Sec. 3.2.1, which is adapted from the supplementary

material of a published paper in Nature, which is a joint work between Lin’s Group and

Agostini-DiMauro’s group68.

3.1 Theory of Dynamic Imaging with Infrared Lasers

3.1.1 Independent atom model for e-molecule collisions

In traditional gas-phase electron diffraction, a beam of electrons with energies of a few

hundreds keV’s are aimed at randomly distributed molecules. The scattered electrons are

measured in the forward directions. The DCS, or the diffraction images, are calculated using

the independent atom model23,112,113. In IAM, a molecule is modeled as a collection of its

component atoms fixed in space. The potential seen by the incident electron is taken to be

the sum of the individual potential from each atom. These atoms do not interact and there

is no consideration of chemical bonding, nor of molecular orbitals. Let atom i be fixed at

Ri. The interaction potential of each atom i is represented by a short-range potential. If fi

is the complex scattering amplitude of the ith atom by the incident electron, according to

IAM, the total scattering amplitude for a molecule fixed in space is given by

F (k, θ, ϕ; ΩL) =
∑

i

fie
iq·Ri , (3.1)
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where ΩL denotes the orientation/alignment angles of the molecule, and q = k − k0 is the

momentum transfer. The incident electron momentum k0 is taken to be along the z-axis,

and k = (k, θ, ϕ) is the momentum of the scattered electrons. From Eq. 3.1, the differential

cross section is then given by

Itot(θ, ϕ; ΩL) = IA +
∑
i6=j

fif
∗
j eiq·Rij , (3.2)

where Rij = Ri −Rj, and IA =
∑

i |fi|2. Here IA is an incoherent sum of scattering cross

sections from all the atoms in the molecule. The second term is defined to be the molecular

interference term (MIT). We can see that molecular structural information is only included

in the second term, MIT. For electron scattering from a sample of randomly distributed

molecules, the average of the above expression over ΩL gives

〈Itot〉(θ) = IA +
∑
i6=j

fif
∗
j

sin(qRij)

qRij

(3.3)

in which q and Rij are the moduli of q and Rij, respectively. The IAM equations can

be easily derived from the first Born (B1) approximation in scattering theory. In B1, the

scattering amplitude is a real number. Since the phase is essential for the interference, and

accurate elastic scattering amplitudes from an atomic target are easily obtained, “exact”

atomic scattering amplitudes will be used.

Note that the molecular interference term does not vanish after the angular average over

ΩL. This was pointed out early by Cohen and Fano in 1966114. From Eq. 3.3, we note that

the electron diffraction image obtained from randomly distributed molecules depends only

on the magnitude of the interatomic separations. By taking the inverse sine transform of

the scattering image, the radial distribution function of the molecule can be obtained3,23,113.

This is the essential idea behind gas-phase electron diffraction theory.

In GED, there are a few well-known limitations. Since the experimental data can cover

only a range of angles, or more precisely, a limited range of q, each peak in the retrieved

radial distribution function acquires a width. Thus if several interatomic separations are
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nearly identical, they cannot be separated. Second, the diffraction image is obtained from

the contributions of all the atoms. For light atoms, they do not deflect high-energy incident

electrons significantly. Therefore, the position of light atoms is more difficult to determine

in GED. This is also true for X-ray diffraction.

Since the molecular structure parameters (meaning bond lengths, bond angles and/or

torsion angles) are determined from the molecular interference term, we can define a molec-

ular contrast factor (MCF)

γ =
1

IA

∑
i6=j

fif
∗
j

sin(qRij)

qRij

. (3.4)

The value and the number of oscillations in MCF will determine the quality of the retrieved

molecular structure parameters. Clearly the oscillations are determined by the parameters

qRij. In typical GED3,23, q takes the range of 1 to 30 Å−1, but others49 take as small as

2.2 to about 10 Å−1. For small q, the IAM is not expected to work since effect of chemical

bonding will come into play. For large q, especially for higher energies, the scattering is

too weak. This points out that there is no need to use electrons with energies as high as

hundred keV’s as in GED in principle. One can obtain the same range of q using lower

electron energies, but for large scattering angles. For typical GED, there is no obstacle to

go to higher energies. In fact, a high energy electron is easier to manipulate and it has

smaller de Broglie wavelength. However, to make short pulses out of high-energy electron

beams would be much more of a challenge.

As indicated in the Chapter 1 and Chapter 2, our goal here is to obtain diffraction images

using the returning electrons generated by a laser pulse. To get a large q for low energy

incident electrons, the scattering angle θ should be large. These are exactly the processes

how HATI electrons are generated.

In Figure 3.1(a), we depict the relation between the classical impact parameter and

scattering angle for different incident electron energies, using neutral carbon atom target

as an example. We define that an electron can “see” the carbon atom center when the

impact parameter is less than 0.5 a.u. The upper shaded area defines the angular range
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Figure 3.1: (a) Relation between classical impact parameter b and scattering angle θ for an
electron scattered by the potential of a carbon atom. Different curves for incident energies
from 100 eV to 10 keV are shown. The vertical line is used to “define” close collisions. The
region in scattering angles where GED and HATI spectra can be used for electron diffraction
studies are indicated. (b) Differential cross sections against momentum transfer q for carbon
atom at different incident energies. For small q, the DCS’s depend on q only. For large q,
the DCS’s depend on q and on incident energy. The horizontal line is drawn to indicate the
limit where the DCS’s can be conveniently measured.
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for incident electron energies from 100 eV to 300 eV where the IAM can describe the DCS

adequately. To the right of the vertical line, the effect of chemical bonding as well as many-

electron correlation effect are expected to play important roles in electron scattering, thus

the simple IAM does not work. In actual measurements, the magnitude of the DCS is also

important. In Figure 3.1(b) the DCS is plotted against the momentum transfer q. Note

that to first order, the DCS depends on q only, not on electron energies. If we set the lower

limit where DCS can be measured is above the horizontal line shown in the figure, or to

q at about 16 Å−1, then the DCS for higher q will be too small. For example, for 10 keV

electrons, 20◦ is about the largest angle where DCS can be used for structure retrieval.

If we take the maximum q at 16 Å−1 in Figure 3.1(b) to be the lower limit where

diffraction image can be taken, then we can define the region in Figure 3.1(a) where IAM

will work for collision energies between 100 and 300 eV and the region for GED when the

energy is above 10 keV. In GED it occupies the lower left portion of this allowed region,

while for HATI it is in the upper right corner region. Diffraction images taken outside of

this shaded region are not useful: either the signal is too weak, or that many-electron as

well as chemical bonding will affect the images and they would be too difficult for structure

retrieval. In Section 3.2. A the validity of IAM will be examined for collision energies near

100 eV. If the IAM works, then the same method used in GED can be used for diffraction

images taken at the lower incident energies.

3.1.2 Extracted DCSs, ionization rate and alignment distribution

The basic idea of using infrared lasers for imaging the structure of a molecule is same as

that for atoms. Using the QRS theory13,77, we have been able to demonstrate that the

photoelectron angular distributions D(k, θ) can be expressed as

D(k, θ) = W (kr)σ(kr, θr). (3.5)

We can extract e-molecular-ion collision cross section σ(kr, θr), and retrieve the molecular

structural parameters from it. For a fixed-in-space molecule in a linearly polarized laser
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pulse, the HATI spectra depends on the polar angle as well as the azimuthal angle. Since

gas-phase molecules are either isotropically distributed or only partially aligned or oriented,

the HATI spectra obtained should include such average. In Eq. 3.5, the magnitude of

the wave packet depends on the tunneling ionization rate, which in turn depends on the

orientation/alignment of the molecules. Thus the electron diffraction images extracted from

HATI spectra should be weighted by tunneling ionization rates. For isotropically distributed

molecules this is

〈Itot〉(θ) = (
∑

i

|fi|2)
∫

N(ΩL)dΩL

+
∑
i6=j

fif
∗
j

∫
eiq·RijN(ΩL)dΩL, (3.6)

where N(ΩL) are the tunneling ionization rates calculated using the MO-ADK theory115–117,

and ΩL is the orientation/alignment angles with respect to the polarization direction of the

laser beam, same as in Eq. 3.1. A corresponding molecular contrast factor can also be

defined using

γ =

∑
i6=j fif

∗
j

∫
eiq·RijN(ΩL)dΩL

(
∑

i |fi|2)
∫

N(ΩL)dΩL

(3.7)

If the molecules are partially oriented or aligned, clearly the angular distribution should be

included in the integral over ΩL.

3.1.3 Structural retrieval using genetic algorithm

In Section 3.2, with the diffraction images from electron collisions with molecules, or from

the HATI spectra, we also conducted several retrieval tests using the Genetic Algorithm.

The GA driver, GA v1.7a, was implemented by David Carroll100 with Fortran language,

which has both Simple GA and micro-GA options. We actually used micro-GA98, which

evolves small populations (typically 4∼10 individuals).

In our approach, a Z-matrix is chosen to build up the geometry of an isolated candidate

molecule, which consists of bond lengths, bond angles, and torsion angles. These structural

variables, named by X, form a search space (parametric space). In general, a molecule,
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especially a N -atom nonlinear molecule has 3N −6 degrees of freedom. The fitness function

χ2(X) is defined by the least squares of the difference between the experimental data and

the calculated DCS with trial structural parameter set, but since the experimental DCS

doesn’t have absolute values, a scaling factor is needed to bring it onto the same scale as

theoretical DCS98. The fittest candidate geometry is the one which gives lowest χ2 value

(meaning best agreement with experimental diffraction image).

Micro-GA starts an evolution with an initial population, which are randomly picked

up from the parametric space, and the fitness value of each individual then is calculated,

giving an evaluation of the quality of each trial structure. In the next step, parents are

selected according to their fitness values, and micro-GA always bias the fitter candidates,

which is the so-called “survival of the fittest”. Uniform crossover operator is then applied

to each pair of two mates to produce new generations. Crossover procedure is performed on

the basis of binary encodings instead of real-valued encodings, and each bit in the binary

representation of each parametric set represents a gene. Elitism is also applied to retain

the current fittest structure in the next generation, which is expected to efficiently wipe out

the negative effect of crossover. Once a new generation is created, micro-GA starts another

evolution loop with it as the parent generation. This will go on up to some preset number of

generations. It ends with output of the best geometry. Since micro-GA evolves with small

population, premature convergence can happen easily, i.e., different individuals converge

to an identical local minimum. To prevent this, micro-GA will check the similarity of the

whole population for each generation, by comparing the genes of the current best fit with

the other individuals locus by locus. If the number of non-identical bits is less than 5% of

the total bit number, micro-GA will restart with the best fit and randomize the rest. More

details may be found in Chapter 2 and also the paper by Xu et al.98. This method has been

used to reconstruct atoms98,118,119 from the atomic DCS’s at large angles.
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Z λ (a.u.)
H 1 0.881
Li 3 0.774
C 6 1.276
N 7 1.695
O 8 1.720
F 9 1.902

Table 3.1: Parameters in Yukawa potential V (r) = −Zeλr/r for selected atoms. The
nuclear charge Z and a damping factor λ are listed.

3.2 Results and Discussion

3.2.1 Electron-molecule scattering and IAM model for isotropi-
cally distributed molecules

CO2

We first check how well the IAM works for electron collisions with neutral molecules. Con-

sider electron collisions with CO2 targets for incident energies of 20, 50, 100 and 200 eV.

In Figure 3.2 are shown the IAM results compared with the experimental data taken from

Register et al.120, Iga et al.121, Kanik et al.122, and Tanaka et al.123. Only data for large

angles are shown. In the IAM calculations, the interaction potential between the incident

electron with the carbon atom is approximated by a Yukawa potential with the parameter λ

listed in Table 3.1. The λ for other atoms used in this article are also given in this Table. It

is chosen such that the ground state energy of the negative ion calculated has best agreement

with the experimental data124. The calculation of the scattering amplitude for each atom

can be found in standard quantum mechanics textbook, e.g.,125, or in Section II.D of77. In

the IAM simulation, the bond lengths are taken from the experimental data. From Figure

3.2, it is clear that IAM does not give a good description of the DCS for collisions below 50

eV. At 100 eV and higher, the agreement becomes quite good. In the covered energy region,

the DCS becomes larger at large angles, with a pronounced broad minimum. This broad

minimum is due to the diffraction from individual atoms. This is different from collisions at
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Figure 3.2: Elastic differential cross sections for e−-CO2 collisions at incident energies
of 20 eV, 50 eV, 100 eV, and 200 eV. Solid red curves are IAM simulation. Symbols are
experimental data from different groups. Asterisks: (a,b) from Register et al.120, (c,d) from
Iga et al.121; crosses: from Kanik et al.122; empty squares: from Tanaka et al.123.

39



3.2. Results and Discussion

Figure 3.3: (a,b) Experimental (red solid squares) and theoretical (dashed green curves)
DCS’s vs the atomic terms (dotted pink curves). (c,d) molecular interference terms, com-
paring experimental data with IAM. (e,f) Same as (c,d) but for molecular contrast factors.

the hundreds of keV’s used in GED where the DCS decreases monotonically at large angles.

In Figure 3.2, there is no clear evidence of molecular interference in the experimental

DCS. In Figures 3.3(a,b) we display the same experimental DCS from Iga et. al.121 and

compare to the atomic term, for collision energies of 100 and 200 eV’s. One can see that

the IAM predictions and the experimental data oscillate about the atomic DCS. Recall

that these results are for isotropically distributed CO2. It demonstrates that molecular

interference survives the average over the randomly distributed molecules.

To appreciate the difference of the DCS calculated from the simple IAM model with the

experimental data, we subtract the atomic DCS and show the difference as the molecular
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interference term. For this purpose, we renormalize the experimental data by a multiplicative

factor α,

IMIT = α× Iexp
tot − Iatom

tot . (3.8)

Factor α is chosen such that the mean square of the difference between the renormalized

experimental data and the atomic DCS is minimum. The resulting molecular interference

term from the experimental data and from the IAM are shown in Figures 3.3(c,d). Note

that both the IAM and the experimental data show oscillations. There are shifts in the

oscillations between the data and the IAM predictions which we take to indicate the inac-

curacy of the IAM at these energies. At 200 eV we can see the difference is smaller. This

result is expected since IAM is a model built upon the high-energy scattering theory.

We can also display the molecular contrast factor, MCF, see Eq. 3.4, for the experimental

data and the IAM prediction, shown in Figures 3.3(e,f). It shows that there is a shift in the

oscillations between the data and IAM, more so at 100 eV than at 200 eV. By presenting

MCF, it allows us to evaluate the degree of fluctuations in the experimental data. Clearly

the last experimental point in Figure 3.3(f) is too high. In practical GED applications,

experimental data are often first smoothed113 before they are used to retrieve the radial

distributions of molecules.

C2F6

We next consider a more complex molecule like C2F6 where elastic differential cross sections

for e−-C2F6 collisions have been reported by Iga et al.126. In Figure 3.4(a) the shape of this

molecule is depicted, and values of the molecular interference terms from the experiment

and from the IAM are shown at three collision energies of 150, 200 and 300 eV in Figures

3.4(b,c,d). It is interesting to note that for the angular range of 30◦ to 70◦ there is a

pronounced interference maximum and minimum, respectively, at each energy. At larger

angles the molecular interference term is quite flat. At these energies there is a general

agreement between the IAM prediction and experiment.
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Figure 3.4: (a) Structure of a hexafluoroethane C2F6 molecule in ball-and-stick model.
(b,c,d) Molecular interference terms for e−-C2F6 collisions, experimental data126 vs IAM,
at incident energies of 150 eV, 200 eV, and 300 eV. Elastic DCS’s plotted against momentum
transfer q, IAM (e) vs experimental data (f), for the three energies, respectively.
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C-O bond length (Å)
experiment 1.163

50 eV 1.28(+10%)
1.08(−6.7%) [Iga et.al.]

100 eV 1.18(+1.5%) [Tanaka et.al.]
1.10(−5.4%) [Kanik et.al.]

200 eV 1.13(-2.9%)

Table 3.2: Retrieved C-O bond length of CO2 from experimental DCS’s at 50 eV, 100 eV,
and 200 eV, respectively.

The similarity of the molecular interference term in Figures 3.4(b,c,d) is not surprising.

In Figure 3.4(e) we plot the DCS obtained from the IAM in terms of the momentum transfer

q for the three energies. One can see that within a range of q, they lie on top of each other.

Only at large angles we see deviation from the universal curve. We comment that within the

first Born approximation, the DCS depends only on q, not on the scattering energies and

angles independently. In Figure 3.4(f) we plot the experimental data against q. It shows

that they lie on a universal curve mostly, very similar to the predictions of the IAM.

More tests on the validity of the IAM over the intermediate-energy region were carried

out elsewhere, for example in127–130. Especially in130, Iga et al. presented an experimental

verification on the applicability of the IAM in the above energy region, with DCS’s for

acetylene, n-butane, and benzene measured.

Retrieval of bond length from the DCS of randomly distributed molecules

In this subsection, we address how much error is introduced on the retrieved interatomic

separations if we assume that the experimental DCS is described by the IAM. Note that we

use GA for the retrieval instead of the inverse sine transform used in GED. Here we first take

the simple example of CO2. Using the experimental DCS the retrieved C-O bond length

is 1.28, 1.08 and 1.13 Å, using experimental data at 50, 100 and 200 eV, respectively, see

Table 3.2. Compared to the known bond length of 1.163 Å, the errors are +10%, −6.7% and

−2.9%, respectively. These results are consistent with our conclusion we drew in Sec. 3.2.1
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that IAM works better for energies above 100 eV. It’s worth noting that for the fitting at 100

eV, we used the data from Iga et. al., which actually agrees worst with the IAM prediction

than data from Kanik et. al.122 and Tanaka et. al.123 (see Figure 3.2). Using the latter

two data, the retrieved bond lengths turn out to be more accurate, 1.18 Å and 1.10 Å. The

average accuracy is about 5 pm. Such accuracy is inferior to what can be accomplished

using GED. Note that there are very few experimental data points used in the retrieval

and data at many larger angles are not available. These experimental data were not taken

for the purpose of GED, thus there are few data points at large angles. In spite of this,

reasonable C-O bond length can already be retrieved. For future dynamic imaging, such

errors are acceptable since the goal there is to follow the change of bond length with time,

rather than the precise values at a given time.

For another example, we consider N2. Figure 3.5(a) and (b) show measured DCSs for 100

eV (solid red squares) and 200 eV (solid orange circles) electrons colliding with N2 at large

scattering angles129. The e-N interaction is modeled by a Yukawa potential V (r) = Ze−λrr/r

with Z = 7 and λ = 1.695, see Table 3.1. Figure 3.5(a) shows the calculated DCS curve

(dotted green line) with the known N-N equilibrium bond length, Req, of 1.10 Å. The

atomic term is also shown (blue dashed line). Note that the experimental data and the

IAM predictions oscillate about the atomic term. The phase of the oscillation from the

IAM model agrees well with the experiment, even though the amplitude shows deviations.

A consistency check of our bond length retrieval method is performed by using the same

scattering amplitudes and taking the N-N distance as a free parameter to fit the experimental

data. This procedure yields a N-N bond length Rfit =1.13 Å for 100 eV and 1.09 Å for 200

eV, in very good agreement with the accepted value of 1.10 Å. The resulting DCS curves

are also plotted in Figure 3.5(a,b).

Figure 3.5(c) shows the molecular contrast factor calculated via IAM using the two fit-

ted R’s from Figure 3.5(a) and (b) (maintaining the same label convention used above).

According to Eq. 3.4, for homonuclear diatomic molecules, the two curves should be con-
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Figure 3.5: Retrieval of N2 bond length using experimental molecular collision DCSs. Full
solid squares and circles are experimental DCSs from electron-molecule collisions at large
angle for incident energy of (a) 100 eV and (b) 200 eV, respectively. They are compared
with their corresponding theoretical DCSs (green dotted lines) calculated using IAM with the
known equilibrium bond length and the atomic terms (blue dashed lines) are also given. The
theoretical DCSs with fitted N-N distances are also shown by the red curve in (a) and the
orange curve in (b). In (c), MCF from experimental DCSs in (a) and (b) and their corre-
sponding best fits are plotted against the momentum transfer q. For 100 eV, the experimental
MCF curve has been multiplied by 0.3 from the actually calculated ones. Note that scaling
does not change the position of the peak of the curve or the values of q where it changes
sign. The IAM approximation may not lose accuracy at 100 eV but the global oscillation in
the MCF still provides an accurate method for retrieval of the bond distance.
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Figure 3.6: (a,b) Comparison between measured DCS (red solid squares) of C2H4 at electron
incident energy of 100 and 150 eV’s and the IAM simulations (green full lines). (c,d)
Comparison of the molecular contrast factors. The known bond lengths and the bond angle
are shown in (e).

tinuous if the derived R’s are identical. The 200 eV data does agree well with the IAM

curve except the deviations of the last three points, possibly due to the small cross section

at large angles. The 100 eV experimental data points have been scaled by 0.3 but this does

not affect the peak position or the q-value where the MCF changes sign. Note that the R

was fitted from the DCS directly, i.e. without scaling. The MCF shows that the experiment

still follows the oscillation in q as predicted by the IAM, even though the magnitude does

not. Despite this limitation, the retrieved R is accurate (1.13 Å versus 1.10 Å) and clearly

demonstrates that the retrieval method of R is sensitive to the oscillatory behavior of the

molecular term and not the magnitude of MCF. This same conclusion can be drawn with

respect to Young’s double slit experiment where the information on the slit separation is

contained in the global oscillation of the fringe pattern and not the fringe luminosity.

We finally consider a complex molecule, ethylene. In Figure 3.6(e) the known structure

of C2H4, the C=C and C-H bond lengths, and the angle ∠HCH are given. This system is
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C=C length (Å) C-H length (Å) ∠HCH
experiment 1.339 1.087 117.4◦

100 eV 1.436(7%) 1.281(18%) 144.4◦

150 eV 1.324(-1%) 1.075(-1%) 105.8◦

100 eV 1.058(-21%) 0.947(-13%) 163.7◦

150 eV 1.271(-5%) 1.134(4.3%) 109.0◦

Table 3.3: Retrieved structural information of C2H4 from experimental DCS’s at 100 eV
and 150 eV, respectively, compared to the known experimental values. The first set are
obtained from fitting the molecular interference term, the second one are from fitting the
molecular contrast factor, see Text.

considered to be a challenge for GED since the DCS from H is much smaller than that from

C such that information on H is difficult to retrieve. In Figures 3.6(a,b) we show the DCS

data from e−-C2H4 collisions for incident energies at 100 eV and 150 eV from Brescansin et

al.131, as well as the prediction of the IAM using the known molecular parameters. The same

results are shown in terms of the molecular contrast factors γ in Figures 3.6(c,d). Using the

experimental DCS from Figures 3.6(a,b) and GA, we retrieve the molecular parameters and

the results are shown in Table 3.3. At 100 eV, the retrieved data have 7% error in the C=C

bond length, while the C-H length and the angle ∠HCH have larger errors. However, the

retrieved results using the experimental data at 150 eV look very good. Here we use the

DCS directly for the fitting. If we use the molecular contrast factors in Figures 3.6(c,d) for

the fitting, we obtained the different results as shown in the bottom two rows in Table 3.3.

The discrepancies between the two methods are not surprising. The fitness functions in

the two approaches are not the same. By fitting the DCS, the fitness function emphasizes

small angles where the DCS are larger. Using the MCF, all the angles are treated on equal

footing. Thus the error at large angles in Figure 3.6(c) is enhanced in the retrieval.

As mentioned earlier, we used GA to retrieve the molecular structure parameters from

the electron diffraction images. It turns out that GA has been suggested recently for molec-

ular structure retrieval for diffraction images taken using GED or UED132,133. The global

GA search for molecular geometries of a dynamic system is especially powerful since data
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Figure 3.7: (a) Sensitivity of the molecular contrast factor γ vs the change of C-O bond
length for e−-CO2 collisions at 100 eV. The bond length has been increased or decreased by
10% and 20% with respect to the equilibrium value, respectively. (b) The same, but for a
triangular CO2, where the bond angle ∠OCO is varied.

retrieved from an earlier time step can be used to impose constraints on the search space in

the next step to achieve faster convergence. By using techniques developed from the larger

GED and UED communities, the retrieval of molecular structure from the HATI spectra

will be able to proceed significantly faster when experimental data become available.

Dependence of DCS on bond lengths/angles in the molecule

It is interesting to note that electron diffraction image is very sensitive to the interatomic

distances for a given molecule, as can be seen in Eq. 3.3 since Rij appears in the phase factor
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in the IAM. When the positions of the atoms in a molecule change as in a dynamic system,

the atomic DCS will remain the same, but the molecular interference term will evolve in

time. In Figure 3.7(a) we show how the molecular contrast factor changes when the bond

distance between C and O is changed in CO2. Shown are for electron collisions at 100 eV,

and for the C-O length that has been increased or decreased from its normal value by 10%

and 20%, respectively. As the bond length increases, the oscillation shifts to smaller angles

and the oscillation becomes faster. This is easily understood from the IAM since the phase

q ·Rij in Eq. 3.3 increases with the bond length.

We have also examined the case where the CO2 is assumed to be nonlinear, see Figure

3.7(b). We change the bond angle while the C-O bond length is kept fixed. This is equivalent

to decreasing the internuclear distance of O-O. The conclusion is the same. When the

change of bond length is large, the molecular contrast factor γ changes more rapidly. For

large angles, say from 180◦ to 160◦, the change in O-O distance is small and thus γ does

not change much. For θ from 140◦ to 120◦, the γ changes much more since the O-O bond

length changes more.

3.2.2 Electron-molecule scattering and IAM model for aligned or
oriented molecules

Electron diffraction images from molecules aligned in one dimension

The above discussions focused on molecules that are isotropically distributed. If the molecules

are oriented or aligned, clearly the diffraction images will have more pronounced interfer-

ences. Field-free molecules can be partially aligned or oriented by infrared lasers134, or

by photodissociation49,53 using linearly polarized lights. For simplicity, here we consider

molecules aligned in 1D only. This can be carried out by exposing molecules to a short

linearly polarized infrared laser. After the pulse is over, the molecules will change from

aligned to anti-aligned (or vice versa) near the time intervals of rotational revivals. In 1D

alignment, the molecules are distributed cylindrically symmetric with respect to the polar-

ization axis (the z-axis) of the aligning laser. We consider electron collisions with these
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Figure 3.8: (a) Comparison of DCS’s for parallel-aligned, perpendicularly-aligned, and
isotropic CO2 molecules. The atomic term is also shown (barely separable from the 90◦

curve at large angles). (b) Same data presented in terms of molecular contrast factor.
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aligned molecules, where the incident electrons are directed along the z-axis. In this simple

geometry, the DCS depends on the polar angle θ only, not on the azimuthal angle φ. We

mention that we are not aware of any such measurements yet. For molecules aligned by

photodissociation, there have been a few reported so far, with the time resolutions of a few

hundred femtoseconds49,53.

In Figure 3.8(a) we show the calculated DCS for electron collisions with aligned CO2

molecules at incident energy of 100 eV, for molecules aligned parallel and perpendicular

to the z-axis, respectively. We assume that the angular distribution of the molecules has

the cos6(θL − θL0) dependence, where θL is the angle between the molecular axis and the

incoming direction of electron beam, and θL0 is the central angle of the aligned molecules.

In this figure, the DCS for the atomic terms only, and the DCS for isotropically distributed

molecules are also shown.

From Figure 3.8(a), it is interesting to note that the oscillation is much stronger for

parallel-aligned molecules than for the perpendicularly-aligned molecules. This is expected

for all linear molecules and can be understood from the IAM. In Eq. 3.3, the phase of the

interference term is give by q·Rij. For large scattering angles, the momentum transfer vector

q is nearly antiparallel to the incident direction. Thus q ·Rij is near zero if the molecule is

perpendicularly aligned and maximum when it is aligned. This is opposite to GED where

the electron is scattered in the forward directions and q is nearly perpendicular to the

incident direction. In this limit, more favorable interference is expected when molecules

are perpendicularly aligned. Thus for linear molecules, to obtain large molecular contrast,

sharper features in the diffraction images are obtained by aligning molecules parallel to

the incident electrons if the electron energy below 300 eV and the images are taken in the

backward directions. For completeness, in Figure 3.8(b) we show the molecular contrast

factor obtained from the DCS shown in Figure 3.8(a).

For another example, we compare the molecular contrast factor for aligned C2F6, again

assuming the molecules have 1D alignment and have angular distributions given by cos6(θL−
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Figure 3.9: (a) Comparison of molecular contrast factors of C2F6 molecules at different
alignment conditions for incident energy of 100 eV. (b) Same as in (a) but for 200 eV.
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ordering (dCI,θI) (dCF,θF)

“real” IHHFHH (2.10Å,10.00◦) (1.41Å,25.00◦)
retrieved IHHFHH (2.10Å,9.94◦) (1.41Å,24.96◦)

Table 3.4: From the “measured” HATI spectra of 1-fluoro-4iodobenzene, the retrieved pa-
rameters using GA are compared to the input parameters.

θL0). We consider the alignment axis (the C-C axis) making an angle 0◦, 45◦ and 90◦,

respectively, with the incident electron beam entering along the z-axis. The IAM is used to

calculate the DCS. From the DCS calculated, we extract the molecular contrast factor for

the three alignment angles and the isotropic one. The resulting molecular contrast factors

versus the scattering angles are shown for scattering energies of 100 eV and 200 eV, in Figures

3.9(a) and 3.9(b), respectively. It is noted that for alignment angle of 45◦, the contrast is

about the same as the isotropic one. The contrast is still the largest when the molecules are

parallel-aligned. Unlike the linear molecules, the contrast for the perpendicularly aligned

molecules is no longer small. For this molecule, if the molecule is perpendicularly aligned,

the C-C axis is perpendicular to q, but the C-F bond is parallel to q. Comparison of

Figures 3.9(a) versus 3.9(b) shows that there are more interference maxima and minima at

higher scattering energies.

Retrieving molecular bond lengths (and bond angles) from electron diffraction
images of molecules aligned in 3D

So far we have shown that the diffraction images from randomly distributed molecules

is very sensitive to the bond lengths of the constituent atoms in the molecule. Clearly

the structure retrieval will be significantly improved if diffraction data for aligned/oriented

gaseous molecules are available135.

For simplicity, here we illustrate how the atomic positions in a molecule can be retrieved

if the DCS are available from fixed-in-space molecules. In Figure 3.10(a) we construct a

fictitious isomerization scenario. For the linear LiCN molecule, we assume that it evolves

to CNLi along the (arbitrarily chosen) path indicated in the figure. In the simulation, we
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Figure 3.10: (a) Simulation of the isomerization of LiCN to NCLi. In the model, the
plane of the molecule is fixed and laser’s polarization is perpendicular to it. The assumed
path taken by Li are given by open circles at different steps. From the HATI spectra, the re-
trieved Li positions from GA are indicated by crosses. (b) A model of 1-fluoro-4-iodobenzene
molecule away from its equilibrium configuration. We assume that the iodine and fluorine
atoms are at the positions indicated. Laser polarization is perpendicular to the plane. From
the“measured” HATI spectra, this molecular geometry is reconstructed, with results shown
in Table 3.4.
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Figure 3.11: (Color online) (a) The difference of the DCS for electrons colliding with 1-
fluoro-4-iodobenzene with I and F atoms at and away from their equilibrium positions. The
diffraction spectra for F and I at the non-equilibrium (b) and the equilibrium (c) configu-
rations. (d) Comparison of the differential cross sections for iodine, fluorine and carbon
atoms. The electron energy is 200 eV.
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place Li at a new position and restrict it to move only on the plane of the figure136. We

use IAM to obtain the 2D electron diffraction image for each new position, assuming that

the electron beam is perpendicular to the plane. We then introduce a 10% random error

to each image data point and treat the results as experimental data. We use GA and the

IAM to retrieve the position of Li, i.e., the distance of Li-C and the angle ∠LiCN, with the

C-N bond fixed. In Figure 3.10(a), the input position of Li is denoted by the center of each

circle, the retrieved position is indicated by the crosses. For this example, retrieval of the

position of Li is quite simple.

In another example, we consider a planar 1-fluoro-4-iodobenzene molecule, C6H4IF, see

Figure 3.10(b), away from its equilibrium configuration. This is a benzene molecule where

one of the H’s is replaced by fluorine and another replaced by iodine. We will assume that

the C-C bond and the C-H bond do not change, but allowing the I and F to change from

their normal equilibrium positions as indicated. In the hypothetical experiment, we assume

that the incident electrons enter perpendicularly to the plane of the molecule. We use IAM

to calculate the DCS (2D spectra), and introduce 10% random errors to each image point

and take the results as “experimental” data. In the retrieval, we allow F to switch to a

different C site. Here we define the position of the C that is connected to I to be No.1, as

indicated in the figure. Using GA, in this example, the search involves five parameters: the

two angles and two bond lengths indicated in the figure for I and F, respectively, and the

order of the C atom where the fluorine is attached to. From the Table 3.4 we note that the

five input parameters are accurately retrieved.

The simulation in Figure 3.10(b) represents a large class of chemical compounds where

the hydrogen atoms are replaced by heavy atoms. Since diffraction images from individual

heavy atoms are much larger, see Figure 3.11(d), the difference image shown in Figure

3.11(a) is quite large when the positions of heavy atoms are changed. In Figure 3.11(b) the

diffraction image taken when F and I are away from their equilibrium positions is compared

to Figure 3.11(c) where the F and I are in their normal positions. The simulations were
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Figure 3.12: (a,c) Simulation of HATI spectrum of CO2 at returning electron energy 100
eV and its corresponding molecular contrast factor, based on QRS theory with ionization rate
included which is calculated using MO-ADK theory. (b,d) Same as (a,b) but at returning
energy of 200 eV.

carried out at incident electron energy of 200 eV, and the beam is perpendicular to the

plane of the molecule. At 200 eV, the DCS for C and F are monotonically decreasing with

increasing angles, but not for the heavy iodine atom, see Figure 3.11(d). In the present

simulation, a two-term Yukawa potential was used to represent the iodine atom potential.

We have assumed that the molecules are fixed in space, but it is straightforward to

generalize the analysis to partially aligned or oriented molecules, as well as other directions

for the incident electron beams. In the next subsection, we will show that such flexibility

can be easily carried out if the electron beams are replaced by laser induced rescattering

electrons.
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3.2.3 Electron diffraction using rescattering electrons generated
by molecules in an intense laser field

As explained in Section II.B, one can extract field-free DCS, or the diffraction image, of

a molecular ion, say CO+
2 , from the HATI electron momentum spectra, by exposing CO2

molecules to a linearly polarized laser pulse. Within the short time (about three quarters

of an optical cycle, i.e., within about two femtoseconds for the commonly used Ti-Sapphire

laser) it takes the rescattering electron to return to recollide with the ion, we can safely

assume that the atomic positions in the molecule do not change. Thus the diffraction

images taken for the ion would reflect the atomic positions of the molecule directly.

In Figure 3.12 we consider partially aligned CO2 molecules with a distribution assum-

ing to be given by cos6(θL − θL0) as before. From the HATI spectra we can extract the

diffraction images, or the DCS. The results for returning energies of 100 eV and 200 eV are

shown for a number of alignment angles and for isotropic molecules, see Figures 3.12 (a,b).

The corresponding molecular contrast factors are also shown, see Figures 3.12 (c,d). The

alignment-dependent tunneling ionization rates used in obtaining Figures 3.12 are taken

from116.

To simulate the HATI spectrum, we need to calculate elastic scattering cross sections for

e−+CO+
2 collisions. Unlike CO2 target, when the incident electron is far away from CO+

2 , it

sees a −1/r potential. Thus it is generally expected that the DCS for e−+CO+
2 and e−+CO2

are quite different. This is true for DCS at small angles where the incident electron probes

the outer-shell region. For HATI spectra, the returning electrons are backscattered. They

are scattered near the atomic core where the potential is basically the same for the ion and

the neutral. Thus we expect the difference in the DCS between neutral and singly charged

ions to be negligible for these deep-penetrating scattered electrons. We have checked this

conclusion for atomic targets, for energies near and above 100 eV. For our purpose here we

check CO2 in a different way. In Figure 3.12, we calculated the DCS for e−+CO+
2 collisions,

using the IAM model for O-C+-O, O+-C-O and O-C-O+, and the results are averaged with
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equal weights. The bond length between C-O was set at 1.163 Å. We treat such result as

experimental data and use the IAM model for neutral CO2 to retrieve the bond length of C-

O, using angle-averaged DCS and the GA. The retrieved bond length was 1.149 Å. In other

words, unless we are searching for much higher precision, we may as well just use the IAM

for neutral molecules for the retrieval of the structure parameters. A more rigorous study on

the core-penetrating nature of electron collision with atoms and molecules and identicalness

of e-neutral and e-ion DCSs at electron energies above 100 eV will be addressed in Chapter 4.

We comment that the error for using IAM is expected to become larger if the scattering

energy becomes smaller. For atomic ion, for example, C+, the potential was written as

V (r)=−(1 + 5e−1.532r)/r where the exponential parameter was obtained by fitting to the

ground state energy of C.

We comment that experimental data from CO2 for returning electrons with energies

at or above 100 eV are not available yet. HATI spectra for CO2 have been reported by

Cornaggia93,94,110,137 using 800 nm Ti-Sapphire lasers. The returning electron energies from

this experiment are about 15-30 eV. At such energies the IAM does not work so the C-

O bond length cannot be simply retrieved. Other HATI spectra have been reported for

randomly distributed93,108,109, and for aligned N2, O2 molecules65,110, but only for 800 nm

Ti-Sapphire lasers. Again, these data cannot be analyzed using the model presented here.

To reach returning energies of 100 eV or more, mid-IR lasers will be needed. Since aligned

CO2 has been used in high-order harmonic generation by mid-IR lasers already138,139, it is

highly desirable to measure HATI spectra in the mid-IR regime from unaligned/aligned N2,

O2 and CO2 (or any other simple molecules) to test the theory presented here.

3.3 Summary and Perspective

In this chapter we demonstrated that it is possible to use intense mid-infrared lasers to

probe the structure of a molecule. The idea is to use the rescattering electrons generated by

the laser. Two basic theoretical ingredients are used here. First, based on the quantitative
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rescattering theory for strong field physics, it has been shown that the angular distributions

of the high-energy photoelectrons generated by the strong field can be used to extract field-

free elastic differential cross sections by the rescattering electrons. These are electrons that

have been backscattered from the molecular ion. Thus they are sensitive to the positions of

atoms in a molecule, similar to electron diffraction images generated by few hundred keV’s

electrons in the conventional electron diffraction method. Second, we have established theo-

retically that the simple independent atom model used in GED can be extended to incident

energies in the order of 100 eV, so long that we restrict ourselves to electron images taken at

large angles. We established the validity of IAM using electron scattering data taken in the

100-200 eV region for a few molecules. From these limited data we confirm that they can

be used to retrieve the bond length of the molecules. Since femtosecond mid-infrared laser

pulses are already available, this would suggest that mid-IR laser pulses should be investi-

gated further for its potential for dynamic imaging of transient molecules. Experimentally,

current technologies are capable of generating such spectra, for randomly distributed and

for aligned molecules. Using CO2 as an example, we have made the theoretical analysis of

HATI spectra from aligned CO2 molecules. It is desirable that such data become available

soon experimentally. This will be the first step toward using mid-IR lasers for dynamic

imaging of molecules.
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Chapter 4

Mid-IR LIED for Probing Rare Gas
Atoms

The theoretical underpinning of molecular imaging is based on the independent atom model

with its assumption that probing electrons are able to resolve each atomic core, which is

well localized in the molecule. In IAM, the electron diffraction is described as coherent

scattering by independent atomic cores in the molecule. For decades, IAM has been well

tested and widely used in stereochemical analysis of GED with multi keV electrons involved3.

In Chapter 3, we have theoretically examined and validated the applicability of IAM for

electron energies around 100 eV using e-molecule large-angle collision data, demonstrating

resolving powers for molecular bond lengths as small as 5 pm. We also demonstrated the

preference of mid-IR lasers to generate electrons with such high rescattering energies for

molecular imaging. For LIED, however, the inherent presence of the laser field calls for a

more direct and rigorous study. In this Chapter we report high resolution photoelectron

angular distributions of rare-gas atoms recorded at mid-infrared wavelengths, generating

e-ion recollision events at energies up to 300 eV. This investigation is dedicated to the

atomic response in LIED for laser parameters that, when used for molecular targets, are

suitable to determine accurate molecular structural information via IAM on a femtosecond

time scale. Here we show that (1) At 100 eV or more, the DCS at large angles for neutral

atoms and singly-charged ions are nearly same. (2) The DCS extracted using arbitrary
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laser intensities and wavelengths are identical for a given returning electron energy; (3)

The returning electron wavepacket displays no target structure dependence and its spectral

density when scaled in field units obeys a simple universal scaling law. The first finding

indicates that the electron’s high rescattering energy promotes core-penetrating collisions,

and the e-atom interaction is dominated by the strong short range atomic-core potential

while the bonding valence electrons look transparent. This is crucial to the applicability of

IAM. While the last two findings are anticipated from the QRS theory, a direct experimental

demonstration is essential since experimental spectra are taken from the laser focal volume

where the intensity is not uniform and not known well in general. The material in this

chapter is adapted from a preprint97.

4.1 Experimental Setup and Data Analysis

Two tunable laser systems producing intensities exceeding 200 TW/cm2 are used in the

experiments reported here. A mid-infrared system based on difference frequency generation

and self-phase modulation produces tunable 3.2-3.9 µm, 100 fs, 150 µJ pulses140. A second

system based on optical parametric amplification pumped by a titanium sapphire subsystem

(0.8 µm, 50 fs, 4.5 mJ) delivers 1.7-2.3 µm, 50 fs, 500 µJ pulses141. Photoelectron spectra

were recorded in two field-free time-of-flight electron spectrometers using multichannel plate

detectors (MCP). To ensure good angular resolutions, small pinholes were installed in front

of the MCP detectors, restricting the collection angle to ±1 degrees. Angular distributions

were recorded using half wave plates rotated in 1◦ or 2◦ steps, with 106 laser shots per angle.

Additional experimental details can be found elsewhere142,143.

According to QRS, the detected photoelectron angular distributions D(p, θ) can be fac-

torized simply as:

D(p, θ) = W (pr)σ(pr, θr), (4.1)

where W (pr) and σ(pr, θr) are the momentum distribution of returning wavepacket and

the electron DCS for free electrons scattering on the target ion, and p, pr, θ and θr are
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Figure 4.1: two dimensional photoelectron momentum distributions for Ar irradiated by
laser pulses with the wavelength of 2000 µm at the intensity of 2×1014 W/cm2

the detected momentum, rescattering momentum, detected angle and rescattering angle,

respectively. In QRS, p and pr are related (in atomic units) by p = pr − Ar, where

the additional momentum Ar is the the vector potential at recollision. According to the

rescattering theory, electrons that return at a given pr can follow a long trajectory or a short

trajectory. Using mid-infrared lasers we are following electron collisions that have return

energy of 0.5-2.3 Up instead of the maximum available energy of 3.2 Up. For such energies,

the wave packet is dominated by contribution from long trajectories since these electrons

were born near the peak of the field where the tunneling ionization rate is much larger.

Momentum bin ∆pr ∼ 0.05 a.u. is taken when the DCS is extracted from experimental

data at a fixed pr. Compared to previously reported experiments performed using 0.8 µm

fields91–95, the present work investigates the applicability of QRS deep in the tunneling

regime.

4.2 Experimental Data and Results

Figure 4.1 shows a typical photoelectron momentum spectra with mid-IR lasers. It was taken

from Ar exposed to a 50 fs, linearly polarized, 2 µm mid-IR laser at the peak intensities
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Figure 4.2: (a) Extracted DCSs of Ar at 100 eV from HATI spectra for different combi-
nation of laser intensities and wavelengths. Red circles: 2 µm and 235 TW/cm2; magenta
triangles: 2 µm and 200 TW/cm2; cyan solid squares: 2.3 µm and 380 TW/cm2. Green
filled circles are experimental DCS for e-Ar collision using electron guns148, and the blue
full curve are theoretical e-Ar+ DCS. (b) At 150 eV, e-Ar+ DCS (red circles) is extracted
from HATI spectra at 2 µm and 235 TW/cm2, in comparison to theoretical e-Ar+ DCS (blue
line) and experimental e-Ar DCS (green filled circles)148. (c) Same as (b) but for 200 eV.

of 2×1014 W/cm2. The horizontal axis is the momentum along the polarization axis while

the vertical axis is perpendicular to it. Compared with photoelectron spectrum obtained

using Ti-Sapphire lasers (see Figure 1.1), the most significant difference is that the angular

distribution of the low energy direct electrons in Figure 4.1 is tightly squeezed along the

laser polarization. Previous experiments with near IR lasers have been mainly limited, in the

language of Keldysh144, to the multiphoton or mixed ionization regime, and direct electrons

fan out in the momentum space, resulting in the broad transverse momentum distribution.

In our current work with mid-IR radiation, we are deep in the tunneling regime. According

to ADK theory, the perpendicular momentum width is proportional to E1/2, about one

4th ∼ 10th of the parallel width, which is about A0
145–147 (here A0 is about 3.32 a.u.).

Therefore the direct electrons mainly contribute to a very narrow region along the laser

polarization direction.

In Figure 4.2(a) we present the relative DCS extracted in the case of argon for different

laser parameters (given in the caption) for 100 eV electrons. We notice that irrespective of

the laser parameters, the extracted DCS are identical as predicted by QRS, thus demon-
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strating the robustness of the LIED approach. In contrast to the monochromaticity of the

the usual CED electron beam, the LIED returning wave packet is broadband, ranging from

0 to 3.17 Up. As a consequence, one can extract a series of DCS for different returning

electon energies from a single measured photoelectron angular distribution. For example, in

Figure 4.2 (b) and (c) we depict two additional LIED DCS for 150 eV and 200 eV rescat-

tering energies, respectively, from the experimental data taken at 2.0 µm and 235 TW/cm2

(Up=88 eV). As the electron energy increases, the diffraction peak at 180◦ is constantly

suppressed compared to the low angle signal, whereas the maximum at about 90◦ becomes

less conspicuous and finally flattens out at 200 eV. It is also worth noting that the range

of returning electron energy shown here spans from 1.14 Up to 2.27 Up, far from the 3.17

Up classical cutoff. Finally, a general feature of intense laser photoelectron spectrum is that

longer wavelengths produce angular distributions of direct electrons “squeezed” along the

laser polarization direction compared to shorter wavelengths; consequently, contamination

of the DCS with direct electrons takes place predominantly at small angles. The DCS taken

using 2.0 µm pulses depicted in Figure 4.2 are extracted from 30◦ to 180◦, compared to

a reduced 110◦-180◦ range covered in experiments using 0.8 µm laser fields91,92. There-

fore, mid-IR lasers can provide large-range momentum transfer, a critical requirement for

achieving good spatial resolutions for molecular imaging.

The extracted DCS at each energy is also compared to theoretical calculations for field-

free e-Ar+ collisions. The e-Ar+ interaction is approximated by a model potential in the

form

V (r) = −(1 + a1e
−a2r + a3re

−a4r + a5e
−a6r)/r, (4.2)

where the parameters in the potential are given in105. These parameters are obtained by

fitting to the binding energies of the ground state and first few excited states of Ar, with

the constraint that 1+a1+a5=Z, where Z represents the nuclear charge. The calculated

DCS depicted in Figure 4.2 are in good agreement with experimental ones despite the large

scattering of the data. On each graph, we also show the experimental DCS from e-Ar
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Figure 4.3: Comparison of DCS from LIED for Ar, Kr, and Xe at 150 eV, 150 eV, and 50
eV, respectively. DCS from HATI: red circles; theory e-ion (blue solid lines); experimental
e-neutral (green filled circles); theoretical e-neutral (magenta solid lines).

collisions148. The neutral and ionic DCS for return energies above 100 eV are essentially

identical, thus demonstrating that the long range Coulomb potential plays no role in large

angle scattering. These collisions are due to scattering close to the center of the atom (less

than 0.5 Å for Ar at 100 eV), where the potentials for the neutral and cation are essentially

identical. This result is essential for applying the IAM to e-molecular-cation collisions since

it indicates that electron is indeed penetrating and probing the atomic core.

In Figure 4.3, the DCS extracted from the HATI spectra for Ar at 150 eV, Kr at 150

eV, and Xe at 50 eV are shown. These atoms are irradiated with 2 µm, 50 fs pulses at

235 TW/cm2, 180 TW/cm2, and 72 TW/cm2, respectively. On each figure, experimental e-

neutral-atom DCSs are also shown148–150. In the angular region they overlap the two data set

agree well, except that the LIED data show larger scattering. Two theoretical curves are also

shown in each figure, one from the simple model potential approach for e-cation collisions

as described above. The other is based on the more sophisticated e-neutral-atom collisions

given in the literature151–153. For Ar and Kr, the difference between the two theories is small

over a broad angular range from 70◦ to 180◦. For Xe, due to its lower scattering energy,

two theories overlap only at angles larger than 100◦, and show a big discrepancy at smaller

angles (see supplemental material of the reprint by Xu et al.97 for the clearer comparison

in log scale). Based on the comparison here as well as in Figure 4.2 we can say that the

66



4.2. Experimental Data and Results

e-neutral and e-cation DCS are the same at the collision energies above 100eV and angular

range shown. These conclusions are important for electron diffraction experiments at large

scattering angles for 100 eV or higher collision energies.

From the structural retrieval viewpoint, can one use the DCS obtained from the HATI

spectra to draw information about the target? For the present purpose, we assume that

each cation is represented by a model potential. We assume that the model potential is pa-

rameterized in the same form as Eq. 4.2, with six unknown parameters {a1, a2, a3, a4, a5, a6}

to be fitted.

We used only the data set of Figure 4.3 (i.e., only one collision energy and a limited

angular range [70◦, 180◦] spanned by the experimental data points) and used genetic algo-

rithm100 to retrieve the parameters in Eq. (2). To be “fair”, we do not impose the condition

1+a1+a5=Z, i.e., we assume that we do not know the nuclear charge of the atom. To help

GA to converge to the correct answer, we impose constraints on effective nuclear charge

Z(r) = −rV (r) that Z(r)>0, Z is between 0 and 70, and Z ′(r)>0 which are clearly satisfied

for the potential of the atom of interest here. From the returned best fit we obtain the model

potential for each atom. The retrieved nuclear charges Z are 18.6 for Ar, 38.7 for Kr, and

50.0 for Xe, which are close to the correct values for these rare gas atoms. The accuracy is

not good enough to identify which atom it is, but it certainly can identify which of the rare

gas atom is. This limitation is not due to the LIED itself. Since the potential was retrieved

from a single collision energy, only a small part of the model potential is probed by the

scattering experiment. This can be seen by comparing the retrieved effective charges with

those fitted in the paper by Tong et al.105. The comparison of the two effective charges is

given in the left panels of Figure 4.4. Note that for Ar and Kr, the two sets of curves agree

well within about 0.5 a.u. The discrepancy at larger r is not surprising since this part of the

potential is not important for the DCS at 150 eV and scattering angles above 38◦ for Ar and

60◦ for Kr. This illustrates an important but obvious lesson in scattering theory that each

scattering event probes only a certain aspect of the target. As an illustration, we now used
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Figure 4.4: Retrieved atomic potentials from DCS from the LIED data in Figure 4.3 for Ar,
Kr and Xe, respectively. In (a,b,c), blue lines are the fitted effective charges as a function of
r, compared with a “known” potential for each atom (green lines). DCS calculated from the
fitted potentials are shown in (d,e,f) by the blue lines. Experimental data from LIED (red
circles) and DCS from the known potentials (green lines) are also shown.
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the retrieved potential from GA to calculate the DCS. In the right panel of Figure 4.4 we

also depict the calculated DCSs using fitted potentials. We can see that the DCS extracted

from the HATI spectra are indeed well reproduced, despite that the two potentials are quite

different at larger r, as seen in the right panels. In the case of Xe, the returning energy 50

eV is relatively low thus it would probe the larger r region. Figure 4.4(c) shows that the

two potentials agree well up to about 1 a.u..

As a further remark, we comment that DCS from lower energy electrons would probe

the effective potential of the outer part of the atom. However, at low energies, electron

exchange and many-electron effects become important and thus it is less accurate to describe

the collision by an effective potential. The more accurate and detailed the measurement is,

the more sophisticated, i.e., the fewer approximations, the theory should be used. Thus in

low-energy electron scattering or photoionization experiments, one often does not attempt

to retrieve the “structure” of the target from the measured cross sections. In other words,

our understanding of the “structure” of the target is always limited by what measurements

were made.

Similar to all previously reported data, up to now we have only used LIED to extract

relative field-free DCS. According to the QRS, i.e. Eq. (4.1), from the measured angular

distribution if one knows the absolute DCS it is possible to extract the relative spectral

weight of the returning wave packet. Experimental RWP at fixed pr is defined as the

overall factor that the absolute DCS σ(pr) multiplies to be normalized to the extracted

relative DCS at pr. Scanning pr, we can obtain RWP as a function of returning electron

momentum. In Figure 4.5 we plot the extracted returning wave packets for Ar, Kr, and Xe

at different laser parameters. The extracted returning wave packet displays a monotonic

decrease, attributable to the fact that electrons returning with high energies are born after

the peak of the laser field when the tunneling rate decreases. The monotonic decrease in

the returning wave packet spectral density with increasing the electron momentum is a

general feature, observed in all collected data sets. When the electron momentum is plotted
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Figure 4.5: Returning electron wave packets against returning electron momentum ex-
tracted from the photoelectron spectra for different laser parameters and different atoms.
(Target, wavelength in µm, intensity in TW/cm2) are: Red points: (Ar, 1.7, 208); green
solid squares: (Ar, 2.0, 200) ; blue crosses: (Ar, 2.0, 215); purple asterisks:(Ar, 2.0, 235);
magenta pluses: (Ar, 2.3, 380 ); orange solid inverted triangles: (Kr, 2.0, 180); maroon
solid right triangles:(Kr, 3.6, 98) ; cyan solid diamonds: (Xe, 2.0, 72).

in units of the corresponding maximum value of the vector potential A0, a scaling law

W (pr/A0) ∼ (pr/A0)
−2.6±0.3 is found. We emphasized that the target independence of the

returning wave packet is reflected in the QRS theory. In the case of HHG, similar results

have been shown earlier in Levesque et al.154.

In conclusion, we have demonstrated that with mid-infrared lasers, laser-induced elec-

tron diffraction is a powerful method to extract accurate electron-ion collision DCSs with

dynamic ranges comparable with traditional gas-phase electron diffraction techniques. The

HATI electrons are due to close collisions with the atomic cores and thus the DCS for the

atomic cation is the same as that for the neutral. The experimental data also confirmed

the predictions of the quantitative rescattering theory that the extracted DCS does not

depend on the laser parameters, and that the returning electron wave packet, if plotted

in units of the maximum value of the vector potential, is independent of the target and

the laser intensity. These results provide the essential ingredients needed for validating

LIED for time-resolved structure retrieval of a molecule under conformal transformation, as
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demonstrated in revealing the bond relaxation of O2 and N2 molecules following tunneling

ionization68, which will be reported in the next Chapter.
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Chapter 5

Mid-IR LIED for Probing Diatomic
Molecules: Bond Relaxation of O+

2
∗

The framework of mid-IR laser induced electron diffraction for molecular reconstruction

is well put in the previous chapters. It bridges a number of concepts from strong-field

rescattering physics and conventional gas-phase electron diffraction: tunnel ionization, high-

energy electron production and core-penetrating collisions. In particular, core-penetrating

nature of the recollisions, i.e. unimportance of valence electrons, indeed benefit the LIED

study of molecules. At the energies mid-IR reaches, we can treat the e-neutral-molecule

collision as an e-molecular-cation collision at large scattering angles. In this chapter, we

report our LIED investigation on two simple diatomic molecules, N2 and O2. This study is

performed by measuring the diffracted photoelectron momentum distribution produced by

strong-field ionization of N2 and O2 at several mid-IR wavelengths (1.7, 2.0 and 2.3 µm).

We demonstrate that the experiment has the sensitivity to measure a 0.1 Å displacement

in the oxygen bond length occurring in a time interval of ∼5 fs after ionization. The

investigation establishes a foundation for a novel method for spatio-temporal imaging of

gas-phase molecules. The material in this chapter have been published in Nature in 201268.

This is a joint work by Agostini-DiMauro’s group who carried out the experiments and Lin’s

Group who did the theoretical analysis.

∗Reprinted with permission from “Imaging ultrafast molecular dynamics with laser-induced electron
diffraction” by Cosmin I. Blaga and Junliang Xu el al.68, 2012, Nature, 483, 194-197. For the copyright
permission, please see Appendix A.
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5.1 Experimental Setup and Data Analysis

5.1.1 Experimental details

Details of the laser system used in the experiment have been previously described. Briefly,

an optical parametric amplifier (Topas-HE by LightConversion) pumped by a near-infrared

titanium sapphire front end subsystem (0.8 µm, 4.4 mJ, 50 fs, 1 kHz) generates continuously

tunable ultra-short (0.5 mJ, 50 fs) linearly polarized pulses from 1.2 to 2.3 µm. Angle-

resolved (collection angle 1.6◦) photoelectron energy distributions were recorded by focusing

the laser in a ∼22 cm field-free time-of-flight electron spectrometer using multichannel plate

detectors. At each wavelength, the laser driven diffraction image was obtained by rotating

the laser polarization with respect to the spectrometer axis in steps of 2◦ using zero-order

half wave plates. The sequence of collection angles was randomized to minimize systematic

errors. For each angle, data was collected for approximately 106 laser shots, thus ensuring

the necessary dynamic range while the count rate was kept below 3 hits/shot to minimize

space-charge effects.

The energy Calibration of spectrometer was performed by recording the well-known

above-threshold ionization (ATI) spectra of various noble gases with long (230 ps) pulses.

The relative energy resolution ∆E/E of the apparatus was determined to be better than

1.4% inferred from the long-lived Rydberg series present in the ATI spectrum of argon

taken with 50 fs, 0.8 µm pulses. Finally, for each wavelength the peak intensities were

estimated by analyzing the 2 Up and 10 Up classical cutoffs present in the photoelectron

energy distribution. The cutoff values agree well with numerical results based on single-

active electron quantum calculations and we estimate the accuracy of our technique to be

within an error of 15%.

5.1.2 Extraction of DCSs

For each momentum distribution measurement at a given laser peak intensity, select an

electron return energy, e.g. 100 eV (pr =2.71 a.u.). Using the classical dynamics for long
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trajectories, calculate the birth (tb) and return (tr) times for the prescribed experimental

wavelength λ. Using the return time the laser’s vector potential, Ar = A(tr), is determined

and finally, using the values of pr and Ar, a scattering circle at constant scattering energy

is constructed.

To improve the statistics, a desired uncertainty, ∆pr, is selected, typically a few percent.

From pmin
r = pr−∆pr and pmax

r = pr +∆pr the corresponding values for the vector potential,

Amin
r and Amax

r are estimated, respectively. Next, for a given detected angle, θ, we determine

the detected momenta pmin and pmax and scattering angles θmin
r and θmax

r using the sine law

for the triangles formed by (pmin
r , Amin

r , θ) and (pmax
r , Amax

r , θ), respectively. Then, using

the raw electron time-of-flight data recorded at an angle θ, we integrate the counts in the

time interval, τ , corresponding to the momentum interval pmax
r − pmin

r . Each time bin t

is weighted by the Jacobian, J = p3, and the yield of electrons scattered at the angle

θr(θ) = (θmax
r + θmin

r )/2 is obtained. Finally, repeating the above procedure for every

detected angle θ, we obtain the yields for electrons scattered with momentum pr. The

statistical error bars plotted in the figures are obtained from the total number of counts N

contained in the interval τ , assuming Poisson statistics, i.e. ∆N = N1/2 . Obviously, the

uncertainty ∆N is directly related to the chosen uncertainty ∆pr and in practice the value

is selected to obtain a relative uncertainty ∆N/N better than 10%.

5.1.3 The Genetic Algorithm fitting procedure

Same as in Chapter 3, we assume the atomic components are known, and need only fit the

structural parameters, e.g. the bond length in this study. To calculate atomic scattering

amplitudes, the e-atom interaction is modeled by a Yukawa potential V (r) = Ze−λrr/r with

Z = 7 and λ = 1.695 a.u. for nitrogen and Z = 8 and λ = 1.720 a.u. for oxygen. Using the

experimental DCS, we fit the interatomic distance R using a genetic algorithm. The fitness

function is defined as,

χ2(R) =
∑

i

[
Iexp′t
i

σatom
i

− β × I theory
i (R)

σatom
i

]2 (5.1)
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where i refers to discretized values of q and β is a normalization constant since the ex-

perimental DCS is not absolute. At each angle, the experimental and theoretical cross

sections are normalized by the atomic cross sections in order to have equal weighting at all

angles. Recall that the molecular DCS oscillates around the smooth atomic DCS. At the

energies treated here, the atomic DCS has a minimum at some angle. The smallest value of

q is selected close to where the atomic DCS and the extracted DCS begin to deviate. For

computational efficiency, we limit the search to a range of R [0.95 Å, 1.60 Å].

The e-atom interaction is modeled by a Yukawa potential V (r) = Ze−λrr/r with Z = 7

and λ = 1.695 for nitrogen and Z = 8 and λ = 1.720 for oxygen, respectively (see Table 3.1).

5.2 Bond Relaxation of O+
2

5.2.1 Results and Discussions

Figures 5.1(a,b) shows the photoelectron momentum spectra taken from randomly dis-

tributed N2 and O2 molecules exposed to a 50 fs, linearly polarized, 2 µm mid-IR laser.

The laser peak intensities for N2 and O2 are 2.6×1014 W/cm2 and 1.33×1014 W/cm2, re-

spectively. The horizontal axis is the momentum along the polarization axis while the

vertical axis is perpendicular to it. Since molecules are not aligned, the electron spectra

have cylindrical symmetry. Same as atomic case (see Figure 4.2), the angular distribution

of the low energy direct electrons is squeezed along the laser polarization direction for both

molecules. DCSs extracted from spectra are displayed in Figures 5.1(c,d) for N2 and O2 at

pr=2.97 a.u. (120 eV) and 2.71 a.u.(100 eV), respectively. In comparison to their corre-

sponding IAM predictions, which are calculated with equilibrium internuclear distances, we

can see good agreement over the shown angular region for both molecules. As pointed out in

Chapter 3, the general features of shown DCSs are due to diffraction from individual atoms,

which do not convey any structural information. In the quest for bond length information,

we need extract and study the molecular contrast factors.

It is worth noting that for strong-field ionization, a remarkable difference of molecules
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Figure 5.1: (a,b) angular-resolved photoelectron momentum distributions for N2 and O2

irradiated by laser pulses with the wavelength of 2000 µm at the intensity of 2.6×1014 W/cm2

and 1.33×1014 W/cm2, respectively. (c,d) Extracted DCSs from spectra in (a,b) for N2 and
O2 at pr=2.97 a.u. (120 eV) and 2.71 a.u.(100 eV), respectively.
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from atoms is that after removal of one electron, the rearrangement of the remaining elec-

trons will result in a adjustment of internuclear distances, which may be big for anti-bonding

orbitals such as O2 and small for bonding orbitals such as N2. The dynamics of the rescat-

tering process implies that, at constant pr, the time ∆t between birth and rescattering

of the electron wave packet is proportional to the laser optical cycle and hence the wave-

length. Consequently, following ionization at tb, the bond length begins adjusting to the new

electronic configuration and thus at tr the returning wave packet captures the diffraction

image corresponding to a non-equilibrium internuclear distance. Thus, a series of images

captured at different wavelengths equates to mapping the nuclear motion. If the electron

removal is rapid, then the Frank-Condon (FC) principle155 can be applied to evaluate the

subsequent motion of the vibrational wave packet. We emphasize that FC estimates are

only approximate since tunnel ionization is not expected to be of the impulsive nature. In

this study, the photoelectron momentum distributions of N2 and O2 are measured at three

mid-IR wavelengths, 1.7, 2.0 and 2.3 µm. The three wavelengths are, in principle, probing

the internuclear separation 4-6 fs after tunneling ionization.

We will start our analysis with N2. The baseline for our LIED investigation was ionization

of the highest occupied molecular orbital (HOMO) of N2, the bonding σg orbital. Removal

of a σg electron results in a small change in the equilibrium N-N distance from 1.10 Å

(neutral) to 1.12 Å (ion)156. The experimental DCS (e.g. Figure 5.1(c)) is matched to an

IAM calculation by fitting the normalization constant and the internuclear separation so as

to minimize the variance between experiment and theory. Figure 5.2(a) shows the best fit

MCF (red line) retrieved from the 2 µm experiment (symbols), obtained with a N-N distance

of 1.14 Å. Comparing conventional molecular collision data at similar collision energies (see

Chapter 3), we estimate a 0.05 Å error on the retrieved bond length. For comparison, we

also plot in Figure 5.2(a) the theoretical MCF calculated for N-N distances deviating from

the fitted value by ±5 pm (dashed lines) and equal to that of neutral N2 (dotted line).

Figure 5.2(c) shows the analysis performed for a collision momentum of 4.11 a.u. (230
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eV energy) using 290 TW/cm2, 2.3 µm pulses. The retrieved N-N distance is 1.12 Å. In

addition, LIED measurements performed at 1.7 µm result in a retrieved bond length of 1.15

Å. These three retrieved bond lengths are plotted in Figure 5.2(e) as a function of time,

using the classical correspondence with wavelength discussed above. The three retrieved

bond lengths agree, within a 0.05 Å uncertainty, with the accepted N2 equilibrium value.

However, the experiment cannot resolve the small N-N bond motion (∼0.02 Å) during the

4-6 fs time interval following tunnel ionization.

In contrast to N2, the O2 HOMO is an anti-bonding a πg orbital and ionization leads

to a large change in the O-O equilibrium distance from 1.21 Å (neutral) to 1.10 Å (ion)156.

Following the same procedure as outlined above, the extracted O-O distances for 1.7, 2.0 and

2.3 µm LIED measurements are 1.10, 1.11 and 1.02 Å, respectively. Figures 5.2(b) and (d)

present the MCF analysis at the last two wavelengths, again by comparing experimentally

determined MCF values against the theoretical best fit, and against theoretical fits obtained

for a bond length that differs from the best fit by ±5 pm or is equal to that of neutral O2.

In contrast to the N2 experiments, the MCF curve calculated using the neutral equilibrium

distance does not fit the experiment at either wavelength. The O-O distances derived from

the best fits deviate by 2-4 standard deviations from the equilibrium value, providing a

high degree of confidence (> 99.9%) that the bond has shortened in the 4-6 fs interval after

ionization. The FC curve in Figure 5.2(f) shows the free time evolution of the center of the

nuclear wave packet (O-O distance, solid red line) whereas red dotted lines indicate its width

(FWHM). The three experimental data points in Figure 5.2(f) clearly show a statistically

significant reduction (0.1 Å) in the O-O bond length from its initial, neutral equilibrium

distance of 1.21 Å, as indicated by the vertical arrows. However, the spatial resolution of the

experiment is insufficient to track the much smaller bond length change (∼0.05 Å resolution)

occurring within the 4-6 fs time window spanned by the three measurement points.
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Figure 5.2: (a-d) MCF extracted from the experimental data (scattered symbols) in com-
parison with theoretical predictions. The best fit bond lengths are obtained by fitting the DCS
extracted directly from the measurement. The red solid line is the MCF calculated using the
best fit bond length. The gray dotted line is the MCF calculated using the equilibrium bond
length. The dash magenta and dashed-dotted orange lines in (a,b) are the calculated MCF
using bond lengths that deviate by -5 pm and +5 pm, respectively, around the best fit. The
error bars obey a Poisson statistical distribution. (a) N2 data with 260 TW/cm2, 2.0 µm
pulses (pr = 2.97 a.u.). (c) N2 data with 290 TW/cm2, 2.3 µm pulses (pr = 4.11 a.u.). (b)
O2 data with 133 TW/cm2, 2.0 µm pulses (pr = 2.91 a.u.). (d) O2 data with 150 TW/cm2,
2.3 µm laser (pr = 2.97 a.u.). (e,f) Illustration of bond changes for N2 and O2 following
ionization. The bond lengths extracted from the LIED measurements at each wavelength
(squares: 2.3 µm, circles: 2 µm, diamonds: 1.7 µm) are corelated with the propagation
time based on a classical analysis. The red curves depict the evolution of the nuclear wave
packetfs center (solid) and its associated full width at half maximum (dotted), computed in
the FC approximation. The equilibrium bond length is indicated by the solid (neutral) and
dashed grey (ion) lines. For O2, the vertical arrows indicate that the measured bond lengths
for all three wavelengths are consistently shorter (∼0.1 Å) than the neutral’s equilibrium
length and statistically meaningful.
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5.2.2 Error estimate of Contribution of Excitations in LIED

Both GED and LIED experiments measure the differential cross sections of molecular targets

produced by energetic electrons. Typical neutral molecules have excited electronic (in ad-

dition to rotational and vibrational) states that are only a few eV’s above the ground state,

thus the measured DCS would inevitably include contributions from both the elastic and

inelastic scattering. However, theoretical DCS calculated within IAM does not explicitly

include the DCS from inelastic collisions. How much error does this approximation intro-

duce? This issue could potentially compound the interpretation of an LIED experiment.

Below we show through a combination of theoretical analysis and experimental evidence

that contribution of inelastic collisions to the DCS is small.

In the IAM model, a molecule is approximated as a collection of non-interacting atoms.

If the interactions among the atoms are included, then molecular orbitals are formed by

a combination of atomic orbitals. Thus for N2, the set of molecular orbitals that are con-

structed from the 2p orbitals of the the two nitrogen atoms should be degenerate, and

included as elastic channels within the IAM. [Analogously: if spin-orbit interaction is not

included, then the fine structure levels are treated as degenerate.] Clearly this is a good

approximation only when the collision energy is large compared to the excitation energies.

For excitation energies of 10 eV and collision energies of 100 eV, at each scattering angle, the

difference of momentum transfer for the elastic and inelastic processes will differ by ∼2.5%.

Assuming that the inelastic collision is as important as elastic scattering then a 2.5% error

is introduced into the bond length determination. However, typical experimental data for

neutral targets shows that for incident energies of 100 eV or higher the inelastic cross sec-

tions are only a few percent of the elastic channel157. Differential measurements for e−− ion

collisions, such as N+
2 and O+

2 , are rarer and unfortunately, to the best of our knowledge,

nonexistent, including the energies covered in our experiment. Therefore, we take the ratio

of a few percents or less for the inelastic collision as compared to the elastic one around

100 eV to be true for molecular ion targets just as it was found for neutrals. In addition,
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the elastic and inelastic DCS recorded at the same collision energy for N2O experiment158

display a very similar angular dependence for both channels at large scattering angles. This

is easily understood since large-angle scattering occurs only when the electron is scattered

close to the atomic core, thus a loss of a few eV’s in the incident energy due to excitation

will not significantly alter the scattering angle or shift the interference fringe pattern. Thus

we conclude, as has been done for decades in GED experiments, that IAM is a valid model

for DCS analysis in our LIED measurement.

5.2.3 Error Estimate of the Recollision Time

In our experiment, pulses of 50 fs duration are used (7-8 cycles at 2 µm). The time propaga-

tion of the electron between birth and recollision ∆t = tr− tb is calculated from 1D classical

mechanics, ignoring the ionic potential. For the long trajectories, ∆t is 4.3, 5.4, and 6.3

fs for the wavelengths of 1.7, 2.0, and 2.3 µm, respectively. These estimated times can be

modified by several factors and are discussed below.

First, as discussed earlier, ∆t depends on the value of the vector potential at the atom

position and therefore must be averaged over the focal volume intensity distribution. It is

reasonable to limit the range of intensities to ±15% because of the exponential dependence

of the tunneling rate. The resulting uncertainty on the propagation time is approximately

0.2-0.3 fs.

Second, the classical model predicts two classes of rescattering trajectories, dubbed short

and long. Our analysis of the high-energy events is based on long trajectories but the short

trajectories will affect the propagation time for all detected energies except at the 10 Up

cutoff where the two trajectories merge. The corresponding times are approximately a

quarter-cycle shorter (2 fs at 2 µm) than the long but this difference decreases rapidly with

increasing return energy and vanishes at the cutoff. The exact contribution of the short and

long trajectories to the LIED image is difficult to evaluate but some general statements can

be inferred. For one, the short trajectories have an initial phase that is later in the field-cycle
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Figure 5.3: Comparison of rescattering momentum distributions due to the 1st and 3rd
returns for a 15-cycle, 2 µm pulse at peak intensity of 1.2×1014 W/cm2. The quantum
calculation is performed using the strong field approximation (SFA2) and the results were
averaged over the laser focal volume.

(low field amplitude) electric field strength favors long trajectory production. For the return

energies of 1.5-2 Up typically used in our LIED analysis and a peak intensity at 1.3× 1014

W/cm2, the short trajectory contribution is 6-14% of the long one. For a 2.3 µm LIED

experiment this would give return times of 3.3±0.2 fs and 6.3±0.2fs for the short and long

trajectories, respectively. For our current LIED investigation, a conservative estimate of the

temporal resolution is 2-3 fs. However, improvement in future experiments can increase the

temporal resolution by analyzing the electron momentum near the classical cutoff or using

bichromatic fields for differential control over the short and long trajectories. Resolution of

this issue needs further experimental and theoretical investigations.

Third, the electron wave packet continues to oscillate in the field after the first recattering

and may re-encounter the ion several more times, resulting in a large uncertainty in the

recollision time. These multiple returns are all children of the long trajectory discussed

above and as it continues to propagate the wave packet spreads (∝ λ2) in the transverse

dimension, thus diminishing the electron flux with each subsequent return. In addition, the
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rescattering energy is reduced below 2.4 Up for these multiple returns, as compared to 3.2 Up

for the first returns. Thus the high energy portion of the momentum distribution is produced

mostly by single return events. Furthermore, if the multiple returns were significant, then

the recollision events in LIED would temporally sample the molecular core at very different

internuclear distances. Consequently, the MCF fringe visibility would be strongly reduced

due to the sum of shifted patterns and it would be impossible to fit the data with a single R

value, let alone derive physically significant bond lengths. In fact, the importance of multiple

returns has been previously analyzed for 0.8 µm ionization90. Using the second-order strong-

field approximation90, we calculate the wave packets for the first and third returns for 2 µm

pulses. The result is plotted in Figure 5.3 and includes the average over the focal volume

intensity distribution. The figure shows that at a 2 Up return energy, the 3rd-return is only

12% of the 1st-return and its contribution diminishes at higher energies. Up is defined by the

peak intensity at the focus. The 2nd-return (not shown) is not a relevant trajectory since the

field drives the recollision with the ion from the opposite direction relative the 1st and 3rd

returns. In conclusion, the effect of multiple returns is our LIED measurements is considered

negligible. In the future, experiments using few-cycle (2-3 cycles) long wavelength pulses

can further reduce this effect.

5.3 Conclusion and Outlook

Our findings illustrate that LIED can image sub-Angstrom structural changes in gas-phase

molecules with femtosecond time-resolution. We anticipate that the use of few-cycle pulses,

bichromatic fields, additional wavelengths and improved counting rates will enhance the

temporal resolution, and that the method can be used in pump-probe set-ups to interro-

gate molecules undergoing conformational transformations. An exciting next step would be

to apply LIED to more complex molecules, to aligned or oriented molecules, and to vibra-

tionally or electronically excited molecules. Compared to a GED experiment, LIED’s ability

to coherently control the returning electron wave packet via bichromatic laser fields and/or
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ellipticity could open new paths in electron diffraction.
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Chapter 6

Final Remarks

In recent years, strong-field imaging has become one of the most promising approaches to

investigate ultrafast dynamics of molecules on the femtosecond timescale13. Earlier works

have demonstrated the potential of laser-induced electron diffraction for molecular imaging

because of the sensitivity of the photoelectron spectrum to structures of matter74,76.

In this dissertation, I aimed at formulating this new molecular imaging scheme, which

can be summarized in three pragmatic steps68:

1) measure the electron momentum angular distribution produced by tunnel ionization

by a mid-infrared laser. The relevant electrons in the distribution are those created by

high-energy rescattering events (>100 eV), whose de Broglie wavelength is comparable to

typical bond size (1 Å).

2) Extract field-free electron-ion differential cross sections at large scattering angles from

the momentum distribution using the principles of the quantitative rescattering theory. The

theory formalizes the LIED process as a field-driven wave packet (as the electron beam in

GED) scattering from a molecular ion.

3) Retrieve the best-fit bond length using genetic algorithm, in which theoretical DCSs

for different interatomic separations are calculated using IAM and compared to the experi-

mental DCSs.

I also reported in this dissertation the first application of the LIED method formulated

above to retrieve the bond lengths of two simple molecules N2 and O2, providing the direct
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evidence of bond relaxation of O+
2 following tunnel ionization. LIED is capable of capturing

a bond length change of 0.1 Å in ∼ 5 femtoseconds. Instead of time resolution, the major

concern about LIED is the spatial resolution it can achieve due to the rather low electron

energy, compared to GED. As we know, changes of internuclear separations in molecular

geometrical transformations are on order of 1 Å, so 0.1 Å resolution is more than enough for

us to keep track of the structural change in a transient molecule. This result provides the

first experimental demonstration of LIED for achieving sub-Angstrom spatial resolution.

An important advantage of using laser-induced rescattering electrons to generate electron-

diffraction images is that it can be readily synchronized to perform typical pump-probe mea-

surements. The pump optical beam can be used to initiate a molecular dynamic process96,

e.g. to select a reaction path, and the probe pulse arrives later to monitor the transient

structures of the molecule at different time delays after the pump pulse. With the emergence

of intense mid-infrared sources in many laboratories, LIED has the potential to become a

powerful tool for dynamic imaging of transient molecules with sub-Angstrom spatial and

few-femtosecond temporal resolution68.
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and D. M. Villeneuve. Tomographic imaging of molecular orbitals. Nature, 432:867–

871, 2004.

95



BIBLIOGRAPHY

[82] S. Haessler, J. Caillat, W. Boutu, C. Giovanetti-Teixeira, T. Ruchon, T. Auguste,

Z. Diveki, et al. Attosecond imaging of molecular electric wavepackets. Nature Phys.,

6:200–206, 2010.

[83] C. Vozzi, M. Negro, F. Calegari, G. Sansone, M. Nisoli, S. D. Silvestri, and S. Stagira.

Generalized molecular orbital tomography. Nature Phys., 7:822–826, 2011.

[84] V. H. Le, A. T. Le, R. H. Xie, and C. D. Lin. Theoretical analysis of dynamic chemical

imaging using high-order harmonic generation. Phys. Rev. A, 76:013414, 2007.

[85] Z. B. Walters, S. Tonzani, and C. H. Greene. Limits of the plane wave approximation

in the measurement of molecular properties. J. Phys. Chem. A, 112:9439–9447, 2008.

[86] M. Spanner, O. Smirnova, P. B. Corkum, and M. Y. Ivanov. Reading diffraction

images in strong-field ionization of molecules. J. Phys. B, 37:L243–L250, 2004.
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