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Abstract

The Great Plains once encompassed 160 million fesctd grassland in the central United
States. In the last several decades, conversigrastland to urban and agricultural production
areas has caused significant increases in rundfeession. Past attempts to slow this hydrologic
system degradation have shown success, but clichatege could once again significantly alter
the hydrology. The Intergovernmental Panel on Clen@hange (IPCC) studies the state of
knowledge pertaining to climate change. The IPCE&developed four possible future scenarios
(Al, A2, B1 and B2). The output temperature ancipigation data for Northeast Kansas from
fifteen A2 General Circulation Models (GCMs) wereabyzed in this study. This analysis
showed that future temperature increases are ¢ensamong the GCMs. On the other hand,
precipitation projections varied greatly among GQddgh on annual and monthly scales. It is
clear that the results of a hydrologic study wély depending on which GCM is used to
generate future climate data. To overcome thiscdiffy, a way to take all GCMs into account in
a hydrologic analysis is needed. Separate metheds wsed to develop three groups of
scenarios from the output of fifteen A2 GCMs. Usmgtochastic weather generator, WINDS,
monthly adjustments for future temperature andipit@ation were applied to actual statistics
from the 1961 — 1990 to generate 105 years offdaach climate scenario. The SWAT model
was used to simulate watershed processes for eanars. The streamflow output was analyzed
with the Indicators of Hydrologic Alteration prognawhich calculated multiple hydrologic
indices that were then compared back to a basstieeario. This analysis showed that large
changes in projected annual precipitation cauggdfsgiant hydrologic alteration. Similar
alterations were obtained using scenarios with mhiannual precipitation change. This was
accomplished with seasonal shifts in precipitatmmy significantly increasing annual
temperature. One scenario showing an increaseimggprecipitation accompanied by a
decrease in summer precipitation caused an incredsxh flood and drought events for the
study area. The results of this study show thatatié change has the potential to alter

hydrologic regimes in Northeast Kansas.
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Chapter 1 - Introduction

Great Plains streams and ecosystems are an inpagtaif the diminishing North
American unpolluted fresh water supply. These laygtems, which once encompassed 160
million hectares, have been continually degradedrbwnization and agricultural operations
(Doddset al, 2004). The result of these human impacts is aicwturally dominated area that
provides a significant portion of the food prodoatin the U.S. Many practices have been
implemented in these agricultural areas to mitigia¢estream and ecosystem degradation caused
by the removal of native grass and forest land odohately, there is a new potential threat that
could pose an even greater risk to stream systathfr@shwater supplies in these critical food
producing areas. While not fully understood, maagpde believe that climate change will cause
a significant change in local climates and ecosystaround the world (IPCC, 2007).
Understanding the potential future impacts of ctienghange in the Midwest agricultural region
has important environmental and food productionceoms (Karlet al. 2009).

The water available for crops is one concern witiire climate projections in the
Midwest. A large portion of the agricultural prodion in this area uses rain-fed practices to
provide the water inputs to produce crops. Sinesdloperations rely on rainfall only to meet
soil moisture requirements, future temperature@edipitation trends will have a significant
effect on the productivity of these operationsghtion is also an abundant practice in this
region for agricultural production because suppletalevater can greatly increase yields. While
these operations do not solely rely on rainfallitsp water availability for irrigation could
become a concern if a drying trend occurs in tleréu Irrigation water availability problems
would be compounded in such a future scenario thghconversion of dry-land operations to
irrigated operations to supplement reduced pretipit.

In order to understand and plan for the adverseffof climate change on agricultural
areas, future climate scenarios need to be anatpzeetermine the potential effects on water
availability and quality. One way to accomplishstig with the use of a hydrologic model. A
hydrologic model allows future climate scenariodédnput for an area of interest and analyzed
from water quality, water quantity, soil erosiordéor plant growth perspectives. The use of



hydrologic models to analyze climate change impactdready occurring, but a better way to

simulate the possible range of future climate mtipas is needed.

Objectives
The goal of this study is to use a hydrologic mdadedimulate watershed processes under
future climate scenarios and analyze the resudii@tts on stream hydrology. The specific
objectives are to 1) identify a range of futurengie scenarios based on the current knowledge
and modeling capabilities of climate change, 2)lengent a method to temporally downscale
projected monthly temperature and precipitatiomges into a daily time series, and 3) analyze

the resultant effects from these time series sa@nan stream hydrology.

Outline

In this study, an in-depth analysis of the climgtange projections from the
Intergovernmental Panel on Climate Change (IPCQythoAssessment Report: Climate Change
2007 (AR4) and a review of previous studies usiydrblogic models to assess climate change
are completed (Chapter 2). From this informatiomyife climate scenarios are developed for
Northeast Kansas (Chapter 3). Monthly temperatndepaiecipitation adjustments for these
scenarios are then applied to actual temperatur@@aatipitation statistics using a stochastic
weather generator (Chapter 4). With this informatihe stochastic weather generator is used to
generate a continuous time series of daily mininameh maximum temperature and precipitation
(Chapter 4). This data were then input into a higdyic model to simulate watershed processes
and determine output streamflow (Chapter 5). Thpwstreamflow was analyzed to determine
what effect the climate change scenarios had osttkam hydrology in Northeast Kansas
(Chapter 6).



Chapter 2 - Literature Review

Understanding Climate Change Projections

The Intergovernmental Panel on Climate Change (RS created by the United
Nations Environment Programme and the World Metegioal Organization to oversee and
report the current understanding of climate chargkits potential impacts (IPCC, 2007). The
IPCC has released four assessment reports on tleestanding of climate change as well as
numerous other special reports and technical repéven though the IPCC is viewed as the
leader in provision of climate change knowledges fnrogram does not conduct any research or
monitor climate data itself. Instead, it reliestbnusands of scientists from all over the world to
voluntarily contribute to the work of the IPCC.

Most of the scientific group that contributes te tRCC is comprised of government
agencies, university faculty and private reseairchsf dedicated to climate research. These
researchers use sophisticated general circulataders (GCMs) to simulate atmospheric, land
and sea interactions as a result of probable emnissicenarios. The emission scenarios used in
these models are very detailed and consider maittgators of climate change.

The following driving forces are considered in eaahission scenario (IPCC, 2000):

* Population

» Economic and Social Development
* Energy and Technology

e Agriculture and Land-Use Emissions
» Other Gas Emissions

* Polices

With the large number of possible driving forceglimate change emission scenarios, it
would be impossible for the IPCC to compare any tlirmate models without first establishing
a standard set of emission scenarios. To satisfpéled for common scenarios, the IPCC
analyzed and compared 40 different emission saeharithe Special Report on Emission
Scenarios (SRES) (IPCC, 2000). With this analysis; distinct storylines were created as

possible future climate effecting scenarios.



SRES Storyline Families

The four storyline families, Al, A2, B1 and B2, féif in regional interrelation,
technology spread, regional economy, protectiolocd| and regional environment and
demographic structure change. These family classes created by the IPCC to cover the wide
range of uncertainties in future global social asdnomic developments and related green-
house gas (GHG) emissions. One common misconcegtibat the storyline families contain a
“worst case” or “best case” scenario. However, IRE@D0) explains that “All four SRES
futures represented by the distinct storylinesi@@ed as equally possible and there is no
central, business-as-usual, surprise or disasterefu(4.2.1). Even though a storyline can unfold
only if the given values are emphasized more thhars, the SRES made no opinions to the
desirability of any one family of storyline. The BR storylines also do not take into account
policies to limit GHG emissions (IPCC, 2000). Thlkws for other studies to be developed to
evaluate climate change mitigation measures andig®based on each family of scenarios.

The letter designation of each family relates ®ebonomic path while the number
designation relates to the regional orientatiotheffamily. For example, B1 and B2 storylines,
although to different degrees, focus on the traimsiaof global concerns into local actions to
promote sustainability in the economy. In contrtst, A1 and A2 storylines, also to different
degrees, focus on sustained economic developméhthigher levels of affluence throughout
the world and environmental priorities perceivedess important. Also, the A1 and B1 families
focus on successful economic global convergenegelsas social and cultural interactions,
while the A2 and B2 families emphasize an incredsiverse regional development (IPCC,
2000). These naming distinctions allow any scenfaoim a given family to be quickly identified
and summarized by the overall driving forces belind

Al Storyline Family

The A1 storyline focuses on rapid economic develemnm which regional income per
capita distinctions decrease and eventually disapg#her areas of focus are on commitment to
market-based solutions, high commitment to edusatigh investment and innovation in
education and technology, as well as internatiomability of people, ideas and technology
(IPCC, 2000). The rapid technological discovergwal resources to be produced at an increased

level and increases the number of economicallyve@ble reserves. The increased income per
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capita ultimately leads to an increase in car oglmer sprawling urban areas and dense
transportation networks.

Since this storyline family relies on intensivehtrology discovery, scenario groups are
divided within the family to reflect the uncertamh energy source development. The first
scenario group within the Al family is the A1C gpoThis scenario focuses technological
advances in coal reserves. The second scenarip @G, which focuses on the advancement
of oil and natural gas technology. The third scena1B, focuses on a balance between
different technologies and supply sources so tiektis no single dominant energy source. The
last Al scenario, AL1T, focuses on a shift towartereable and nuclear energy sources (IPCC,
2000).

A2 Storyline Family

The A2 storyline features the world as a seriescohomic regions. These differentiated
regions cause uneven economic growth with a widgofrthe income gap between
industrialized and developing areas. As a resehpfe, ideas, capital and technology tend to be
less mobile, which decreases the focus on glolmadaic, social and cultural interactions. This
regional focus causes self-reliance within regif@mgesources, technology and income.
Technology change also varies between regions lmaseeljional economy. As a result,varying
energy resources between regions leads to incgeesgional based energy advancements. Areas
with high income, but limited resources, tend tou® on renewable and nuclear energy sources.
Resource rich but economically limited regions @ase their dependence on fossil fuels to meet
energy demands (IPCC, 2000).

The regional view also causes people to focus milyaand community life as opposed
to global concerns. This leads to high global papah growth. In an attempt to limit imports
and keep up with growing populations, regional ®on agricultural technology advancement to
meet food demands is increased. This advanceméatlyneads to high levels of soil erosion
and water pollution, but are eventually mitigateithviuture advancements in high-yield
agriculture (IPCC, 2000).

B1 Storyline Family
The B1 storyline is much like the Al storyline mat focus is on a technology advanced,

convergent world. However, in the B1 family thehteological advancements are aimed at
5



improved resource use and environmental protectithrer than economic gain. This emphasis
leads to a more balanced economy with equal, lsstdeerall income distribution around the
world. Even though the main focus of this storylis@n environmental protection, like the other
scenarios, it does not include any GHG emissioitigsl Instead, it is a global movement by
governments, media and public for a sustainableadéuhat drives the environmental
consciousness. The global alertness of environrhprdhlems leads to a transition from
conventional energy resources to cleaner gas res®and then ultimately to renewable energy
sources (IPCC, 2000).

With a strong focus on solving environmental praidethis storyline leads to high
environmental quality with compact cities desigf@dnon-motorized transport and low-impact
agricultural practices elsewhere. This higher quaif living leads to a low mortality rate and
low population growth with global population incsgrag to 9 billion in 2050 and then decreasing
to 7 billion in 2100 (IPCC, 2000). All of these efts add up to a significant decrease in GHG

emissions and an increase in overall quality ef lif

B2 Storyline Family

The B2 storyline features increased governmentoaisthess environmental and social
sustainability at national and local levels drilmnenvironmentally conscious citizens. This
leads to a declining trend in international ingigns, but an increase in local sustainability and
decision making strategies with strong communifié® technology advancement is generally
high, but varies across regions. Energy systenfsrdietween regions based on resource
availability and technology advancements. The kohitechnology spread due to regional focuses
causes the main energy systems to remain hydratédmsed, but with a slight decrease in
overall carbon intensity (IPCC, 2000).

The main focus of this storyline is on educatiod amlfare programs. This focus leads
to low mortality rates and regionally balanced imes. Consequentially, moderate population
growth is expected. The population growth alondgwatcal environmental concerns leads to a
focus on urban and transportation infrastructureelbgpment as well as regional sustainable
agricultural practices (IPCC, 2000). These develepsiresult in a reduction on car dependence,

urban sprawl and overall GHG emissions.



SRES Climate Change Scenarios
From the four SRES storyline families the IPCC tedaeven approved scenarios by
breaking the Al family into four different scenaridhese seven scenarios, shown in Table 2-1,

cover a wide range of possible future changes withe climate change driving forces.
Table 2-1 SRES Scenarios and Characteristics (IPCQ000)

Scenario Al1C Al1G A1B A1T A2 Bl B2

Characteristic

Population Growth | Low Low Low Low High Low Medium

GDP Growth Very High | Very High| Very High| Very High Medium High Medium

Energy Use Very High | Very High| Very High| High High Low Medium

Land-Use Changes | Low- Low- Low Low Medium- | High Medium
Medium Medium High

Resource High High Medium Medium Low Low Medium

Availability

Pace and direction | Rapid Rapid Rapid Rapid Slow Medium Mediur

of Technological

Change

Favoring Coal Oil & Gas | Balanced| Non-Fossils Regional Eéfiay & Status

Dematerialization | Quo

Even though most scientists are inclined to view ohthe seven scenarios as more
desirable than others, it is important to rementbat each scenario has positive and negative
consequences within the driving forces of the seen@here is also no “best guess” or “worst
case” scenario. It is also important to remembat due to the uncertainty of the future situation,
it is probable that none of these scenarios wily ftapture the complexity of future climate
trends and a combination of different driving fastoould result in similar results to any one of
the scenarios.

As a result of the public perception of the SREBWine families, assumptions are
sometimes made about a study based on which SREE&rszis used. Since the A2 scenario is
often viewed as a “worst-case scenario”, some geaggume that any study using it is trying to
exaggerate climate change effects. In contrastnwiine B2 scenario is used, the other side of the
debate often assumes the researcher is tryingpte stinimal climate change effects. While the
researcher is probably choosing a specific SRESasitefor a reason, it is important to

remember that the SRES scenarios will affect stedults differently depending on what
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analysis parameters are used. For example, thedsitago might be perceived as a minimal
impact scenario if population growth is used tolgreaeffects, but if land-use changes are
analyzed, it could be considered a “worst-caseat@hdue to having the highest land-use
change characteristics.

Hydrologic Modeling of Climate Change

Using hydrologic models to analyze GCMs provideivn set of problems and
uncertainties. The major difficulties of hydrologiodeling climate change occur with the
available data from climate models. The GCM datilabkle from the IPCC Data Distribution
Centre are mostly on either an annual or monthdyes¢iowever, daily climate input data are
needed for a hydrologic model to be used. Downsgationthly data to daily data requires
applying future climate projections to historic rions and trends for the area of interest. This
information gap, along with the uncertainty and ptexity of future climate projections has lead
to the simplification of future climate predictiof use in hydrologic models.

The most common simplification process used to Ktawclimate change in a hydrologic
model is to reduce climate change to only tempegadnd precipitation effects. This approach
allows easy climate representation by using futengperature and precipitation data provided
by the GCMs to provide future climate trends. Whils simplification, the effects of increased
CO, concentration, solar radiation and other changssaated with climate change are assumed
to have minimal effects compared to the temperanceprecipitation change.

Using this approach, many studies have used motrnigs for precipitation and
temperature to predict varying effects on wateoueses (Bootet al, 2005; Franczyk and
Chang, 2009; Githwat al, 2009; Jhat al, 2006; Kim and Kaluarachchi, 2009; Vararedal,
2002; Zhanget al, 2007). The analysis methods used to analyze ®icteange effects varied
between these studies according to which parametmesimportant for the particular region.
Both Githuiet al. (2009) and Zhangt al. (2007) used streamflow output from the hydrologic
model to analyze the effects of climate change.tebal. (2005) based the analysis on water
guality and Varanoet al.(2002) used a combination of water quality, swefdow, lateral flow
and groundwater flow to determine climate chandeces.

Climate change analysis was further extended whanczyk and Chang (2009) added
urbanization factors to the future climate scersarithis study concluded that the runoff of

8



combined urbanization and climate change scenpramuce amplified runoff results compared
to an analysis with only one of the variables (Ezyk and Change, 2009). While land use
changes are difficult to predict for the futurediidual SRES scenarios have land use
assumptions built into them. Since this study @ufng on agricultural areas instead of urban
areas, urbanization should not be a major factowever, in agriculturally dominated areas like
the Midwest, agricultural land use and practicenggamay cause additional hydrologic effects
to a climate change analysis.

The main concern with the previous studies thdizathydrologic models to analyze
climate change is that the variation between GCM#ddcresult in dissimilar hydrologic analysis
results if a different GCM is used to repeat thelgt As a result of these concerns, hydrologic
analysis has shifted more towards a sensitivityyargapproach. In Somusd al. (2009), a
sensitivity analysis was conducted using annualipitation variation adjustments ranging from
-20% to 30% in 10% increments. Within each of tixgosecipitation increments, three annual
temperature-increase increments of 1 °C, 2 °C &@iv@ere added to form a total of eighteen
different future scenarios. These scenarios weretimto a hydrologic model to determine the
sensitivity of river discharge and evapotranspira{iET) to temperature and precipitation
variations. This study concluded that river disgeawas mostly affected by precipitation
variations, but temperature did have slight effelct@ddition, temperature increase did cause a
significant increase in annual ET, especially dgitime winter months.

In Nuneset al. (2008), this process was taken a step furthedidyng CQ incremental
increases along with precipitation and temperatuarghis study, the three climate change
parameters were run individually. The first fouesarios were temperature scenarios with
increases of 1.6 °C, 3.2 °C, 4.8 °C and 6.4 °C n&iefour scenarios made adjustments to
precipitation of -10%, -20%, -30% and -40%. Thealfifour scenarios used G@djustments of
+25%, +50%, +75% and +100%. With these scenariogmdss growth and soil erosion
responses were analyzed. This analysis showedtitratiss growth decreased with temperature
increases, increased with higher f0ncentrations, and was not affected by rainfainges.

Soil erosion response did not show dependencertparature, rainfall or C£changes. Instead,
soil erosion response was related to the combiffedt®f surface water yield and biomass

growth responses. To further test these resukghitee parameters were combined to form nine



more scenarios. These scenarios showed that sedjreiehwas highly vulnerable to changes in
rainfall and temperature while increased @0ncentration had little effect (Nunesal, 2008).
The most comprehensive hydrologic modeling analysdimate change in North
America was completed in Jeaal. (2006). This study used a combination of unifohiits to
conduct a sensitivity analysis for g@recipitation and temperature as well as multipEMs
to get monthly temperature and precipitation adpestts for a hydrologic analysis of the Upper
Mississippi River Basin (UMRB). The sensitivity dyss resulted in the conclusion that
precipitation and C@shifts had a greater impact on future streamfloanttemperature did.
However, the impact of temperature increased amtignitude of the change increased. The
sensitivity analysis also showed that solar radiaéind relative humidity changes had minimal

effects on future streamflow.

Hydrologic Indices Analysis

While a hydrologic model is a great tool to helglgme climate change effects, the
output of these models is somewhat limited. Thiglgfocuses on streamflow as a way to
determine if hydrologic alteration occurs duringuie climate scenarios. Most hydrologic
models are continuous and therefore produce stfeanolutput as a continuous series. While
continuous streamflow outputs are good for visuradjhydrologic changes, it is difficult to
distinguish an actual hydrologic change from ndtomaisture variation. Summary statistics are
also available for streamflow, but this only preegdhe user with an average or total amount for
the whole study period. For a more in-depth ang)ysway to categorize streamflow periods and
analyze changes within the categories is needeaveZiing the continuous streamflow data into
hydrologic indices provides a perfect solutionhis tproblem.

Using hydrologic indices resulting from streamfldata allow streamflow characteristics
to be analyzed rather than trying to visually deiee streamflow changes. The many different
hydrologic indices also allow multiple stream cledeaistics to be analyzed from the general
streamflow input. Indices that consider magnitdtbey variability, duration, timing, frequency
and rate of change for hydrologic events are ablkalal he magnitude category can be further
broken down into high, median/mean or low flow egeifhe abundance of hydrologic indices
can make an analysis overwhelming unless only aslewmdices are analyzed. The type and

number of hydrologic indices relevant to a studlf vary depending on the overall goals.
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In order to simplify the process of choosing ret@vaydrologic indices, Olden and Poff
(2003) conducted a comprehensive review of 17 Ewfit hydrologic indices to narrow down
and remove redundancy in the process of choosipgppate hydrologic indices. Their review
used long-term flow records from 420 sites acrbediSA to highlight patterns or redundancy
among the hydrologic indices. In order to acconmpiigs task, streams were broken down into
six stream types ranging from harsh intermittergecennial flashy. Olden and Poff (2003)
found that for each stream type, between 90.5 1B p&rcent of stream variation could be
explained with three or four hydrologic indicesn& the overall goal of this study is to use
hydrologic analysis to determine the effects ahelie change, it is not important to completely
classify the flow regimes. As a result, the hydgidandices types described in Olden and Poff
(2003) were used as a general guideline, but didiei@rmine the final hydrologic indices used
in this study.

The relevancy of hydrologic indices for climate eba analysis depends on important
streamflow factors in the study area. Since Kansigss heavily on agricultural production,
water availability to plants is a major factor retarea. Streamflow can be related to water
availability in many different ways, such as meamnthly streamflow as well as low flow
indices. Furthermore, both aquatic and terrestigakystems are important for the abundant
wildlife in Kansas. Aguilar (2009) applied the Otdand Poff (2003) study to ecologically
relevant hydrologic indices in Kansas streamshis $tudy, it was determined that low flow and
flood events had the most effect on aquatic ecesyst

Another important consideration for Kansas streanp®llution control using best
management practices (BMPs). In order to deterthieaeed and effectiveness of BMPs,
Kansas has developed total maximum daily loads (I&)Dor many in-stream pollutants. Since
Kansas consists of mainly rural areas, non-poiatcgpollution (NPS) is the main cause of
stream pollutants. The sources of NPS cannot biévabg identified, so reducing runoff is the
most efficient way to control NPS. Cleland (2002plains that a connection between flow
duration curves (flow exceedance probability cupaesl TMDLs exists. Flow duration curves
can be used to identify critical flow conditions targeted pollutants. As a result, as flow
exceedance probability increases, the amount of &R&ing streams generally also increases.

Through these studies, it is clear that the effettdimate change on mean monthly
flow, low flow, flood events and flow exceedancelpability curves will have the most effect on

11



Kansas streams. Hydrologic indices that show waiatior these parameters will be used as an
analysis tool to determine how future climate cleaw! affect Midwest streams. As a result,

future climate scenarios will also be analyzed basetheir effects on agriculture, ecosystems

and pollutants.
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Chapter 3 - GCM Analysis and Scenario Development

The studies reviewed in the previous chapter pexyi@ good starting position to develop
climate scenarios for a hydrologic analysis of fataimate trends. The first step in this process
was to identify which GCM(s) to use in the hydrotognalysis. Even though the GCMs shown
in Table 3-1 use the same driving forces to sineullaé climate system and future climate,
output data varies greatly between models. Thigmee is caused by different parameterization
of the many factors within each model. As with gimysical process, there are multiple
methods/equations that can be used to calculateneders within the model. Other differences
can come with the resolution of the model used elsag multiple other factors.

Since GCMs differ in future projections of climasponse to each SRES storyline, it is
important to consider which model or suite of madel use before a hydrologic study can be
performed. Results/implications from climate chastyelies will vary depending on which
GCM and SRES scenario is used. In order to applgetlapproaches to an agriculturally
dominated area in the Great Plains, an analydiseo&vailable GCM models was completed.
From this analysis, it was determined which futtirmate scenario approach would best fit a

hydrologic study in this area.
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Table 3-1 IPCC AR4 Climate Models (IPCC, 2005)

Center Country | Center General Scenarios
Acronym | Circulation Model | Available
Bejing Climate Center China BCC CMm1 A2, Bl
Bjerknes Centre for Climate Research Norwgy  BCCR MR A2, A1B, B1
Canadian Center for Climate Modelling and AnalysiSanada CCCma CGCM3 (T47) A2, Al1B, B
CGCM3 (T63) AlB, B1
Centre National de Recherches Meteorologiques Erang CNRM CM3 A2, Al1B, B1
Australia’s Commonwealth Scientific and Industrial Australia | CSIRO Mk3.0 A2, A1B, B1
Research Organisation
Max-Planck-Institut for Meteorology Germany MPI-M CHAM5-OM A2, Al1B, B1
Meteorological Institute, University of Bonn Gernyan MIUB
Meteorological Research Institute of KMS Korea MHETR
Model and Data Groupe at MPI-M Germany M&D | ECHO-G A2, Al1B, B1
Institude of Atmospheric Physics China LASG FGOAYEHO Al1B, B1
Geophysical Fluid Dynamics Laboratory USA GFDL Ccm2. A2, A1B, B1
CM2.1
Goddard Institute for Space Studies USA GISS AOM BAR1
E-H AlB
E-R A2, Al1B, B1
Institute for Numerical Mathematics Russia INM CHI3. A2, A1B, B1
Institut Pierre Simon Laplace France IPSL CM4 A2PAB1
National Institute for Environmental Studies Japan| NIES MIROC3.2 hires AlB, B1
MIROC3.2 medres| A2, Al1B, B1
Meteorological Research Institute Japan MRI CGCM2.3 A2, Al1B, B1
National Center for Atmospheric Research USA NCAR| CMP A2, Al1B, B1
CCSM3 A2, A1B, B1
UK Met. Office UK UKMO HadCM3 A2, A1B, B1
HadGEM1 A2, A1B
National Institute of Geophysics and Volcanology| alyt INGV SXG 2005 Al1B

A2 Scenario Family Analysis

In this study, only temperature and precipitatiangmeters are adjusted to represent

possible climate change scenarios. In order toahte possible future climate, an analysis was

completed to determine how different GCMs represi@mtA2 climate change projection for the
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study area. Northeast Kansas was chosen to repes&aeat Plains area that has a significant
amount of agricultural land. GCMs were limited be tones that contained a historic experiment
and an A2 projection for both 2050 and 2100. Oiftgdn out of the twenty-four available
GCMs contained all three of these simulations @nist 2050, 2100).

Although the spatial resolution of the GCMs vattypasing an easily identifiable study
area like Northeast Kansas, simplifies determinuhigch GCM grid cell is needed to encompass
the study area. For each GCM, the grid cell with¢bnter point closest to the National Climatic
Data Center (NCDC) weather station at the Topekpoki (COOP ID# 147007) in Northeast
Kansas located at the coordinates 39° 7° 48” Nuldé and 95° 55’ 48” W longitude was chosen.
Average temperature and precipitation data for €M were obtained for the 1961-1990
historic experiment and the 2046-2065 A2 projecfmrthe analysis.

The analysis of these GCMs consisted of a two gtepess to determine how accurate
the GCMs were at simulating historic trends andde the correlation between future A2
projections between the GCMs. The first part ofdhalysis was completed by comparing
average monthly temperature and precipitation \&ftgm the historic experiment for each
GCM to the actual NCDC monthly average temperaamek precipitation values over the same
time period at the Topeka Airport weather station.

Figure 3-1 displays the NCDC monthly average teicupee as a solid blue line. The
monthly average temperatures for each of the itBE€Ms historic runs are shown as red
squares. Although mean temperature for the GCM®hc runs are not 100% accurate, the
values for all models are within a reasonable Wamato the actual NCDC average for that time

period.
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Figure 3-1 GCM Historic Simulation Temperature Comparison versus NCDC Data
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The results of the precipitation historic simulatmompared to the NCDC data contained
more variation than for temperature (Figure 3-2)erthough variation in monthly means
increased, the GCMs were still distributed arouredctual monthly NCDC means. The fact that
GCMs have a difficult time simulating past temperatand precipitation results is not a huge
concern because the GCM future projections wilt@pared back to their respective historic

runs to determine future monthly increases or deae for temperature and precipitation.
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Figure 3-2 GCM Historic Simulation Precipitation Comparison versus NCDC Data

The second part of the A2 GCM analysis comparedibtethly temperature and
precipitation changes for each GCM to each otheis Was accomplished by subtracting the
mean monthly values of the historic simulation (1:-9®90) from the mean monthly values of
the A2 projection (2046-2064). The resultant montemperature and precipitation changes
were then compared between GCMs to see how mu@mearwas shown between the future
projections.

Table 3-2 shows the monthly and annual averagedsatype change for each model.
While the changes between models do not exactlghmatclear trend of temperature change
throughout the year is produced. Temperature tenagerease more in the summer months than

other times of the year. These GCMs show an averageal increase of between 1.3 and 4.6 °C.

16



Table 3-2 A2 Average Temperature Change between 1®@and 2050 (°C)

Model Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct| Nov| [xc | Annual
Average
CNRM CM3 35 29| 31| 25| 15| 29 27 36 42 288 24 229
CSIRO Mk3.0 34 | 38 | 1.7 1.5 1.9 1.1 2.2 2.6 20 29 23 223
CONS ECHOG 34 | 3.7 | 29 35| 43 3.3 3.6 34 3 37 311 3 35
GFDL CM2 21 | 02 | 21 2.2 25 3.2 7.0 9.2 54 23 2J6 3 35
GFDL CM2.1 0.2 | -0.2| 1.3 2.0 24 3.2 49 6.0 4. 26 25 227
GISS E-R 09 | 25| 3.0 1.1 1.7 24| 2% 3.1 3L 21 2)0 122
UKMO HadCM3 08 | 23 | 2.2 2.7 3.3 4.8 4.7 5.0 48 37 2{7 233
UKMO HadGEM1 59 | 6.0 | 4.7 4.9 3.6 3.8 40 4.2 4.1 43 348 G 4.6
INM CM3.0 49 | 50 | 34 2.8 2.3 3.1 4% 45 3 24 36 2 3.6
IPSL CM4 26 | 45 | 55 41| 41 4.1 24 3.2 40 26 29 3 3.6
NIES 27 | 39 | 28 3.1 2.6 3.6) 48 5.1 50 40 43 3 3.9
MIROC3.2medres
MPI-M ECHAMS- 17 | 1.3 | 25 1.7 1.7 1.5 26 29 24 25 311 323
oM
MRI CGCM2.3.2 17 | 21| 23 21 1.6 22 1.8 1.7 20 2t 211 120
NCAR CCSM3 28 | 30| 35 14| 3.6 4.1 2.8 4.0 4. 55 3J6 3 35
NCAR PCM 17 | 15| 1.2 1.0 0.9 1.1 16 15 25 14 0)2 113

Table 3-3 shows a much different result for thecymiéation analysis. Comparing the

various models for given months, monthly precipatvaried from large increases to large

decreases. The annual total change also showedédararend with changes ranging from a

148.4 mm decrease to a 146.1 mm increase.

While temperature projections varied between GQhisy all showed an increasing

trend. Precipitation data however do not show degrdrend between GCMs and varied

significantly more than temperature projections.aAesult of the wide precipitation variance

between GCMs, the amount of change in precipitgtimjections should be a major factor in

determining which GCM to use in a study. This imses the difficulty of analysis of climate

change because the researcher not only has toehdosh SRES scenario to use, but a

consideration as to which GCM to rely on is alsoessary.
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Table 3-3 A2 Precipitation Change between 1990 argD50 (mm)

Model Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov xc Annual
Total
CNRM CM3 -3.4 -2.5 6.5 -21.3 -13.0 -1.2 -10,2 -27.9-24.3 6.5 -6.3 5.0 -92.2
CSIRO Mk3.0 0.0 6.7 -1.6 5.4 5.0 -2.4 2.8 11.5 10/2-10.2 | 8.7 6.5 42.6
CONS ECHOG -13.3| -15.1 -0.9 -14.7 29.5 594 50.5 .747| 26.4 -3.7 -14.7 -5.0 | 146.1
GFDL CM2 29.5 -5.6 10.2 1.2 10.9 -486 -71.6 -44/0-23.7 -1.2 1.2 -6.5 | -148.4
GFDL CM2.1 -1.2 19.6 12.1 -2.4 36.9 -2644 -37.8 .17 -16.2 | -1.6 14.1 1.2 | -18.7
GISS E-R -3.7 -9.0 5.0 9.3 9.9 -7.2 7.1 -33/5 21|915.5 -0.9 -1.6 12.9
UKMO HadCM3 1.9 -2.2 -9.3 -6.3 10.9 -35.1 -174 25| -84 -6.2 5.4 10.2 | -54.1
UKMO 25 -0.8 -7.4 -2.7 30.7 -3.9 -20)8 -17.1 -17|4 20{57.2 6.8 -2.5
HadGEM1
INM CM3.0 13.6 15.4 22.6 24.0 17.4 -204 -13.0 -0.3 -8.7 -33.5 1.2 12.7 | 31.3
IPSL CM4 -5.3 -4.8 -0.3 -23.4, -121 -18p -0.8 -7.1 15.0 27.3 -6.3 1.6 -33.7
NIES 8.4 13.2 14.3 -15 -16.4 -20.1  -27]9 -36.0 -36.0 .631 26.1 11.8 | -32.6
MIROC3.2medres|
MPI-M 29.5 8.1 -16.7 14.7 -4.0 12.9 -9.9 3.4 -180 74 5 7.| -93 25.5
ECHAM5-OM
MRICGCM2.3.2 | 11.8 16.0 195 3.3 1.9 -0.3 1.6 -1.4 129 121 9.9 12.7 | 99.7
NCAR CCSM3 0.9 -1.4 9.9 29.1 34.4 -6.9 -1.p 6.8 1-2.( -18.3 | -11.7 9.7 47.3
NCAR PCM 1.2 7.3 -0.3 16.5 13.3 -6.6 -35.7 3.1 6.4 -1.2 1.2 8.4 13.8

This dilemma also causes difficulties in defendimg results shown in a study because
repeating a study with a different GCM will resultdifferent results. One solution to this
problem is to use the ensemble mean of all of lineate models (Brunsedt al, 2010). With
this approach, all available GCMs for a specifiESscenario are combined and the mean
monthly parameter changes are used as the fuinratel projection. By taking all available
GCMs into account to produce a future climate sgenthe study can be reproduced numerous
times and similar results will be found. The ensknmbean approach along with two other
approaches are used in this study to develop fdurate scenarios for the study area. With
these climate scenarios, a wide range of futurgeptions are developed and analyzed to

determine the impacts of climate change projectinmg¢ortheast Kansas.

Climate Scenario Development
In order to develop climate scenarios, monthly terajure and precipitation adjustments
are calculated by subtracting the average valuésedfistoric run (1961-1990) from the A2
projected values (either 2046-2064 or 2080-2090¢éxh GCM. These adjustments are then
used to adjust actual daily temperature and pratipn statistics obtained by a weather

generator for the study area. In this study, tlliferent techniques are used to develop
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precipitation trends for the climate scenarios. Tlmate scenarios are included in one of three
groups that represent the method used to devedmp.t®nce monthly temperature and
precipitation adjustments were calculated, theyevegaplied to a stochastic weather generator to
produce a daily time series that was input intgdrdlogic model for analysis.

Baseline Scenario Development

Instead of comparing the climate scenario hydralogsults back to actual streamflow, a
baseline scenario was created. This approach hedoede potential errors caused by the
weather generator or the hydrologic model becauseamparison point was developed using
the same procedures as the climate scenarios.aldie for this study was created by not
adjusting monthly temperature or precipitationisteats in the weather generator. Not using any
adjustment will create a climate scenario withistas similar to current temperature and
precipitation in the study area. This baseline aderwas then used as a control simulation to

compare the other climate scenarios to.

Scenario Group 1 Development

The scenario group 1 approach used uniform mompitdgipitation adjustments to
produce climate scenarios for the study area. As/shn chapter 1, this approach has been used
in many previous studies (Jeaal, 2006; Somurat al, 2009; Nunegt al, 2008). These types
of climate scenarios are generally used for sefityitanalyses where the amount of temperature
and precipitation adjustment is incrementally vétbetween each scenario. Instead of
incrementally changing the adjustment magnitude, mositive and one negative future
precipitation trend were used in this study. Alavith the uniform increase in precipitation, a
temperature adjustment was calculated using thendsle mean approach for the fifteen GCMs

analyzed earlier.

Scenario la

Scenario 1a used a uniform precipitation adjustro&ab% increase for all months. The
temperature adjustment for this climate scenarie aaensemble mean of all models for 2050.
This climate scenario simulated a future world vathincrease in precipitation and fairly

uniform temperature adjustment for every monthugtmut the year.
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Scenario 1b

Like Scenario 1a, Scenario 1b used a uniform pitatipn adjustment. However,
Scenario 1b used an adjustment of 10% decreasd foonths. The temperature adjustment for
this climate scenario was the same as Scenar@nlensemble mean of the fifteen A2 GCMs for
2050. This climate scenario simulated a future @varith a decrease in precipitation for every

month.

Scenario Group 2 Development
The approach used in scenario group 2 was a moltierensemble mean approach to
determine both temperature and precipitation aafjests. This approach used the mean monthly
change for the fifteen A2 scenario GCMs analyzetlezaBy averaging all of the monthly
adjustments for temperature and precipitation,dpggroach created a unified climate scenario
from the A2 GCMs. This approach also limited thieetfthat GCMs showing very extreme
changes had on the climate scenario. Since a driiftere scenario is created with this

approach, the results can be easily repeated vathdy using the same GCMs.

Scenario 2a

Scenario 2a represented the ensemble mean tempeaiatliprecipitation adjustment
from 1990 to a new level in 2050. Figure 3-3 shdwesvariance between GCMs for average
monthly precipitation change as well as the mehaswere used for this climate scenario.
Although there is a significant difference betwélae GCMs for all months, the summer months
tended to have the most variance. This climateasegiead to an increase in ensemble mean
precipitation in the spring (March, April, May),lf§September, October, November) and winter
(December, January, February), but a decreasesaigation in the summer months (June, July,
August).
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Figure 3-3 Scenario 2a Monthly Precipitation Changémm) for GCMs from 1990-2050
Figure 3-4 shows the distribution of the GCMs famperature. While the variances are

significantly lower than the precipitation projexsts, the temperature projections did show a
distinct increase in 2050 compared to 1990 forethire year. The increase in mean temperature
was around 2.5 °C all year, with a slightly largrease during the summer months. This
temperature adjustment was also used in the prelyi@stablished climate scenarios 1a and 1b
as well as all three of the group 3 scenariosuhildbe discussed later.
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Figure 3-4 Scenario 2a Monthly Temperature Change’C) for GCMs from 1990-2050
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Scenario 2b

Scenario 2b is similar to 2a in that an ensemblamapproach was used to determine the
temperature and precipitation adjustments for aréutlimate scenario. Scenario 2b also used the
same GCMs as scenario 2a. However, Scenario 2btlsetifference in average temperature
and precipitation adjustments between the hiswnlation (1961-1990) and the A2 projection

for 2080-2099.

Figure 3-5 shows the distribution of future pret@pon shown in these GCMs. Even
though the variance between GCMs for this time &amas much higher than for 2050, the mean

precipitation changes show similar seasonal chatogé® Scenario 2a development.
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Figure 3-5 Scenario 2b Monthly Precipitation Changgmm) for GCMs from 1990-2100
The future temperature projections are shown inféi@-6. These projections showed a

much higher mean temperature increase than in 8oetaa This resulted in a temperature
increase of around 4.5°C for most months excephsmmonths which were again higher than
the rest of the year with an increase of around.6Athough the differences between Scenarios
2a and 2b are not large, the almost doubling otdhegperature increase should cause different

results with the hydrologic analysis.
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Figure 3-6 Scenario 2b Monthly Temperature Change®C) for GCMs from 1990-2100

Scenario Group 3 Development

While the ensemble mean approach is an easy waptesent the fifteen GCMs as one
unified climate scenario, if the GCMs show morentbae future trend, they will not be
represented in the climate scenario. In orderpoaesent multiple future trends shown in the
GCMs, scenario group 3 used a modified versiomefnsemble mean approach. The ensemble
mean approach was modified by grouping the GCMisdihawed a common trend with other
GCMs. The ensemble mean was then calculated fee the@ups to produce future projections.

Analyzing the temperature projections for the &fieGCMs showed that a more
consistent trend between the GCMs for temperatumgoared to precipitation. As a result, the
modified ensemble mean approach was not useddolatd temperature adjustments. Instead,
the ensemble mean of all models for 2050 was aed in the group 3 climate scenarios.
Precipitation on the other hand showed three distrends during the spring months (March,
April, May) and summer months (June, July, Augastipng the GCMs.

Table 3-4 displays the results of the seasonaigataton analysis with “Wet” denoting
an increase in total precipitation during the sadsothe 2050 period compared to the 1990
period, while “Dry” denotes a decrease. This tablews the three distinct trends between GCM
precipitation projections. The models were therupgeal as either showing a “Wet-Wet”, “Dry-
Dry” or a “Wet-Dry” trend. Only one model (MPI-M BGAM5-OM) did not fall into one of
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these three categories as it showed a “Dry-Wetidr@nd was not used in any of the group 3

precipitation scenarios.

Table 3-4 A2 Model Seasonal Analysis 2050 comparém 1990

Seaso | CNRM | CSIRO | CONS [ GFDL | GFDL | GISS | UKMO UKMO INM IPSL NIES MPI-M MRI NCAR | NCAR
CM3 | Mk3.0 | ECHOG | CM2 | CM2.1 | E-R | HadCM3 | HadGEM1 | CM3.0 | CM4 | MIROC3.2 | ECHAM5 | CGCM | CCSM3 | PCM

medres -OM 232
Spring Dry Wet Wet Wet Wet| Wet Dry Wet Wet{ Dr Dry Dry Wet Wet Wet
Summe | Dry Wet Wet Dry Dry Dry Dry Dry Dry | Dry Dry Wet Wet| Wet Dry
Scenari | 3dd 3ww 3ww 3wd 3wd| 3wg 3dd 3wd 3wd  3dd 3dd 3ww  w3w 3wd

Three climate scenarios were developed using teeneble mean of all models to

calculate temperature adjustment and the ensengsde wf one of the model groupings to

calculate precipitation adjustment. This approdidwed multiple future climate scenarios to be

created from the scenario 2a GCMs that are suppbstenore than one GCM.

Scenario 3ww

The first modified ensemble mean climate scen&wognario 3ww, consisted of a
grouping of all GCMs showing a “Wet-Wet” precipitat trend (Table 3-4). Of the fifteen
analyzed AR4 GCMs, four of them are included i1 tmouping. Figure 3-7 shows the monthly
precipitation distribution of these four GCMs. Agected, the monthly ensemble mean

precipitation for these models lead to a largegase in average monthly precipitation during the

spring and summer. Interestingly, even though tk&Shs were only grouped for precipitation

in spring and summer, precipitation appears tobeeased in fall and winter months as well. Of

all of the months, only October showed a substhdéerease in precipitation. Consequently, this

GCM grouping also produced the largest annual pitation increase compared to the other
scenarios except the uniform 10% increase (Talde 3-
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Figure 3-7 Monthly Precipitation Change (mm) of “We-Wet” GCMs from 1990-2050
The projections in this climate scenario produaedhéeresting situation for the

agricultural operations in Northeast Kansas. Withrerease in precipitation throughout the
growing season (April-September), crops may bedessedependent on irrigation input.
Increased rainfall during the growing season mag plovide an increase in crop yield. Aquatic
ecosystems might also benefit from this increadbk less frequent low-flow periods during the
summer months. One downside to these positivestrhghn increase in runoff and erosion
causing land management concerns as well as imttasasliment in streams and reservoirs.
Comparing Figure 3-7 to Figure 3-3 shows the eiffecess that the modified ensemble
mean approach has at decreasing the variabilityeain monthly precipitation change between
GCMs. This approach produced much smaller diffezsretween 25and 75" percentiles as
well as minimum and maximum values than Figureshi®wed for the ensemble mean approach.
For example, September showed 4 pBrcentile 15 mm increase and & 2®rcentile of 18 mm
decrease in Figure 3-3. However, the Scenario 3WBM& showed a 75percentile of around a

18 mm increase and a"®Bercentile of 8 mm increase (Figure 3-7).

Scenario 3dd

Scenario 3dd used the ensemble mean of the GCMsawDry-Dry” precipitation trend
(Table 3-4) to calculate future precipitation patjens. Like the “Wet-Wet” scenarios, there
were also four GCMs that contributed to the “DryyDirend. Figure 3-8 displays the statistics

of this GCM grouping. These models, along withdlkeerease in precipitation in the spring and
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summer, projected an increase in precipitatioménlate fall and early winter. Even with some
months increasing in precipitation, this scenarmdpced the largest annual precipitation
decrease out of all of the scenarios tested exbepiniform 10% decrease in Scenario 1b (Table
3-5).
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Figure 3-8 Monthly Precipitation Change (mm) of “Dry-Dry” GCMs from 1990-2050
Once again, this climate scenario provided an éstarg situation for the agricultural

practices in Northeast Kansas. The decreased piggmp may lead to a decrease in runoff and
erosion, but adverse affects from precipitatioruotin also occur. For example, the large
decrease during the growing season may result incease in irrigation requirements. This
would put additional stress on already limited uhjied water supplies in the area.

As with Scenario 3ww, Figure 3-8 shows that the ifredi ensemble mean approach was
also effective at reducing monthly precipitatiomiaace between GCMs for Scenario 3dd. The
spring and summer precipitation projections shomeadh smaller differences between GCMs,

while the fall and winter month projections alsombmstrated slightly less variations.

Scenario 3wd

Scenario 3wd was developed by calculating the ebhlgemean monthly precipitation
change of all GCMs showing a “Wet-Dry” trend inisggrand summer precipitation (Table 3-4).
Figure 3-9 shows the resultant rainfall distribntfoom the grouped GCMs. As a result of the
varying seasonal precipitation trends, mean anpregiipitation did not extensively change with

this climate scenario (Table 3-5). Much like thienglte scenarios generated in group 2, even
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though this scenario did not show large annual gesun precipitation, the seasonal shifts could

cause considerable hydrologic alteration duringatieysis.
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Figure 3-9 Monthly Precipitation Change (mm) of “We-Dry” GCMs from 1990-2050
This climate scenario is interesting for Northdéahsas because it caused peak rainfall

to shift into times of the year when ground coveragricultural fields is at a minimum. This
would result in an increase in runoff and erosiarnrdy the early part of the year. This type of
climate scenario could also cause the need foeas&d irrigation in some areas as the summers
get increasingly drier. Aquatic habitats might ateone under increasing stress due to earlier

floods followed by significant drought periods dwgithe summer.

Summary of Scenarios
A baseline and seven other climate scenarios wareloped using three separate
development methods in this chapter. Table 3-5 she final temperature and precipitation
adjustments for each climate scenario developech Bathese climate scenarios provided a
unique future temperature and precipitation prapector the study area. These approaches
produced an efficient way to account for the wideation in precipitation projections without

modeling each GCM individually.
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Table 3-5 Monthly Scenario Precipitation (mm) and Bmperature (°C) Change

Scenario 1a Scenario 1b Scenario 2a Scenario 2b Scenario 3ww | Scenario 3dd Scenario 3wd
Month Precip| Temp | Precip | Temp | Precip| Temp| Precip | Temp Precip| Temp| Precip | Temp | Precip| Temp
Jan 24 26 -24 2.6 4.8 2.6 5.7 4.4 -0.2 2.6 0.4 2.6 7.0 2.6
Feb 2.3 2.8 -2.3 2.8 3.0 2.8 0.1 4.6 1.5 2.8 0.9 2.8 4.5 2.8
Mar 6.2 2.8 -6.2 2.8 4.2 2.8 7.5 4.3 6.7 2.8 2.79 2.8 7.0 2.8
Apr 8.1 24 -8.1 2.4 21 24 7.4 4.2 5.8 24| -131 24 7.7 2.4
May 12.4 25| -124 25 10.3 2.5 0.1 4.7 17.7 2.5 -1.7 2.5 19.8 2.5
Jun 13.9 3.0 -13.9 3.0 -8.3 3.0 -36 5.3 125 3.0, -18.6 3.0| -188 3.0
Jul 9.3 3.5 -9.3 3.5 -12.3 3.5 -18.0 6.3 13.4 3.5 -14.0 3.5 -28.6 3.5
Aug 8.7 4.0 -8.7 4.0 -7.3 4.0 -8.3 6.5 16.1 4.0 -17.1 4.0 -18.1 4.0
Sep 11.6 3.8 -116 3.8 4.1 38 -74 6.5 11.9 3.8 -134 3.8 -6.2 3.8
Oct 7.6 3.0 -7.6 3.0 3.0 3.0 0.3 5.5 -5.0 3.0 148 3.0 -0.3 3.0
Nov 4.8 2.7 -4.8 2.7 2.8 2.7 1.6 4.5 -2.0 2.7 4.7 2.7 4.0 2.7
Dec 3.2 2.9 -3.2 2.9 4.1 2.9 3.3 4.2 54 2.9 7.1 2.9 3.5 2.9
Annual 90.5 3.0, -90.5 3.0 2.3 3.0 -11.3 5.1 83.8 3.0, -53.2 3.0| -185 3.0

While it is unlikely that the climate scenarios geated for this study area would be the

same for other areas, the methods used to geribeste climate scenarios can be used to

generate future scenarios for any watershed arthendorld. The resultant climate scenarios

from the group 2 and 3 development proceduresetterifor hydrologic analysis because they

do not rely on a single GCM projection. By incorgtomg multiple GCM projections into a single

scenario, the trends projected in the climate st@ase much easier to support.
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Chapter 4 - Climate Scenario Data Generation

The resultant monthly temperature and precipitasidjustments for each scenario (Table
3-5) are applied to a stochastic weather genetatoneate a 105 year period of daily temperature
and precipitation data. This approach only usedglesadjustment for climate change for the
whole time series. As a result, climate change neasan active variable during the 105 year
scenario simulation. Instead, the output climata elas considered a new steady state with

different monthly and annual temperature and pre&tipn means than the current climate.

WINDS Weather Generator

A stochastic weather generator uses statisticgetbfrom past daily temperature and
precipitation records to generate a weather timeselhe weather generator used in this study
is the Weather Input for Nonpoint Data Simulaticaisp known as the WINDS model. This
model was developed at the University of Minnes@art of the Minnesota Department of
Transportation Erosion Risk Assessment Tool forsbmetion Sites Project (Wilsaet al,

2006). The WINDS model was chosen over similar iveragienerators because of local
knowledge about the development of the WINDS moteis provided an increased
understanding of the recommended uses and limitatéd the WINDS model. The WINDS
model is a stochastic weather generator that stesilaany years of weather realization based
on statistical characteristics computed from théyaeat sub-daily time series of historical
records. In order to accomplish this, a two stegress is used (Wilsaet al, 2006).

The first step analyzes the historical daily weatkeords of the closest weather station
to the area of interest out of the 208 climataatat(Figure 4-1) to obtain relevant statistical
information. The statistical characteristics sushmean, standard deviation, and skew coefficient
are calculated for eleven climate variables: dailgimum and maximum temperature, relative
humidity, average and maximum wind speed, windatiiva, solar radiation, atmospheric
pressure, and precipitation depth. The mean, stdrtviation and skew coefficient are

computed for five-day intervals for all non-pretgtion data using:

5
T

o X

Mean:E (x;) = ==
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Standard DeviatiorsTDEV (x;) = |==————= == Il A
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: AT (xn—E(x:) ) AP EL, 2t -a3n(Th, 2 (TR, 2% 52T, )
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Where xrepresents the non-precipitation variable andnotis the number of observations for
the jth five-day interval (Wilsoet al, 2006). Each variable was then represented byeosi
functions with three harmonics:

W(tj )= W, el +, cos(tj +b, )+h, cos(th +b, )+ b cos(3tj +by)), t, = 277(dayj )/365
whereW are the statistics of climate variabWéeanis the annual mean value, andepresented
harmonic coefficients (Wilsoat al, 2006). Values of the coefficientsare obtained using the
theory for harmonic analysis and modified nonlinéauss method (Wilsost al, 2006). The
statistics for non-precipitation variables werecoddted individually for each day within a year.
Since precipitation climate variable is a discomtins function with a number of events
significantly less than for continuous non-pre@pin variables within the same time period, a
twenty-eight day interval is used for statisticharacteristics represented by cosine functions
presented above. Transitional probabilities of eagts given previous day is wet and wet days
given previous day is dry are calculated usingsdmae cosine fit function presented above
(Wilsonet al, 2006).

Figure 4-1 Location of Precipitation Stations Usedn the WINDS Model (Wilson et al., 2006)
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The second step in this process uses the calcudtdstics to generate a predicted time
series of the eleven weather variables. Non-pretipn climate variables are represented by
continuous functions, use normal probability dgnkinction, and simulated with a statistical
framework of Markov processes. Discrete preciptagvents are modeled using a first-order,
two-state Markov chain based on a transitional abdly of wet given wet days and dry given
wet days (Wilsoret al, 2006) A transitional probability function is usedidentify a rainfall
event, and a log-normal probability density funistabstribution is used to determine the
precipitation depth for that rainfall event.

Cross-correlations between non-precipitation clenatriables are applied for predicting
daily values. The cross-correlation maintains tw that for any given day, maximum
temperature cannot be lower than the predictedmuim temperature. This two step process
allows WINDS to produce a continuous daily weatrartable time series that closely resembles
historical statistics. While this process is exaallat generating weather data based on historical
trends, changes to the WINDS model had to be n@ad#adw it to account for future climate

change adjustments.

Methods

To allow the WINDS model to account for future clite change scenarios, the past
temperature and precipitation statistics had tmbdified using the adjustments calculated for
each scenario in Table 3-5. The first step in pincgess was to obtain the historic statistics for
temperature and precipitation data for the stuég.abaily minimum and maximum
temperature, as well as precipitation data werainbtl from the weather station at the Topeka,
KS Municipal Airport (COOP ID #148167) located hétcoordinates 39° 04’ N latitude and 95°
38" W longitude (NCDC, 2009).

Even though a longer time period was availabléhHerweather station, only data from
1961 to 1990 were used to calculate the statiskitss. time frame was used because it is the
same time frame used in the GCM historic experinteaitthe climate change adjustments were
calculated from. The historic statistics and codnsefor these weather stations were calculated
for temperature (Figure 4-2) and precipitation (ffeg4-3). With these data, WINDS was setup

to generate 105 years of continuous daily tempesand precipitation data for each scenario.

31



35 1

2 ‘_,AM_.‘.% g
g e B ¥ TSR
to S B U - i
l; ; s 'f +  Maximum Temperature ‘#—_\_,‘_“ ’; ; R ﬂ;:_.’
% ? ij f!‘\a’lmxlr;umTer;w;;ture “_'ﬁ E 2 MaximumTem pereture ‘ === laximum Cosing Fit

i; —WiinimumCosnefit | ; | ¢ Minimum Temperature Win mum Cosine 7it

0 60 120 130 240 300 360 0 60 120 180 240 300 360

Figure 4-2 Temperature Statistics for 1961 — 199@ iSoldier Creek

Precipitation {mm)

25

20

15

10

¢ Mean Observed

w
*
\‘
E 28
60 120 180 240 300 360

Calendar Day

= Nean Cosine Fit

Figure 4-3 Monthly Precipitation Statistics from 161 — 1990 for Wet Days in Soldier Creek Watershed

At each step of generating daily variables, themadizing parameter representing annual

average value of the specified variable was scatedrding to the monthly shifts (Table 3-5)

and a new value was generated. Standard deviarmhfransitional probabilities calculated

based on the historical weather data were not neadih simulating future weather data. While

annual scaling was not included in climate preditdi natural variability in daily values

associated with standard deviations and transitjomdabilities were incorporated in the model.

The WINDS output produced a 105 year time seriasititluded daily minimum and maximum

temperature as well as precipitation for each efdight scenarios.
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Climate Scenario Validation

The use of past daily mean and standard deviatimpérature and precipitation statistics
to generate future daily temperature and precipitatalues using the stochastic WINDS model,
may lead to variation between actual and genexdddy values. This concern was realized when
producing multiple 105 year baseline scenario satnhs with the WINDS model. Daily
temperature mean and standard deviations contynorgitched actual daily statistics well. Daily
precipitation mean and standard deviation stasistédculated based on 105 years of WINDS
outputs, however, resulted in variations from tbal statistics.

A longer WINDS simulation period improved the reésubtatistics based on 1000 years
of WINDS simulation for the baseline scenario shéwaa R of 0.99 for daily precipitation
mean and an %of 0.97 for daily precipitation standard deviatishen compared back to actual
statistics over multiple simulations. Unfortunatetye hydrologic model did not allow 1000
years of weather data to be analyzed, so a methseléct a 105 year simulation that contained
daily means and standard deviations that adequaiaighed actual statistics was developed.

For the baseline scenario, the generated meantamdiasd deviation for the 105 year
simulation were compared directly back to the ddtatistics. However, since the other climate
scenarios adjust the daily mean before generatiegenerated statistics cannot be directly
compared back to the actual statistics. To analyg®ther climate scenarios, a 1000 year
simulation was completed for each. The monthly ipreation mean and standard deviation from
these simulations were considered “actual” for Hyegcific climate scenario. From there, five
105 year simulations were generated for each sicenar

The monthly precipitation mean and standard demidtiom the 105 year simulations
were plotted versus the actual statistics. A 1ré tepresenting the 1000 year simulation
statistics was also plotted. The coefficient ofdeiination, or R was calculated between the
each 105 year simulation and the 1x1 line représgitite 1000 year simulation statistics. A
simulation was considered adequate if the meand® greater than 0.95 with the standard
deviation R greater than 0.80.

The results from the chosen climate scenario sitimaompared to the 1000 year
simulation are shown in Table 4-1. If more than simeulation was considered adequate, the
simulation with the highest mearf Ras chosen. If two adequate simulations resuited i

statistically equal meanRthe one with the highest standard deviatidém®&s chosen. The’R
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values for the five 105 year simulation for eadmele scenario are shown in the tables in

Appendix A.
Table 4-1 R Values for Monthly Precipitation of the Chosen Sirnlation
Baseline| Scenario| Scenario| Scenario| Scenario| Scenario, Scenario| Scenario
Scenario la 1b 2a 2b 3ww 3dd 3wd
Mean R | 0.99 0.99 0.98 0.99 0.97 0.99 0.95 0.9
StdevR| 0.94 0.94 0.82 0.92 0.91 0.95 0.86 0.8
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Chapter 5 - Climate Scenario Hydrologic Analysis

Hydrologic models, also known as watershed mo@etspowerful tools that simulate the
effects of watershed properties and processes tar waality and quantity as well as soil and
crop quality. These models have been used to sietha effects of watershed changes ranging
from regulation efforts to conservation practicgpiementation. Use of watershed model results
to analyze climate change scenarios is a relatively use of these models, and suitable
modeling practices are still being developed. Whia development of this new use, many
hydrologic models have added specific climate ckaigulation sub-models (Neiteh al,

2005).

While these sub-models simplify climate change niindeit is difficult to have
confidence in the weather variables generatedhaws in Chapter 2, sophisticated climate
models have difficulty agreeing on precipitatioraobes associated with climate change. The
model used in this study, the Soil and Water Assess$ Tool (SWAT) model, contains a
climate change sub-model (Neitehal, 2005). However, this process only allowed the tse
adjust CQ concentrations. From these changes, the SWAT ngmedrates corresponding
climate changes. The objective of this study iartalyze the IPCC GCMs, so the SWAT climate
change sub-model will not be used. Instead, th@éeature and precipitation data generated
with the WINDS model will be input into SWAT forraulation.

SWAT Model

The SWAT model is a physically based, deterministomtinuous watershed scale
simulation model developed by the USDA AgricultuRasearch Service (Arnoét al, 1998).
The SWAT version 2005 (Neitatt al, 2004, 2005) was used in this study. Althoughetee
more in-depth hydrologic based models availablke ctntinuous nature of SWAT allows the
effects of climate variables and the resultantratgon with watershed processes to be assessed
over a long period of time. This is important fbiststudy because it allows the interaction
between multiple precipitation events to be analyaleng with the individual events. The
SWAT model uses GIS based physical watershed irgaugell as climate data to simulate
watershed processes. The SWAT model is widely tlsedighout the United States for

assessing water resource management and nonpansegmllution (Gassmaet al.2007). One
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other benefit of the SWAT model is the user-frignidlatures that allow large watersheds to be
easily modeled. SWAT is able to efficiently andaetely model large watersheds because of
its ability to simplify and divide the watershedadrsmaller areas using a two step process.

The first step in this process is to divide theaxsited into multiple sub-watersheds.
These sub-watersheds are created by the model basidinage area, but can be user adjusted.
Within these small sub-watersheds, areas with amahd-use, management, slope and soil
characteristics are then grouped into hydrologaallar areas called Hydrologic Response
Units (HRUS). This simplification process analy##Us as a percentage of the sub-watershed
and does not retain the spatial relationship betviieese areas. The HRUs are then simulated
separately. The output is aggregated back intsubewatershed scale using percentages of sub-
watershed area for each HRU and applied to theteitthe sub-watershed (Neitehal, 2005).
The output from each sub-watershed is then rotmedigh connecting sub-watersheds until it

reaches the watershed outlet.

Study Area Description

In order to analyze the climate scenarios geneiat€thapter 4, a watershed within the
Northeast Kansas study area was identified to déetildy area for the hydrologic model
simulation. The watershed identified as the besticiate was the Soldier Creek Watershed
(HUC10: 1027010208). This watershed was chosenuseaaf the availability of previous
hydrologic studies (Aguilar, 2009; Juracek, 2002nell as the long historic weather and
streamflow data available. The Soldier Creek Watsdcovers approximately 865 ki{334
mi®) in parts of Shawnee, Jackson and Nemaha Colintiestheast Kansas (Figure 5-1). The
outlet of the watershed empties into the KansasmRierth of Topeka, KS.

Flooding of Soldier Creek near Topeka has long lzeeoncern (Figure 5-1). The first
attempt to solve this frequent problem came in 28B88n the Northeast Drainage District of
Topeka channelized the downstream reaches (Jur2@@R). Further alteration occurred when
the U.S. Army Corps of Engineers further channeliaed realigned several miles of the lower
portion of Soldier Creek from 1957 to 1961. Durthgs project, the watershed outlet was moved
2.57 km (1.6 mi) further downstream away from Tapékuracek, 2002). As a result of these
channel alterations, degradation of the channebbasrred throughout the watershed. This

degradation has resulted in an unstable meandstriegm with steep bank slopes.
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Figure 5-1 Soldier Creek Watershed Location, Sub-wtarsheds and Stream Gages

SWAT Model Setup
SWAT requires physical watershed inputs as wetliasate data in order to simulate
watershed hydrologic processes. The physical watdrsputs include topography, soil data,
land-use and management operations. Climatic inpegged on a daily time step include
precipitation, maximum and minimum temperatureasoddiation, relative humidity and wind

speed.
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Data sources were selected for this study to peo&ideasonable representation of the
overlapping soils, topography, land-use conditionhis watershed. The model was calibrated
at the watershed outlet, and hydrologic impactevessessed at the watershed outlet. As such,
the specific spatial distribution of features ie thatershed was not a primary concern. In order
to assess the hydrologic impacts of climate chaigeSWAT model needed to be executed
many times (i.e., 100 years of simulation) to pdevan adequate statistical representation of the
new climatic conditions (i.e., the new 2050 or 2%@dte) for each climate scenario tested. As a
result, consideration of increased resolution ptildata must include consideration of the
potential impact on model accuracy in simulatindesshed outlet response as well as the
increased model processing time.

The first step in the SWAT model was to delineatewatershed and sub-watersheds. In
order to accomplish this, a 30-m horizontal resofuassumed to be about 1 m vertical
resolution) National Elevation Dataset Digital Ed#en Model (DEM) for Jackson, Nemaha and
Shawnee counties was input into the model (USDA-SRZD09). The 30-m DEM was the
highest resolution data available at the time of $hudy. Since daily streamflow data at the
watershed outlet is needed to calibrate the SWA@ehahe outlet was set to correspond to the
United States Geological Survey (USGS) streamflauging station named “Soldier Creek near
Topeka” (ID # 06889500) at the coordinates 39°"@N Qatitude, and 95° 43’ 29” W longitude
(Figure 5-1). Using this point as the watershedebetiuses a downstream portion (approx.
HUC12: 102701020808) to be cut off of the waterstoedhis study. As a result, the overall
watershed area is approximately 769K&07 mf) in this study.

The model used the DEM and outlet location to dateuflow paths and the resultant
stream channel which defines the overall watershbd.SWAT defined stream network was
checked against the National Hydrography Datase&st network shapefile to validate that the
DEM provided enough detail to accurately definedtream. Figure 5-1 shows the watershed
and fifteen sub-watersheds that were generated\TSusing the DEM and stream outlet.

Once the watershed was defined in the model, lardsoil and slope inputs had to be
determined in order to create the HRUs. The Natibaad Cover Dataset (NLCD) from 2001
was used to define land use in the watershed (Hetradr 2004). Because more than 65% of the
watershed land cover was grassland (Table 5-I)gus$LCD land cover to describe land-use in
this watershed provided adequate description fafdhe land-uses except agricultural — row
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crop areas. Tillage, fertilizer, planting and hatusg practices were added to the agricultural —
row crop lands to provide additional usage datdtfese areas. Agricultural — row crop areas
were assumed to be continuous corn for this stlildig simplification does not have a large
effect on runoff, but if water quality was the fecut would have a significant impact. The land-
use classification distribution is shown in Tablé.5The Soldier Creek Watershed land-use is

mainly hay (43.4%) and rangeland (22.7%), with seove crop agriculture (18.7%).
Table 5-1 Soldier Creek Watershed NLCD 2001 Land-UsClassification (KGS, 2009)

Land-Use Area (ha)) % Watershed Area

Hay 33,386 43.4%
Rangeland 17,442 22.7%
Agricultural — Row Crop 14,429 18.7%
Forest 7,090 9.2%
Urban 3,621 4.7%
Wetland 610 0.8%
Water 421 0.5%

Total 76,999

Figure 5-2 shows the spatial distribution of thedlause classes. Hay and rangeland are
the dominant land-use types and are spread evayghout the watershed. Agricultural — row
crop land is evenly dispersed in the northern hedelks, but concentrates towards the stream
channel as the watershed progresses southwaratuitgral — row crops become the dominant

land-use type in the southern tip of the watershdéle Kansas River valley.
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Figure 5-2 Soldier Creek Watershed NLCD 2001 Land-se Classification
The State Soil Geographic (STATSGO) soil data layas used to represent soil

characteristics in the SWAT model (USDA-NRCS, 2006yen though higher resolution Soil
Survey Geographic (SSURGO) data were availabléhiostudy area, the higher resolution
SSURGO data would have greatly increased the psometime for SWAT model simulations
and were not needed to support the watershedhgdeblogic response used to assess the
impacts of climate variability and change in thisdy.

Figure 5-3 displays the soil type and hydrologieugr distributions for the Soldier Creek
Watershed. The upper portions of the watershedellsaw the areas near the stream are mostly
hydrologic soil group D. These soils have high flipotential and restricted water movement
through the soil layers (USDA-NRCS, 2007). The otagge portion of the watershed contains
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soils in hydrologic group B. These soils are cl@gsdias having unrestricted water movement
through the soil with moderately low runoff poteifUSDA-NRCS, 2007).
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Figure 5-3 Soldier Creek Watershed STATSGO Soil Clssification and Hydrologic Group
The last input needed before SWAT was able to geéa¢tRUs was slope definitions.

SWAT calculates slope data from the DEM that wasiinio generate the watershed and sub-
watersheds. The slopes were grouped into two graithghe threshold at 3%. Most of the

watershed has a slope greater than 3% (Table 5-2).
Table 5-2 Soldier Creek Watershed Slope Classifican

Slope Classification (%)) Area (ha)| % Watershed Area

0-3 20851 27.1

3-53 56148 72.9

The slopes less than 3% are located mostly alangttkam channels and in the Kansas
River valley at the southern tip of the watershedyre 5-4). While a few other areas contain

these gentle slopes, the other areas of the wattiesie dominated by steeper slopes.
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Figure 5-4 Soldier Creek Watershed Slope Classifitian, Weather Stations and Watershed Outlet
With all of the required data input, HRU’s were geated with SWAT by grouping areas

with identical land-use, soil and slope charactiess The final step in the SWAT setup process

was to enter climate data and calibrate the madedtfeamflow.

Calibration

In order to calibrate the SWAT model for streamfl@etual climate and streamflow data
were needed. The National Climatic Data Center (BT Batabase was used to get actual
climate data (NCDC, 2009). Measured daily prectmtafrom two weather stations (COOP ID
# 141529 and 147007) were acquired from the NCDi@bdase. Daily minimum and maximum
temperature data from two different weather stati@OOP ID # 143759 and 148167) were also
acquired from the NCDC database. Data from 195a8 from these four representative
weather stations were input into the model (Fidgufg. Multiple weather stations were used for
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both temperature and precipitation during the catibn procedures to more accurately adjust
the watershed parameters. The integrated weatheraer in SWAT was used to simulate solar
radiation, relative humidity and wind speed for émire watershed. Daily streamflow data was
obtained from the USGS National Water Informatigst8m for the stream gage on Soldier
Creek near Topeka (USGS ID #06889500) which wasdissen as the watershed outlet
(Figure 5-5).

Using the NCDC weather data, the SWAT model wasmam 1980 to 1990. The output
streamflow from the watershed outlet was compavdtié¢ actual USGS streamflow for the same
time period (Figure 5-4). Coefficient of determiioat (R?), Nash-Sutcliffe Efficiency (NSE), and
percent bias (pBias) (Moriast al, 2007) were used to compare the simulated ana@lactu
streamflow datasets. From these comparisons, péesnweere adjusted within the SWAT model
in order to produce a simulated streamflow thaselypresembled the actual streamflow during
the calibration time period.

Alpha_BF and GW_DELAY (Table 5-3) were calculatesihg the SWAT Baseflow
Program (Arnold and Allen, 1999). This programresties baseflow and groundwater recharge
from streamflow records. The other parameters weti@idually varied over the ranges in Table
5-3 for numerous repeated simulations. Each pasmets varied until an adequate adjustment
value was found that produced the best streamftatisics. Once a value was found, that
parameter was held constant while a different patanwas varied. The final adjusted value for
each parameter is shown in the last column of Taide

The calibration statistics for the final adjustedgmeters are shown in Table 5-4. Most
SWAT models are calibrated on monthly streamflosuhes. In Moriasket al. (2007), it is
determined that a monthly streamflow NSE of betw@&5 and 0.75 is considered good and a
pBias less than £10 is considered very good. Evsllof accuracy was easily achieved for this
watershed. However, since daily streamflow is ingoairfor hydrologic indices analysis, extra
calibration was used to achieve higher daily stftamNSE. While no in-depth studies exist for
daily streamflow calibration, Moriasi al. (2007) also states that a NSE between 0.50 a&d 0.6
is considered satisfactory for monthly streamfl@diaration. It is assumed that this level of

accuracy on a daily scale is also satisfactory.
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Table 5-3 SWAT Parameters Adjusted

Parameter Default Value Adjustment Range Final sidid Value
SMTMP 0.5 -5-5 2
TIMP 1.0 0-1.0 0.5
ESCO 0.95 0.01-1.0 0.8
EPCO 1.0 0.01-1.0 0.1
SURLAG 4 1-12 2
GW_DELAY 31 0-500 27
Alpha_BF 0.048 0.0-1.0 0.08
GWQMIN 0 0 — 5000 0.01
GW_REVAP 0.02 0.02-0.20 0.1
REVAPMN 1 0-500 0.08
RCHRG_DP 0.05 0.0-1.0 0.1
Table 5-4 SWAT Final Streamflow Calibration Results
R° | NSE| pBias Median Median Mean Mean
(%) Simulated Observed Simulated Observed
(m3/s) (m3/s) (m3/s) (m3/s)
Daily 0.56| 0.56| 5.69 1.23 1.22 5.20 5.52
Monthly | 0.74| 0.73| 5.78 2.75 2.30 5.20 5.52
Yearly | 0.88/ 0.84| 5.69 5.93 6.74 5.20 5.52

When making this judgment, it was also importantdasider that the streamflow output

for the various climate scenarios was not comptredeasured streamflow. Instead, the future

simulations were compared to the baseline scemdrich was also subject to the same

hydrologic modeling errors. This approach helpedtiany false identification of hydrologic

alteration that could have been caused by the tygicomodel.

streamflow can be obtained for the generated cérme¢narios. For each of the climate scenarios

Methods

With the hydrologic model calibrated for daily stneflow, an accurate simulation of

developed in Chapter 3, all SWAT inputs and paransetvere held constant except for the
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temperature and precipitation data. The final 1€&yemperature and precipitation simulation
from the WINDS model for each climate scenario wgsit. After a five year warm-up period
for each climate scenario, the SWAT model was arrl00 years for each scenario. A program
called Indicators of Hydrologic Alteration (IHA) waneeded to convert the daily streamflow
output from the SWAT model into corresponding hydgic indices.

IHA Program

The IHA program is an easy to use program develtyethe Nature Conservancy to
calculate characteristics of natural and alteradtdlpgic systems (IHA, 2009). Since input data
for the IHA program is formatted in a simple twdwuon format containing the date and
parameter value, IHA can accept any type of dafyrblogic data including streamflow, flow
stages, as well as groundwater and lake levels,(B989). Once the input data are entered, the
IHA program will calculate a total of 67 statistigarameters to classify the hydrologic regime
(Tables B-1 and B-2). An option to either compusegmetric (mean and standard deviation) or
non-parametric (median and percentiles) parameteiso available.

IHA also can also be used to perform either a @reg or two period analysis. A one
period analysis calculates average hydrologic patars for the entire time period. A two period
analysis calculates and compares hydrologic paembetween two periods of time. Within
these two analysis types, a partial year analysisatso be computed. This type of analysis
would allow intra-seasonal alterations to be ideedi Certain parameters within the model can
also be calibrated to fit the type of analysis wdntor example the thresholds between low
flow, high flow and flood events can be changeditber a specified return interval, flow
exceedance percentage or set at a certain flove v@hese options allow the IHA program to be
modified to analyze any hydrological system.

IHA Analysis
For this study, a two period analysis was complé&eshalyze the hydrologic alteration
that occurred between the baseline scenario (p&jiadd the climate scenarios (period 2). In
order to accomplish this, the output streamflowdach future scenario was merged into a

continuous time series with the baseline stream@iatput. The change between the baseline and
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future scenarios for the hydrologic parameters shiowi able 5-5 were then analyzed to

determine if future climate change projections eaus hydrologic alteration to occur.
Table 5-5 Hydrologic Parameters for Analysis (IHA 209)

IHA Parameter Group Hydrologic Parameters Ecosysidimences
Magnitude of monthly Mean flow for each Habitat availability for aquatic
water conditions calendar month organisms; Soil moisture availability

for plants; Reliability of water

supplies for terrestrial animals

Low flows Low pulse count Provide adequate halfaatquatic
organisms
Low pulse duration Maintain water table levels in

floodplain, soil moisture for plants

Small Floods Small flood peak Recharge floodplaatex table

Small flood duration Deposit nutrients on floodplain

Small flood frequency

Large Floods Large flood peak Same as small floods

Large flood duration

Large flood frequency

Flow Characteristics Flow Duration Curve

The hydrologic parameters in Table 5-5 were chdsmause of their capacity to analyze
the extreme flow conditions (low-flow, floods) agMas the normal flow conditions on a
monthly (mean monthly flow) and annual (flow duoaticurve) scale. Each of the indices also
pertains to an important ecological concern (Agu2®09; Olden and Poff, 2003; Cleland,
2002) for Northeast Kansas as described in Chapter

Mean flow for each calendar month is calculatedabyng the average of daily
streamflow for each month over the entire analgsisod. A low pulse is considered when flow
drops below a threshold of one standard deviat@oviothe mean flow for the baseline period.
The duration of the low pulse counts the numbeatayls between when the flow drops below the
threshold until it rises above the threshold back hormal flow. Low flow duration is the

average number of days per year that flow is belenow flow threshold. The low pulse count
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is the average number of times per year a low pgaleeeasured. The entire duration of a low
flow is considered one low pulse. Flood eventscateulated similarly to low pulses. A flood
event is registered when flow exceeds 35srfor small floods or 600 s for large floods.

These thresholds were determined using a combmafitHA features and visual
analysis of the baseline flow period. The initlalod thresholds were set by IHA to correspond
with the 10% (large floods) and 20% (small floodsance flow events for the baseline scenario.
Visually analyzing the IHA streamflow output gragimowed that natural breaks existed in the
flood event peak streamflow. In order to captueséhnatural breaks, the large flood threshold
was adjusted to occur at the 11% chance flow (686)nmA natural break at the 16% chance
flow (350 nt/s) was utilized as the small flood threshold.

The duration of a flood is calculated by addingninenber of days between when the
flood reaches the high flow threshold (greater tha%b of daily flows for the baseline) and when
it recedes below that threshold. If the flood evampasses the large flood threshold, it is
classified as such. If it does not reach that thokek but exceeds the small flood threshold, it is
classified as a small flood. For this reason, glsiflood cannot be both a small and a large
flood.

To analyze the hydrologic alteration, both parammetnd non-parametric analyses were
completed for each continuous time series. Thenpetric analysis was used to determine the
hydrologic parameters associated with each timeseFhe non-parametric analysis was used to
determine the significance of the change betweemd#seline and future projections. The IHA
program computes significance using a multiple pregess to determine the significance count.
First, the program randomly shuffles all yearsngfuit data and recalculates pre- and post-
alteration medians. It repeats this process 10084 The significance count is the fraction of
trial medians that were greater than the actua g&kA, 2009). A low significance count shows
that the difference between the pre- and postraiten periods is highly significant. In contrast,
a high significance count means there is littléedénce between the two periods. For
simplification, the results of the significancettage reported as either highly significant,
significant or not significant. This significanaest is comparable to the traditional p-test (IHA,
2009).
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Chapter 6 - Results and Discussion

The results from the hydrologic indices analysisdach future scenario are given below.
The resultant mean monthly flow, streamflow exceedacurve and other hydrologic parameters
for each 100 year future scenario were comparddetbaseline scenario as well as other future
projections to determine the hydrologic alteratansed by the future projections.

Scenario Group 1

Scenario group 1 contained two scenarios with umfshifts in precipitation and the
ensemble mean temperature change for the year Z0B6e scenarios represent precipitation in
a simplified manner that is generally used for gafity analysis studies. In a hydrologic study,
it is easy to form expectations for these simpdifgecipitation scenarios. For Scenario 1a, the
10% uniform monthly increase in precipitation sltbchuse mean and high flow indices to
increase while the low flow indices should decred$e opposite should hold true for Scenario
1b, which is a 10% uniform monthly decrease in jpigation.

Analyzing the hydrologic output, Scenario 1a showadlar results to what was
expected. The streamflow exceedance curve in Fgixshows that the flow probability is
increased with this scenario. Similarly, Table 8hbws that mean annual flow and the flood
parameters also increased as expected. Howevenexpected result was observed in the mean
monthly streamflow graph (Figure 6-1). This grapbws that mean streamflow increased for all
months except August and November. The Novembenmsigaamflow is basically unchanged
for this future scenario, but looks significant &ese of the way the graph is smoothed.

However, the mean streamflow for August is muchk fes Scenario 1a than for the baseline.
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Table 6-1 Scenario Group 1 Hydrologic Analysis

Baseline | Scenarig Difference| Significance| Scenarip Difference| Significance
la 1b

Mean Annual Flow 4.5 5.6 25.1% N/A 3.0 -33.7% N/A
m3/s)
Low Pulse Count (#) 6.0 4.1 -32.4% *k 8.3 37.4% **
Low Pulse Duration 16.0 134 -16.6% * 19.8 23.8% b
(days)
Small Flood Peak’/s) | 434.9|  443.8 2.0% * 455.7 4.8% **
Small Flood Duration 61.7 74.2 20.2% * 29.4 -52.3% *x
(days)
Small Flood Frequency 0.16 0.17 6.3% N/A 0.11 -31.3% N/A
(#lyr)
Large Flood Peak(°/s) 777.4] 8385 7.9% * 821.1 5.6% -
Large Flood Duration 61.4 69.2 12.6% - 35.3 -42.5% *x
(days)
Large Flood Frequency 0.11 0.09 -18.2% N/A 0.06 -45.5% N/A
(#lyr)

** Highly Significant, * Significant, - Not Signifiant, N/A Not Reported

Although unexpected, this result is caused byé¢hgperature increase associated with

this scenario. Recalling Figure 3-2, August was #h& month with the highest increase in

temperature for Scenario 1a. This temperature aseréeads to a large increase in

evapotranspiration, which offset the 10% increageréecipitation and caused a decrease in mean

monthly streamflow for August.

The mean monthly streamflow for Scenario 1b (Fidgi#i® showed results similar to

what was expected. Although the mean monthly stileandecrease was not uniform, all

months showed a decrease. Similarly, the streandkagedance probability curve in Figure 6-2

showed a decrease in flow probability. From Table hean annual flow is considerably

decreased for Scenario 1b. The low flow parametergreatly increased, as expected.

Like Scenario 1a, Scenario 1b also has one unesgheesult. This time, instead of

decreasing, as was expected, both small and |krge ihtensity increased. However, the effect

is minimal when all flood parameters are analyfaan though flood peaks increase, flood

duration and frequency are significantly decredse&cenario 1b. This results in floods with
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slightly higher peaks, but they do not last as land are less frequent than in the Baseline
Scenario.

Although some results from the scenarios in groderhonstrated an interesting
interaction between simple climate-related +10 amif monthly shifts in precipitation in
combination with a temperature increase, overallrésults were easily predicted by analyzing
the precipitation trends. While these simplifiegeyg of scenarios are good for sensitivity studies,
using them alone does not give an adequate dasaripthydrologic studies. Using these
scenarios along with climate model based scenaribgdrologic modeling should give a more

accurate portrayal of possible future climate \iéoies.

Scenario Group 2

The ensemble mean approach used in scenario grprgvizled two unique scenarios
with difficult analyses to predict. Scenario 2asisasemble means for temperature and
precipitation results for the year 2050. Scenabaes ensemble means for the same GCMs, but
for the year 2100. This results in precipitatiotues that are comparable, but a large
temperature variation exists between the two soenadeither of these scenarios shows a major
annual change in precipitation; both were withie @ercent of current annual precipitation
(Table 3-5). Instead, a shift in precipitation wéh increase in spring and fall and a decrease in
summer months is projected.

The main difference between these two scenaritteitemperature adjustment. Scenario
2a predicted an annual temperature increase of%.@Mile Scenario 2b projected that increase
to be 1.79 %. As a result, the comparison betwkesettwo models was basically a further test
of the temperature effects. As scenario group Wskotemperature can have a significant effect
on hydrologic parameters for this watershed. Assalt, the streamflow parameters should show
less flow for Scenario 2b than for Scenario 2a.

The minimal increase of mean annual precipitatarSitenario 2a caused the streamflow
exceedance probability graph (Figure 6-4) to rennaichanged when compared to the baseline
scenario. Other hydrologic parameters were alsbamged for this scenario. Table 6-2 shows
that small and large flood frequency remained etjutiie baseline, and none of the parameters
showed a change of over 12%. On the other hananéa® monthly streamflow (Figure 6-3) for

Scenario 2a shows a large increase in the spritgyvied by a considerable decrease in the
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summer. Even though annual precipitation totalsaieed within normal variation for this area,
the increased precipitation in the spring follovilgdncreased drought in the summer could

cause major problems with agriculture and watesueses in this area.
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Table 6-2 Scenario Group 2 Hydrologic Analysis

Baseline | Scenarig Difference| Significance| Scenarip Difference| Significance
2a 2b

Mean Annual Flow 4.5 4.6 1.5% N/A 3.8 -17.2% N/A
m3/s)
Low Pulse Count (#) 6.0 6.7 11.6% *k 7.4 24.0% **
Low Pulse Duration 16.0 14.7 -8.0% - 14.7 -8.0% *x
(days)
Small Flood Peak’/s) | 434.9|  448.0 3.0% * 4836 11.2% **
Small Flood Duration 61.7 59.8 -3.2% * 36.4 -41.0% *x
(days)
Small Flood Frequency 0.16 0.16 0.0% N/A 0.18 12.5% N/A
(#lyr)
Large Flood Peak(°/s) 777.4] 861.7| 10.8% ok 844.3 8.6% *
Large Flood Duration 61.4 57.6 -6.3% * 55.4 -9.8% *
(days)
Large Flood Frequency 0.11 0.11 0.0% N/A 0.05 -54.5% N/A
(#lyr)

** \ery Significant, * Significant, - Not Significat, N/A Not Reported

Scenario 2b also did not show a significant changeean annual precipitation, with a
decrease less than 1% (Table 3-5). However, beaduke more intense temperature increase
associated with the year 2100, the hydrologic aslyas much different than Scenario 2a.
While most of the exceedance probability chartiguFe 6-4 remained the same for this
scenario, the flow associated with probability bedtw 4% and 48% is decreased. This shows that
flows greater than 50% will remain about the saloog flows less than 50% probability are
lower than for the baseline and Scenario 2a.

The mean monthly flow graph in Figure 6-3 furthiérs understanding of temperature
effects. Even though the precipitation change is1shenario is similar to Scenario 2a, mean
monthly flows were significantly less in most mosfor Scenario 2b. Table 6-2 confirms this
with a 24% increase in low flow counts and a 17%rel@se in mean annual flow. Flood events
for this scenario also showed signs of decreasiagye flood duration and frequency are
significantly decreased. Small flood frequencied peaks are increased, but this is more of an
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effect of reduction in peak discharge of preciitatvents that would usually cause large
floods. In addition, small and large flood durasare significantly decreased for Scenario 2b.

Even though neither group 2 scenario projectectlalgnges in future annual
temperature or precipitation means, the result®warch different. Scenario 2a had little effect
on the baseline hydrologic indices with only a 8&nnual increase in precipitation and 1.06%
annual increase in temperature (Table 3-5). The dissipting change for this scenario came at
the monthly scale. The increase of streamflow el#tte spring and early summer, followed by
the significant decrease in streamflow in the atenmer and early fall will have adverse effects
on agricultural production. Although crops will lireadequate precipitation in the early growing
stages, water stress in the late summer may leadr@ased irrigation. This practice would put
considerably more stress on a part of the yearalneddy has reduced streamflow.

Scenario 2b had similar precipitation trends as&ge 2a, but a significant increase in
temperature caused additional drying effects nem s Scenario 2a. Although the reduction in
flood parameters can be viewed as positive, theradweffects caused by reduced water
availability throughout the growing season will slyroutweigh it. Even though the watershed
only receives 0.56 % less annual precipitationderfario 2b, the annual temperature increase of
1.79 % caused streamflow and ultimately water atdity to significantly decrease from the

baseline throughout the year.

Scenario Group 3

Scenario group 3 used a more complex developmethiothi¢han the previous two
groups. This modified ensemble mean approach pestlugique future precipitation projections
by grouping climate models that had similar praggctharacteristics. This approach yielded
three scenarios that showed vastly different pretipn projections. Scenario 3ww, which used
all models that showed wet springs and wet sumsterald produce an increase in mean and
high flow parameters with a decrease in low flowapaeters. Scenario 3dd used all models that
showed dry springs and dry summers. This shouldtresopposite effects (decreased mean and
high flow parameters and increased low-flow paramstas Scenario 3ww. The third scenario,
Scenario 3wd, used all models that demonstrategpveigs and dry summers. The results of
this model should be similar to the group 2 sce&sabecause it is a similar precipitation trend,

just larger seasonal shifts.
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Scenario 3ww provided a large increase in averagahy streamflow for the spring
and summer months (Figure 6-5). As expected, EigeB shows that streamflow exceedance
probability also increased for this scenario. Ttleoflow parameters, shown in Table 6-3, had
mixed results. The mean annual flow increased mpsat 20%, and low pulse counts decreased
significantly, but flood statistics showed no treSdnall flood frequency increased, as expected,
but peak and duration were slightly decreased.h@rother hand, large flood peak increased
very significantly, but duration and frequency sigantly decreased. While the flood
parameters are inconclusive, the mean monthly 8od/exceedance probability charts showed

definite results of increasing precipitation.
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Table 6-3 Scenario Group 3 Hydrologic Analysis

Baseline| Scenarig Difference | Significancg Scenarip Difference | Significancg  Scenarip Difference | Significance
3ww 3dd 3wd

Mean 4.5 54| 19.8%| N/A 3.2| -28.4%| N/A 43| -4.4% N/A
Annual Flow

(m¥s)

Low Pulse 6.0 40| -32.6% *x 7.8 | 30.6% *x 70| 16.5% *x
Count (#)

Low Pulse 16.0 17.2 7.3% *x 16.8 5.2% - 16.3 1.6% *x
Duration

(days)

SmallFlood | 434.9| 420.8| -3.2% * 371.3| -14.6% *x 462.2 6.3% *x
Peak (n¥s)

Small Flood 61.7 575 -6.9% * 31.4| -49.1% *x 62.4 1.0% -
Duration

(days)

Small Flood 0.16 0.20| 25.0%| N/A 0.05| -68.8%| N/A 0.14| -12.5% N/A
Frequency

(#lyr)

Large Flood | 777.4| 1294| 66.5% *x 971.8| 25.0% ** 1211 | 55.8% *x
Peak (n¥s)

Large Flood 61.4 51.8| -15.8% * 41.4| -32.6% * 55.9| -9.0% *
Duration

(days)

Large Flood 0.11 0.04| -63.6% N/A 0.05| -54.5%| N/A 0.11 0.0% N/A
Frequency

(#lyr)

** Very Significant, * Significant, - Not Significat, N/A Not Reported

Figure 6-5 also shows that mean monthly streamfib®&cenario 3dd was notably
decreased for the spring and summer months. Tdnsl talso held for the streamflow exceedance
probability chart in Figure 6-6, which is much redd. For this scenario, the other hydrologic
indices in Table 6-3 also produced expected reslitts mean annual flow decreased, while low
pulse count and duration increased. Small floodkpearation and frequency significantly
decreased. Even though large flood peak incredisediuration and frequency of those events
showed a decreasing trend. Overall, the watersmmbnded to Scenario 3dd as expected and
showed signs of decreasing precipitation and irsingetemperature trends.

The hydrologic results for Scenario 3wd were simitathe group 2 scenarios. Like
Scenario 2b, the streamflow exceedance probalslitgywn in Figure 6-6, decreased slightly for

this scenario. Figure 6-5 shows an increasing tfendpring followed by a decrease in summer
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mean monthly streamflow similar to Scenario 2a. dther hydrologic indices (Table 6-3)
showed signs of the reduction in annual precigitatind an increase in temperature. The mean
annual flow is decreased and low pulse count amatidm are significantly increased. Much like
the other scenarios, flood parameters showed niesdts. Small floods show an increase in
peak discharge, decrease in frequency and no isgmifchange in duration. Similarly, large
floods showed an increase in peak discharge, deziealuration and no change in frequency.

The scenarios analyzed in group 3 covered a wilgeraf possible future scenarios. As a
result, they also provided a wide range of hydrigl@feration. While it is difficult to envision
the total effect caused by these scenarios, le& that any one of them would have an effect on
agricultural practices in northeast Kansas. Theeex¢ precipitation increase in Scenario 3ww
would decrease the water stress on crops, but vatsiddcause increased erosion. The drying
future of Scenario 3dd would reduce erosion cabyeaverland flow, but would put additional
water stress on plant and animal communities.

Even though Scenario 3wd is a less extreme anmeaipitation scenario than the other
two, it could have the most effect on agricultyredctices. The small annual decrease in
precipitation is offset by the peak precipitatiarcorring earlier in the year. This shift would
allow the peak precipitation to occur when agrigrdt fields are bare and most likely to erode.
The scenario follows that up with increased drouwlyhiing the summer which would yield
higher water stress for the plant and animals.h&se two adverse effects from Scenario 3ww
and 3dd combine, Scenario 3wd becomes significantse taxing on the agricultural
community than the previous scenarios.

One other significant discovery to note is that meenthly streamflow for the fall and
winter did not significantly change for any of theup 3 scenarios (Figs. 6-1, 6-3, 6-5). This
proves that most of the precipitation variationesn climate models occurs in the spring and
summer for this area of Kansas. As a result, tlsécehto group the models based on spring and

summer precipitation is further validated.

Discussion

The hydrologic analysis of scenario group 1 shothatlan extreme increase or decrease
in precipitation would cause significant hydrologiteration in northeast Kansas. More

importantly, it also proved that temperature eSemuld also play a major role in hydrologic
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indices because for scenario 1a, mean monthlyrsflea decreased for August even though
precipitation increased by 10%. While these tydescenarios work well for sensitivity analyses
when a gradual step-up method is used, the unifgisiunrealistic for a hydrologic analysis.

The ensemble mean approach used to develop thp grecenarios produced much more
valuable future climate projections for hydrologitalysis. Instead of relying on an annual
change in precipitation amount, these scenariosethhiydrologic alteration with monthly shifts
in precipitation. These scenarios demonstratentiportance of considering monthly aspects of
climate change as well as annual changes, butlalsonstrated the limitation of grouping all
climate model results into a single ensemble mean.

Even though the scenarios developed in group 2adidlemonstrate significant change
in mean annual precipitation, significant hydrologhanges did occur in the watershed
simulation. The hydrologic alterations were causgtemperature increases and precipitation
distribution changes. Comparing the mean montmgastflow, streamflow exceedance and
mean annual streamflow output of these two scesdmidher confirms that temperature effects
do cause changes in hydrologic indices. Even thdligimean annual precipitation difference
between Scenario 2a and 2b was only two perceran@menual streamflow showed an almost
19% change between the two future projections.

While the precipitation distribution shift into wet springs and dryer summers did not
cause significant changes in most hydrologic inglmethe streamflow exceedance probability
chart, the mean monthly streamflow chart clearlyvetd that other issues could occur from
these scenarios. Scenario 2b showed a drying thertdvould limit the water available to the
agricultural crops and animals. The need to in@é&agation to support the crops will lead to an
even further reduction in streamflow and water ke to animals. Scenario 2a caused an
increase in precipitation in the spring when fieddle most vulnerable to runoff erosion. The
decrease in water available in the summer monthddrcause similar effects to Scenario 2b, but
on a smaller scale.

The third group of climate scenarios used a madidiesemble mean approach to
generate 3 unique future climate projections. Byuging GCMs that demonstrated similar
spring and summer precipitation trends, three ebtenlimate scenarios were produced. This
future climate scenario development approach préivadeven though no two climate models
are the same, general trends can be identified griham.
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The wide range of future climate trends projectethe group 3 climate scenarios
resulted in a wide range of hydrologic alteratiSnenario 3ww mostly caused increases in
streamflow parameters because of the increasesaipiiation for both spring and summer.
Temperature appears to have little effect on treraivhydrologic alteration of this future
scenario. Scenario 3dd resulted in mostly decrgagneamflow parameters. This is caused by
the decrease in precipitation for both the sprimg summer months. Scenario 3wd resulted in
very similar results as Scenario 2a. This result @gected since both of these scenarios use the
same temperature trend and similar precipitatich amn increase in spring and decrease in

summer.
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Chapter 7 - Conclusions

In this study, the background of climate change sorde hydrologic analysis techniques
of climate change were reviewed. After this reviéve fiteen AR4 models that contained a
historic experiment as well as an A2 climate sdenanojection for the years 2050 and 2100
were analyzed. Three developmental procedures wge@ to produce seven future climate
scenarios from the fifteen models. The first grofigcenarios consisted of two future
projections with uniform monthly precipitation clgges and an ensemble mean temperature
change for all fifteen models between the histexiperiment (1961 — 1990) and the 2046 — 2064
A2 projection. The second group of scenarios usedgnhsemble mean approach for both
temperature and precipitation for all models 20464 (2050) and 2080 — 2099 (2100) A2
projections. The third group of scenarios used difisal ensemble mean approach to group
similar climate models and generate three unigtieduscenarios from the fifteen 2050 GCM
projections.

With these climate scenarios developed, the WINRSther generator was successfully
used to temporally downscale the monthly trendsvshio the climate scenarios into 105 years
of daily temperature and precipitation data. Thiglsastic weather generator applied the
developed monthly trends to the actual temperatndeprecipitation statistics for a weather
station near the study area. With this informatMiNDS was able to generate daily
temperature and precipitation data that matchedutiuee scenario statistics. In order to confirm
that the 105 year simulations correctly simulatesifuture scenario, five 105 year simulations
were compared to a 1000 year simulation of the ssreeario. The 105 year simulation with the
highest precipitation mean and standard deviatfotoBhe 1000 year simulation was chosen to
represent the scenario in a hydrologic model sitiara

The SWAT model was setup and calibrated for theli8oCreek Watershed in Northeast
Kansas. Then, the WINDS generated scenario clisi@@earios were input into the model. The
watershed was then simulated for 100 years witheaylear warm-up period. The daily
streamflow at the outlet of the watershed was Hrealyzed using the IHA program. IHA
generated mean monthly streamflow, streamflow edeaxeee probability and other hydrologic
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parameters to analyze if the climate scenariosezhsignificant hydrologic alteration to the
watershed.

The scenarios developed in group 1 demonstratedattgge annual increases or decreases
in precipitation cause comparable fluctuations samstreamflow parameters as well as extreme
high and low-flow parameters. Although annual clesnig precipitation are important, the group
1 scenarios did not take monthly precipitationtshifito account. As a result, the hydrologic
impacts cannot be fully understood with the grolgzénarios.

Scenario group 2 proved that comparable effectise@roup 1 scenarios can be achieved
with little change to annual precipitation toté&enario 2a used seasonal precipitation changes
to cause a combination of the hydrologic impactaaiestrated with the first group of scenarios.
This scenario caused an increase in streamflomgtine spring, followed by a decrease in the
summer. Scenario 2b demonstrated the importantargderature effects on watershed
processes. This scenario was able to achieve siragalts as Scenario 1b, with only an 11.3
mm decrease in annual precipitation instead of.& 80n decrease. These results were caused
by an almost doubling of the temperature increasg@ted in the other scenarios.

Scenario group 3 provided a method that allowsarebers to use multiple GCMs in a
single future scenario without reducing all GCM®inne future trend. With this approach, three
separate future trends in spring and summer ptatigm were identified and simulated. Another
benefit of this approach is a reduction in the rhbnprecipitation variability among the GCMs
used to calculate future trends. These scenarim®uigtrated that even though a large increase or
decrease in future annual precipitation will caligérologic alteration, a scenario showing
monthly shifts without significant annual changesild be worse. In this case, Scenario 3wd
caused an increase in both extreme low-flow and fiayv events where the other group 3
scenarios only negatively affected one of them.

With the uncertainty of future climate change pecéidns, any effort to analyze the
effects should cover the whole range of the clinmabelels. While the ensemble mean approach
is an efficient way to represent all GCMs, it oplpduces one climate scenario to analyze future
projections. The modified ensemble mean approackldeed in this study provides an efficient
way to represent the wide variation among GCMs.tReregion used in this study, temperature

trends remained consistent between GCMs. As atyéiselmodified ensemble mean approach
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was only applied to calculate precipitation treruls, could be extended to calculate temperature

trends if similar variation was noticed in it.

Recommendations and Limitations

This study demonstrated the importance of tempegatnd precipitation changes on
hydrologic indices. However, other parameters aaset with climate change could also
produce significant hydrologic impacts. For examfhié study did not take into account the
effects caused by changes in 0@ncentration and solar radiation. These two patara could
have an important effect on the evapotranspiratidhe watershed model and could increase or
decrease the hydrologic alteration caused by thedscenarios. The use of different SRES
scenario families would also have an effect orréselts of this hydrologic study.

Intra-storm variability associated with climate nga was also not considered in this
study. There have been numerous studies that Inavenshat storm events are becoming
increasingly intense, but less frequent. Eastegingl. (2000) explains that there is evidence of
intensity change in mean and extreme events, bat abservational studies are based on
relatively short time periods. Storm intensity dretjuency were not included in the climate
scenarios developed for this study. However, a&salt of the stochastic weather generator
method, storm intensity is inherently increasedni@nths demonstrating increases in total
precipitation. This effect is produced by incregsmonthly precipitation while keeping the same
wet given wet and dry given wet daily transitiopabbabilities (storm frequency) shown in the
actual NCDC weather station. Unfortunately, theagiie effect is caused for months showing a
decreasing precipitation trend. Less total preafjh is applied to statistically similar storm
frequencies causing a decrease in storm interksatytoring the full effects of storm intensity and
frequency change into a climate change impact stodid produce additional hydrologic
impacts beyond monthly climate change trends alone.

This study also showed that flood parameters ategsi difficult to predict in climate
change scenarios as they are for current climal/ses. None of the scenarios produced a clear
upward or downward trend in flood peak, duratiod &equency. Therefore, if a future flood
analysis is wanted, a different way to analyze iteéeded. Only having one flood threshold and
not breaking it down into two groups may incredsereliability of these flood parameters, but

further testing is needed. It is clear, howeveat #ven small changes in monthly climate can
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have significant effects on hydrologic indices dogiven watershed. While the scenarios and
results obtained in this study may not be accumatether areas of the world, or even other areas

of Kansas, the methods used to develop the scenzaiobe universally applied to any region.
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Appendix A - Additional WINDS Output Validation Inf ormation

Table A-1 Baseline Scenario Validation

Run 1| Run 2| Run 3| Run 4| Run 5

Mean R[0.95 | 0.99 | 0.99| 098] 0.97

StdevR | 0.84 | 0.94 | 0.90| 0.80| 0.70

Table A-2 Scenario 1a Validation

Run 1| Run 2| Run 3| Run 4| Run 5

Mean R | 0.97 | 0.99 | 0.99| 0.99| 0.99

StdevR | 0.94 | 093 | 0.94| 0.85| 0.80

Table A-3 Scenario 1b Validation

Run 1| Run 2| Run 3| Run 4| Run 5

Mean R | 0.96 | 0.97 | 0.97| 0.98] 0.97

StdevR | 0.68 | 0.76 | 0.81| 0.82| 0.73

Table A-4 Scenario 2a Validation

Run 1| Run 2| Run 3| Run 4| Run 5

Mean R | 0.98 | 0.97 | 0.96| 0.99| 0.96

StdevR |0.85 | 0.82 | 0.82| 0.92| 0.77

Table A-5 Scenario 2b Validation

Run 1| Run 2| Run 3| Run 4| Run 5

Mean R |0.98 | 0.97 | 0.97| 097 0.97

StdevR |0.85 | 0.78 | 0.79| 0.91| 0.81

Table A-6 Scenario 3ww Validation

Run 1| Run 2| Run 3| Run 4| Run 5

Mean R |0.99 | 0.99 | 0.99| 0.98] 0.99

StdevR | 0.90 | 0.90 | 0.94| 0.86| 0.95
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Table A-7 Scenario 3dd Validation

Run 1| Run 2| Run 3| Run 4| Run 5
Mean R [0.99 | 0.97 | 0.95| 0.97| 0.98
StdevR |[0.77 | 0.70 | 0.86| 0.47| 0.78
Table A-8 Scenario 3wd Validation

Run 1| Run 2| Run 3| Run 4| Run 5
Mean R | 0.96 | 0.96 | 0.90| 0.97| 0.93
StdevR |0.87 | 0.75 | 0.69| 0.87| 0.86
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Appendix B - Summary of the 67 IHA Hydrologic Indices

Table B-1 Summary of IHA Parameters (IHA, 2009)

IHA Parameter Group

Hydrologic Parameters

1. Magnitude of monthly water
conditions

Mean or median value for each calendar month

Subtotal: 12 parameters

2. Magnitude and duration of
annual extreme water condition

Annual minima, 1-day mean
sAnnual minima, 3-day means
Annual minima, 7-day means
Annual minima, 30-day means
Annual minima, 90-day means

Annual maxima, 1-day mean
Annual maxima, 3-day means
Annual maxima, 7-day means
Annual maxima, 30-day means
Annual maxima, 90-day means

Number of zero-flow days

Base flow index: 7-day minimum flow/ mean flow fgear

Subtotal: 12 parameters

3. Timing of annual extreme
water conditions

Julian date of each annual 1-day maximum
Julian date of each annual 1-day minimum

Subtotal: 2 parameters

4. Frequency and duration of
high and low pulses

Number of low pulses within each water year
Mean or median duration of low pulses (days)

Number of high pulses within each water year
Mean or median duration of high pulses (days)

Subtotal: 4 parameters

5. Rate and frequency of water
condition changes

Rise rates: Mean or median of all positive differesn
between consecutive daily values

Fall rates: Mean or median of all negative diffexesn
between consecutive daily values

Number of hydrologic reversals

Subtotal: 3 parameters

Grand total: 33 parameters
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Table B-2 Summary of Environmental Flow Component EFC) Parameters (IHA, 2009)

EFC Type Hydrologic Parameter
1. Monthly low | Mean or median values of low flows during each mdés month
flows

Subtotal: 12 parameters

2. Extreme low
flows

Frequency of extreme low flows during each water y# season

Mean or median values of extreme low flow event:
» Duration (days)
* Peak flow (minimum flow during event)
* Timing (Julian date of peak flow)

Subtotal: 4 parameters

3. High flow
pulses

Frequency of high flow pulses during each water peaeason

Mean or median values of high flow pulse event:
» Duration (days)
* Peak flow (maximum flow during event)
* Timing (Julian date of peak flow)
* Rise and fall rates

Subtotal: 6 parameters

4. Small floods

Frequency of small floods duringreavater year or season

Mean or median values of small flood event:
» Duration (days)
* Peak flow (maximum flow during event)
* Timing (Julian date of peak flow)
* Rise and fall rates

Subtotal: 6 parameters

5. Large floods

Frequency of large floods duringheaater year or season

Mean or median values of large flood event:
e Duration (days)
* Peak flow (maximum flow during event)
* Timing (Julian date of peak flow)
* Rise and fall rates

Subtotal: 6 parameters

Grand total: 34 parameters
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