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Abstract

This thesis uses a structural VAR approach witte@unsiveness assumption to examine the
effects of an expansionary monetary policy shocKioancial variables. We build this on the
established research of the effects of monetargkshon macro variables by measuring the
expansionary shock as an increase in the moneyysiffle also investigate interest rate policy
and test whether financial market variables mdiperthe determination of interest rate. We
analyze four different cases in this paper using itmovations in the money supply, non-
borrowed reserves, the interest rate and bond Yietduding bonds with remaining maturity

period close to 30- years) as a measurement faxpansionary monetary policy shock.
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CHAPTER 1 - Introduction

The effects of monetary policy shocks on macro aldes have been analyzed by many
researchers e.g. Christiano et al. (1999), Kim Radbini (2000), Sellon (2004). We extend this
literature by including some financial variables arder to measure the effects of monetary
policy shocks on these variables. We analyze fdfterdnt scenarios, where the shocks refer to
the innovations in the federal funds rate, mongypBy non-borrowed reserves and long-term
bond rate. At present (Feb 2010), the U.S. econnigcing a liquidity trap, with the federal
funds rate at 0.12 percent. In such a situatiomeatasy policy cannot be carried out by further
lowering the federal funds rate. Also, when the gtary authority increases the money supply in
the economy, people tend to hold money rather sp@mding it because the opportunity cost of
holding money is very low. Therefore, the convemtlomeasures for implementing monetary
policy do not work in a liquidity trap situation. &Will investigate alternative ways in which
expansionary policy can be implemented in thisasitun. This paper is divided into four
chapters; the first chapter is the introductiorg #econd presents a literature review, the third
chapter focuses on the dataset analysis and thé divapter concludes. We use a structural
Vector Auto Regression (VAR) approach with a remnsess assumption for conducting the
empirical research. The next section of this chagtelains the theory of the VAR.

Monetary policy broadly refers to the actions af thonetary authority of a country for
controlling the supply, availability and cost of ney (Federal Reserve Board (2006)).
Expansionary policy increases the total supply @ihey in the economy, and contractionary
policy decreases the total money supply. Expansjopalicy involves the lowering of interest
rates, for instance, in order to reduce unemploynmera recession. Contractionary policy is

related to raising the interest rates in ordeethice inflation (Friedman (2001)).
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1.1 Vector Auto Regression
Sims (1972, 1980) initiates the use of VARs tormeate the impact of money on the

economy. Let us consider an example similar to Sima bivariate system in which is the
natural log of real gross domestic product (GDR)naét andr; is a measure of monetary policy
such as a measure of a short-term interest ratdsfiN(@003)). The VAR (1) system can be

represented as:

{f] _ [a11 a12 Vi 1 Iutl (1.1)

az1 azz T 1
Where,u} andu] are the reduced form errors not the structural lshoEo determine the effect

of the shocks on GDP and the interest rate we twfird the structural errors as follows:

uy _ [b11 b1z] el ' (1.2)
ug b1 baol|ef
u’ y
Let's assume that u, = l trl B = [bll blz] = [etrl '
t b21 bZZ et
u; = Be; or e, = B 'u,, (1.3)
u; = byie] +bpzel (1.4)
and uf = byre] +byef . (1.5)

Here,e/ is the monetary policy shock. We can find the ilepuesponse functions (IRFs) to this
monetary policy shock using the Choleski Decompmsit In order to identify structural shocks
as opposed to reduced form errors, we need to ienposadditional restriction. We use a
recursiveness assumption for the identificatiothef monetary policy shocks. The recursiveness

assumption implies that the policy shock is orthwdo all other contemporaneous variables.

1 Any positive semi-definite symmetric matrix cam tniquely decomposed using the Choleski
Decomposition (Enders (2004)).



For doing this we have to find a matiwhich pre-multiplies the error terms in the eqoati
(1.2) to form a lower triangular matrix. By doing 8; is only affected bye; , whereasu! is
affected by bothe! ande) . Now, this assumption enables us to look at REslgenerated
by el .2 Therefore, for the identification of! in the VAR (1) system in equation (1.1) the

restriction can be imposed as follows:

yt] _ [a11 alz] yt—l] + [b11 0 ]

Tt Az1 A1 LlTe—q by1 by,

e l (1.6)

et

After imposing the restriction, we can generate RFs. To generate the IRFs for any
shock, we turn on that particular shock makingnig éor the first time period and making all the
other shocks zero for all time periods. This precean be well understood by looking at the

following equations:

t=1 t=2 t=3 t =00
dy 0 ay1by; A11012b22 + a11a12b; 0
def
or by, az2by; Ap1Q12b07 + a3,b; 0
del

From the above set of equatiobsg; represents the first IRF &t1, whent=2 there is no
policy shock, and whehgoes to infinity,y; andr; both go to zero (their unconditional means).
Thus, the monetary policy shock does not have g-fan effect on stationary variables because

we are assuming that eigenvaluesacére less than unity. In more general form, IRFRsjfo

2 Under the recursiveness assumption, the dynanpadtrofe] on the state variables (ey) in equation

(1.1) is non -sensitive to the ordering of the ahlés before, if there are more than two variables in the VAR.
Whereas ordering does matter if we are identifyfidChristiano, Eichenbaum and Evans (1999)).

3



periods after the shock can be representetf Bs, where A is the coefficient matrix for all the
variables in the VAR. Alsad™ Be, is zero if the eigenvalues of the A are less thatyu
j=1 j=2 j=3 j=4 j=o
ABe; or Be; A’Be; A3Be, A*Be, A®Be; or 0
In order to estimate the VAR, we use quarterly Wd&a on ten variables. These are gross

domestic productgdp), gdp deflator gdpdef), the Federal Funds Rate)( housing price index
(hp), money supplyNI2), commodities price indexciby), total new privately owned housing
units starteds), spot oil price ¢p), non-borrowed reservesk{reg) and the long term bond
rate pond). A detailed explanation for all the variablepisvided in the data analysis section.

Figure 1.Mterest Rate]1959:Q1 - 2008:Q4

o
N
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rt
10

o

T T T T T T
1960q1 1970q1 1980q1 1990q1 2000q1 2010q1
guarter

Source: St. Louis Federal Reserve Bank

The above figure shows that the federal funds veds very low during last eight

guarters. Also, notice that this figure shawBom 1959 to 2008 but we are only going to use the
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dataset from 1959 to 2007 for the analysis. TheloFayle is a monetary policy rule which
defines how the Fed should change the short-teteneist rate depending on the behavior of the
other state variables in the economy. We defineTdndor rule such that; is a function of the
other nine variables mentioned above. The thirdptgraexplains this in detail, by using the
interest rate equation.

The VAR for the variables is represented as foltows

Y, =Ac+ AYeq + AYep + o+ AYep + U
Here,Y; is a vector of variablesgfip, gdpdef op, hs, hp, crbt, bond, r;, nbreg, M2} and the
number of lags useg, = 4. We use the impulse responses to analyze theioeadt all these
variables to an expansionary monetary policy sh@¢&.review the existing VAR literature in

the next section before presenting the empiricallte of our VAR.



CHAPTER 2 - Literature Review

Christiano, Eichenbaum and Evans (CEE) (1999kwevhe vast literature for identifying
the effects of an exogenous shock to monetary YWoGEE find that there has been agreement
over the qualitative impact of monetary policy skmcwhereas the quantitative effects of
monetary policy shocks have been an issue of debatequalitative effect of an increase in the
interest rate (monetary policy shock) shows a dedlh aggregate output, employment, profits
and various monetary aggregates. Wages fall sjigiittl the price level reacts to the increased
interest rate very slowly. CEE emphasize on thpotance of the identification schemes and
assumptions for the analysis of the effect of mametpolicy shocks since alternative
identification schemes can lead to different resulhey argue that one of the main contributions
of the literature on monetary policy shocks is tihdtas provided researchers with a path from
the identification assumptions to inference regagdhe effects of monetary policy shocks. As
alternative set of identifying assumptions lead different inference about the effects of
monetary policy shocks rather than just the gualdgampacts economists agree on.

CEE, like others in the literature (including Cepland Hansen (1989, 1997), King
(1991), and Christiano (1991)), break policy intsystematic and random component. The
systematic response is a feedback rule relatingexpected component of the interest rate to
macro observables. CEE identify the monetary pdloycks with the function:

Se = f(Q) + o5€¢

Here, S is the monetary authority instrument like the fedldunds rate or a monetary
aggregate, f is the linear function for the feedback rul@, is the monetary authority’s
information set (for this paper it includes lagsiué variables mentioned in the introductian),
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represents the standard deviation of the monetligypshockg,ef is a monetary policy shock
ande? is normalized to have a unit variance.

The authors use a VAR to explain the effects ometary policy shocks for &-
dimensional vector of variables.

Zy =Ac+ AyZey + AgZoy o+ ApZey + Uy, (2.1)
Euu; =V

All the elements iny will respond to the effect of all the fundamergabnomic shocks
as a whole. Therefore, it is not possible to idgritie effects of a shock to monetary policy by
shockingu:.. To resolve this issue, CEE assumes the followategionship which is same as what
we have explained in the introduction section &f frapet

Bou; = &. (2.2)

Here B, is an invertible, square matrix afAd.e; = D, whereD is a positive definite matrix.

Pre-multiplying equation 2.1 b¥,, gives:

BoZ; = BoA; + BoA1Zy_q+. o+ BoApZe_p + & (2.3)
=B+ B Zs 1+ .+ ByZy_, & (2.4)
B; = ByAyi=c¢,12,....p,and V = A, "D(A3")" . (2.5)
From equation 2.2: u, = Byle, (2.6)
u; = Cep . (2.7)

In equation 2.7 is a lower triangular matrix, as explained in th&goduction; this is how one
imposes the restrictions for the identification tfe shocks while using recursiveness

assumption,

B, = B~ from section 1



CC' =V (from above) (2.9)
cov(uy) =V (2.10)
CEE breakZ; into three parts, namely;; with k, variables, X,; with k, variables and;. The

dimension of the dataset is shown by k; + k, + 1, wherek,,k, = 0. Z; is defined as

X1t
Zy=| St
Xt

The recursiveness assumption places the restrscéisshown below:

C, 0 0
C = ’C21 CZZ O
C31 C32 C33

follows:

The parenthesis above show that the dimensioneofetlated matrix and,, = % wheregg > 0,

becauses; is the standard deviation of the independent aedtically distributed monetary
policy shock.

The zero elements in the middle row of the abowatrim represent the assumption that
while settingS the policy makers do not s&g.. The two zeros in the first row relate to the two
different ways in which a monetary policy shock edfect the variables iX;;. The first zero
shows the direct effect d& on X;; and the second zero relates to the indirect efdédhe
monetary policy shock, which comes through The recursiveness assumption is sufficient to
identify the identification of the dynamic respordeZ; to a monetary policy shock, but it is not
sufficient for identifying all of the elements 6f The authors present three results based on the
recursiveness assumption. The first is that a numibeon-emptyC matrices exist and the lower
triangular matrix with positive diagonal elemenkt®wn above is one of them. The next result

shows that after the monetary policy shock, dynamegponse functions produced by every
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member of non-empt¢ matrices for the elements 8f are samefinally, if the normalization is
always done by using the lower triangular matiiert the dynamic responses of the variables in
Z; are insensitive to the ordering of variableXjpandXa..

In this paper the empirical analysis involves t@oursive identification schemes. In the
first scheme, the policy instrumeftis measured by the timd-ederal Funds Rate (FFR). In this
case(); includes current and four lagged values of thébées real GDP, the GDP deflatomd
commodity prices and four lagged value61R, total reserves, non-borrowed reserves and the
money supply. The monetary policy shock is measwiddthe use of FFR.

The second benchmark scheme measBrbg non-borrowed reserves. This selection of
scheme is motivated by Eichenbaum (1992) and @dmistand Eichenbaum (1992). In both of
these papers, the authors find that any new cheamgen-borrowed reserves primarily reflects
the exogenous shocks to monetary policy, whereashhnges in broader monetary aggregates
primarily reflect shocks to money demand. Thevector stays the same as described for the first
scheme above.

The results after the policy shocks show thatrgraationary monetary policy shock or a
rise in the federal funds rate leads to a sigmificirop in non-borrowed reserves. This result is
consistent with the presence of a strong liquidiffgct. Also, the fall in total reserves is very
small (negligible) initially but later on increases magnitude. Therefore, the authors conclude
that after the full impact of a contractionary sk@n non-borrowed reserves, the Fed insulates
total reserves in the short term by increasing dwed reserves. CEE also find that the
gualitative impact oM1 is similar to that of total reserves, wherd4 drops instantly due to a
federal funds rate policy shock. GDP also decliaftsr a federal funds rate policy shock with a

lag of two quarters. The index of commodity prie¢éso decline persistently after an initial delay.



The GDPdeflator declines after six quarters but until themains flat. In other words, with a
contractionary policy shock the federal funds rateeases, monetary aggregates decline, though
with a lag, the aggregate price level reacts leske beginning but declines over time, aggregate
output declines, and commodity prices fall.

Christiano, Eichenbaum and Evans (1996) find thabntractionary federal funds rate
policy shock leads to an increase in unemploymenmtwith a delay of two quarters, whereas
other variables like retail sales, corporate psofit retail trade and non-financial corporate
profits decline instantly, though the manufacturingentories increase instantly. Others have
done research on the reaction of other economiahMas to a contractionary monetary policy
shock. Fisher (1997), for instance, examines andsfimportant differences in timing and
sensitivity of various types of investments to anetary policy shock. He finds that the
residential investment shows the maximum declinbiclv is then followed by equipment,
durables and structures. He also finds that resalanvestment falls most quickly reaching its
trough many quarters before other variables. Herset to as a unique lead-lag pattern in the
dynamic response functions.

Gertler and Gilchrist (1994) have focused on tRsponse of large and small
manufacturing Firm’s sales and inventories to aremtionary monetary policy shock. They find
that small Firm’s inventories decline instantlyeafta contractionary monetary policy shock,
whereas large Firm’s inventories first rise anchtfedl. They use these results along with other
results of their paper in studying the monetarygmaission mechanism, which focuses on the
importance of credit market imperfections.

Campbell (1997) also focuses on the manufactusergors reaction to a contractionary

monetary policy shock but from a different perspect He finds total employment, job
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destruction and job creation are caused by a adidgreary monetary policy shock. The author
shows that the contractionary monetary policy shtekds to a decline in manufacturing
employment, reaching its maximum effect with add@ne year and hence, it instantly increases
the job destruction but leads to a transitoryifajpob creation.

Bernanke and Blinder (1992) find that after a cactionary monetary policy shock there
is an instant and persistent decline in the volomegank deposits and bank assets. These results
are in line with the theories of the monetary traission mechanism that focuses on the role of
credit market imperfections. Gertler and Gilch({s993, 1994) do similar research and find that
a contractionary monetary policy shock leads teeide in consumer and real estate loans but
the commercial and industrial loans do not decl&so, the small manufacturing loans decline
more as compared to that of large manufacturingdirFrom the above mentioned results, a
contractionary monetary policy shock leads to déife effects on the borrowing and lending
activities of different agents in the economy.

Many researchers have investigated the impacomtractionary monetary policy shocks
on exchange rates in economies. Examples includar@an and Zha (1997), Kim and Roubini
(1995) and Clarida and Gertler (1997). All theserkgofind that a contractionary foreign
monetary policy shock leads to a rise in the fareegchange rate (units of foreign currency for
one U.S. dollar) and also raise the differentidiMeen the foreign and domestic interest rates.
This result is consistent with Eichenbaum and Ev@®95). These works also show that a
contractionary monetary policy shock leads to alidedn foreign monetary aggregates and
output, whereas it increases the interest ratetangrice level only with a delay.

Kim and Roubini (2000) extend the structural VAppeoach of Sims and Zha (1995) to

an open economy in order to explain the effectsnohetary policy shock on exchange rates.
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They propose the use of a non-recursive identiboascheme that allows for the identification
of the effect of monetary policy shocks on the exde rates. This scheme solves the various
puzzles found in empirical research on monetaricpdiThese puzzles are partially solved with
the use of an unrestricted structural VAR approddie identification scheme used by the
authors solves the liquidity puzzle as the reshliws that the price level and output falls
following a contractionary monetary policy shocklsé, the exchange rate (units of foreign
currency for one unit of U.S. dollar) appreciateléofiving a monetary contraction.

The data vector used for this paper includes ccossiry data for G-7 countries namely
France, Germany, Japan, U.K., Italy, Canada and lJifcludes observations of the short term
interest rate, a monetary aggregate, the consunw® index, industrial production (used as a
proxy for the output), the world price of oil inrtes of the U.S. dollar, the federal funds rate of
the U.S. and the exchange rate expressed as @ifiidsemn currency per U.S. dollar. The world
price of oil and the U.S. FFR are included to coinfor exogenous monetary policy changes. In
reaction to a negative and inflationary supply $hat the monetary authority tightens the
monetary policy then the resulting recession andepmflation is caused not only by the
monetary contraction but also by the original negasupply shock. For the identification of the

component of the policymaker’'s feedback rule duentmetary policy alone, the authors have

* Empirical works on the effects of monetary polligve uncovered various puzzles, namely the liquidit
puzzle (when monetary policy shocks are indentiisdnnovations in monetary aggregates, and timesevations
lead to an increase in the nominal interest ratieerathan a decrease), the price puzzle (when rapngblicy
shocks are measured as innovations in interes aaie it leads to a rise rather than fall in pk&el), the exchange
rate puzzle (when a positive innovation in intenedé leads to an impact depreciation rather thmoreziation of
domestic currency, relative to the U.S. dollar) dhd forward bias puzzle (according to the uncayergerest
parity condition, a positive domestic interest raéative to its foreign counterpart should lead persistent
depreciation of the domestic currency over timerafbe impact appreciation, whereas evidences shioatsthis

innovation is associated with persistent appremiedif the domestic currency).
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included the world oil price as a proxy for negatand inflationary supply shocks. The authors
have included the FFR to control for the componaihtiomestic monetary policy that is a
reaction to the foreign monetary policy shock, [[Gand Roubini (1995)). The nominal
exchange rate is introduced to find the effectthefidentified monetary shocks on the value of

domestic currency.

The model used assumes that the economy is deddmjpea structural form equation
shown below?

G(L)y: =e; , (2.11)
HereG (L) is the matrix polynomial in the lag operatgry, is an x 1 data vector, and, is an
n X 1 structural disturbance vector. The reduced foroatgn estimated (VAR) is:

ye = B(L)y: +u; (212

HereB(L) is a matrix polynomial (without the constant terin)s a lag operator aneir(u;) =
Y.

The identification scheme used by Kim and Roulsras follows:

[ €MS T 1 gi2 0 0 915 0 g7 Ur
€mp 921 1 g23924 0 0 0 Unm
ecpr 0 0 1 g32935 0 0| Ucrr
eip |=1 0 0 0 1 945 0 O Up |,
€opw 0 0 o o 1 o0 O Urw
€FFR 0 0 0 0 ges 1 O || Urrr

ee/$))  L971 972 973 g74 975 976 1 MlUg(s(s)]

here eys, emp, ecpr, €p, €opw, €rrr: €g(ys) are the structural disturbances, that is,

money supply shocks, money demand shocks, FFR shaamkd exchange rate shocks,

® In the data vectdR represents the short term interest rités the monetary aggrega@PI is the
consumer price indeXP is the industrial production (used as a proxytifer output) OPWis the world price of oil
in terms of the U.S. dollaFFR is the federal funds rate of the U.S. &) is the exchange rate expressed as units

of foreign currency per U.S. dollar.
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respectively, andig, wy, Ucpr, Up, Uopw, Urrr, Ug(/s) TEPrESENt the residuals in the reduced

form equations, which are the unexpected movemesdich variable.

The first equation in the identification scheme is:

€ms = Up T 12Uy T G1sUopw + J17UE(/S$) (2.13)
which shows that the monetary authority sets therést rate after observing the current value of
money, the exchange rate and the world oil pridas Bquation is based upon the monetary
policy feedback rule that the price level and ottare not affected by the monetary policy
changes within the same period, whereas the vdlmeooey, the exchange rate and the world
price of oil react to the change in monetary poiigthin the same period (Sims and Zha (1995)).
They have not included the U.S. FFR here becausg #issume that within a month, the
monetary authority is more concerned about the peebed changes in the exchange rate rather
than the unexpected changedJirs. FFR. The world price of oil has been inclutiegrovide a
control for the negative supply shocks and infiagicy pressure. Kim and Roubini argue that G-7
countries (excluding the United States) impliciipd explicitly care about the effects of a
depreciation of their currencies on their inflati@tes. They also propose to identify the interest
rate innovations that are true exogenous contrmatio monetary policy and that should thus
lead to a currency appreciation. Therefore, theyehacluded exchange rates in the money
supply equation.

The authors have assumed the usual real money defuaction. The demand for real
money balances depends on real income and thetappgrcost of holding money. For the rest
of the equations the interest rate, the U.S. FFBnay, and the exchange rate are always
assumed not to affect the level of real activitpteonporaneously. They are assumed instead to

have real effects only with a one period lag.
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In short, the structural shocks are composed adra¢blocks. The first two equations are
the money supply and money demand equations, mpreg the money market equilibrium.
The next two equations describe the domestic gmoaket equilibrium. The next group of
equations describes the exogenous shocks comingtfre world economy, the U.S interest rate
and oil price shocks. Finally, the last equatiothis arbitrage equation explaining the exchange
rate market.

Empirical results show that a money supply shodiaity leads to a significant increase
in the interest rate and a significant fall in thmoney supply in all six countries (France,
Germany, Japan, U.K., Italy and Canada). This effestatistically significant on impact and
over the medium run. The impact effect of moneteoytraction is an appreciation of the
domestic exchange rate relative to the U.S. dédlaall six countries. With an increase in the
U.S. FFR, the short-term interest rate in otherntwes also increases. This increase in the
interest rate might occur as a precautionary measaken by the countries to avoid the
inflationary effect of the devaluation of their cemcies due to a higher U.S. FFR. This increased
interest rate leads to a fall in the money supf@w. impact the currencies of the respective
countries depreciate relative to the U.S. dollaswiver, this depreciation is associated with an
inflationary burst, as in all countries the depagion is followed by a significant rise in domestic
prices (except for the U.K.). The reaction of owtmumixed. The depreciated exchange rate
causes aggregate demand to increase and hencet sbiuid increase, whereas with the
increased interest, the aggregate demand and altpuld decline.

Sellon (2004) presents insight into the relatigndfetween monetary policy and market
interest rates. This work shows how the monetaflicyppath changes market interest rates. The

monetary transmission mechanism can be explainéollaws. With an increase in the FFR the
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other market interest rates also rise, therebyislpwhe economy. Similarly, a decrease in the
FFR leads to a decrease in other market intertest,raccelerating the economy. The author says
that in practice the market interest rates and~#R target loosely move with each other. Also,
at times the large movements in the market intenasts are commonly related with only the
economic data releases or statements by the paiosrs, where there is no associated change in
the FFR target.

Thus, the expectations about the path of futurecpaictions play a vital role in the
determination of market interest rates. Therefares important to understand the market's
method used to derive the expected policy pathceSihe policy expectations drive the interest
rates, what central banks say regarding long-raisgoecomes potentially more important than
their actions. Hence, the communication of the reériiank with the public and the financial
market plays a very crucial role in the transmissitechanism and the determination of market
interest rates. The paper suggests that for changiee transmission from the FFR to longer-
term rates, use of the historical relationship leetthe funds rate target and longer-term interest
rates can be fruitful. The paper uses the expectdhieory of the term structure to model the
behavior of the interest rates. The expectationrtheays that the interest rate associated with
any security can be observed as an average of’s0oB&JR target and the entire series of future
targets expected by financial markets over thedifthe security. Sellon explains the expectation
theory using this example for expressing today's-ywar rate as an average of today’s one-year
rate and the one-year rate that is expected t@apriewvone year, plus a term premium:

2 — year rate = % (1 — year rate + expected 1 — year rate in one year)

+term premium
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The paper describes three important features efréfationship between policy and
interest rates. First, with the market’s expectatbthe funds rate target rising, the interestgat
at all maturities also rise through time. This eage comes from the result of the averaging
process explained by the expectations theory. $k¢ba anticipation of the expected changes in
the target rate leads to an increase in the iriteags and often on the day of actual changes in
the target rate, the interest rate does not chamgehanges very little. This can be an
interpretation of the assumption that the FedeesleRve adjusts the funds rate target exactly as
the market expects. Third, during the period inchitthe target rises, the short-run rates undergo
much larger changes relative to that of the long-ru

Another useful approach for analyzing the relatmsbetween the policy path and
interest rates is to see the path’s relation toyibll curve. The yield curve is defined as the
cross-section of interest rates at each date andbeaconstructed by looking at the vertical
distance between rates for each date. Accorditbe@xpectations theory, the present structure
of the market interest rates contains an impligdr&upath for the FFR target. This particular
path determines the evolution of the interest mter time. Whenever the financial markets
receive some new information regarding the econauttook and monetary policy, they update
the path accordingly. Changes in the policy patbcathe market interest rates and this effect is
determined by three important general factors &enining the response of market rates. First
is the persistence of changes in the policy pathsiBtence means the length of time a change in
the path is expected to last. In general, the mersistent a change is, the larger is the effect on
longer-term interest rates. The next factor isttlméng of policy path changes. The further in the
future a change is expected in the path, the sntakeresponse of the short-term rates relative to

longer-term rates. The last factor is the sizeadicg path changes. A small initial change in the
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funds rate target can be associated with large ggdsam market rates, even long-term rates,
when the initial target change leads markets tdebel that additional changes will be
forthcoming. Until now the focus has been on theh @and reaction to the information. How do
markets get this information for the policy path@ll& argues that to develop a policy path,
markets require three types of information, namefgrmation on the Federal Reserve’s long-
run objectives, an estimate of the Federal Reserweternal economic forecast and a
measurement of how fast the Federal Reserve wjllsadhe funds rate target if its forecast
suggests that the economy will not achieve its damggoals. An easy way to combine these
three factors is to use the Taylor rule as a siieglimodel of central bank's behavior. It specifies
the interest rate target adjustments to be mada bgntral bank in order to maintain price
stability and full employment. A particular fornfithhe Taylor Rule can be represented as:
Ri=R"+yYf—-Y")+ A(n{ —1")

Here,R; is the central bank's current interest rate taRets the equilibrium interest rate
target,Y? — Y* is the expected output gap, amfl— 7* is the expected inflation gap. Following
the Taylor rule, the central bank will set its netst rate target above the equilibrium level when
the output gap is positive or when the inflatiop g& positive and vice-versa. The parameters
andA determine how fast the central bank changes tieecist rate target to eliminate the output
and inflation gaps. From the above equation, adegrdo the Taylor rule, the equilibrium
interest rate targeR™ plays a very important role. AB*is a nominal interest rate, it can be
divided into two parts - an estimate of the long-aquilibrium real interest rate for the economy
and a measure of long-run inflationary expectatiditee long-run equilibrium interest rates do
not change much with time. If the central bank ¢éésa credible long-run inflation objective then

the financial market’s estimate of long-run inftatiexpectation should be equal to this inflation
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objective. In this particular scenar®® will be relatively constant. On the other handihé
central bank's inflation objective is not well urgteod, then the financial market's estimate of
long-run inflation expectation may change over titereby changing the market’s estimate of
R*over time. This paper explains the process that ti@vshort-term FFR should be targeted
with the use of the Taylor rule. Sellon, explainattthe expectations for the short-term FFR have
a substantial impact on the market interest ratk lmnce financial variables. The paper also
shows the transmission mechanism of the short-tet@nest rate into the loner-term interest rate
with the help of the yield curve. We apply the isle#f Sellon in the present situation of a
liquidity trap in the U.S. In particular, we focwlrectly on the longer-term interest rate to
stabilize the economy, as we cannot lower the dleam interest rate. We do this by analyzing
the macroeconomic variables responses to the uogehanges in the bond rate in our model,

which is long term rate.
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CHAPTER 3 - Empirical Analysison the Effects of Monetary Policy

Shocks on Financial Variables

3.1 Dataset

The data used in this paper is extracted from #ialise of the Federal Reserve Bank of
St. Louis, Bureau of Economic Analysis, and Comrmo#&iesearch Bureau Indexes. We have
used quarterly data from 1959 to 2007 for condggcths analysis. The variables included are
gdp, gdpdef op, hp, bond, hs, M2, crhy, nbreg, andr;; wheregdp is the real gross domestic
product (GDP) (in billions of dollarsydpdefis the GDP deflator (indexpp: is the spot oil
price by the West Texas Intermediate (in dollarshagrel), hp is the housing prices (index) (we
have used the residential investment as a proxigdasing prices because we are constrained by
the data availability for housing price$) is the number of new privately owned housing units
started M2; is the money aggregate M2 (in billions of dollag); is the commodities index (a
standard measure of commodity pricegpreg is non-borrowed reserves of depository
institutions plus term auction credit (in billiow$ dollars),r; is the Federal Funds Rate (FFR)
(short term rate) andond is Moody's seasoned Baa corporate bond yield.dyisarops bonds
if the remaining life falls below 20 years, if thend is susceptible to redemption, or if the rating
change$. Most of the variables are similar to what CEE @P@se and we includep, hs and
bond to analyze the effects of monetary policy shoaksh® housing/financial market. Alsop:

is included to provide a control for the negatiup@ly shock and inflationary pressure, Kim and

® Moody's tries to include bonds with remaining miies as close as possible to 30 years
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Roubini (2000). Graphs for all the variables angirtigrowth rate (first differences) are provided

in the appendix. We use Stata software for condgatie analysis for this paper.

3.2 Stationarity Test

We first test for the stationarity of all the vdries using augmented Dickey-Fuller test
(ADF). While conducting ADF tests we need to setbet lag length for each variable. We use
the Akaike's information criterion (AIC) for thelsetion of an appropriate lag length for each
variable. AIC is calculated by running a regressoérdependent variable on given number of

lags and each estimated model generates a diffeatreg of AIC:

g'e 2k
AIC = log a— +?

Here, ¢ is the residual vectoff is the number of observations akhds the number of

parameters used in the regression model. The Al&éhbes the reduction of the sum of squared
errors against a penalty for the number of freampa&ters in the regression model. Selection of
lag length is done by choosing the model which mires the value for AIC.

We next test for stationarity. Any variable withuait root is considered non-stationary.
The ADF test is conducted by estimating the model

Y; =by + bYi_q + bYe o + o4 by 1Yiegi1 + bV + & .
HereY; is the variable of interest. We can add and sab#gy;_,,, from both sides of the
equation above to get:

Y. =by + bYi_q + byYiy + o4 (b_q + bp)Yiks1 — DAY + &
We next add and subtra@,_; + by)Y;_x., and keep repeating the same process to obtain:

AYy = by + Y4 + Z?:ZﬁiAYt—Hl + & . (3.1)

"We end the process by subtractifig, from both sides.
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here:s = —(1— Y¥,b),
B = — Xiiby.
In equation (3.1) i6 = 0, theequation includes only first difference terms amasthas a
unit root. We test for the presence of a unit negihg the Dickey-Fuller test, to decide whether
to accept or reject the null hypothedis- 0.

Table 3-1. The Results of AlIC and Dickey-Fuller Test for a Unit-Root.

Variable Lags ADF 5% Result
Statistics  Critical
Value

gdpx Level 1 -1.660 -2.883 Fail to RejectH
First-difference 1 -6.832 -2.884 Reject i

gdpdef; Level 3 0.094 -2.884  Fail to Reject I
First-difference 2 -2.362 -2.884  Fail to Reject

opx Level 1 -1.172 -2.883  Fail to Reject
First-difference 1 -8.914 -2.884 Reject i

hpy Level 2 -1.195 -2.884  Fail to Reject i
First-difference 1 -3.923 -2.884 Reject i

hs Level 2 -3.317 -2.884 RejectyH
First-difference 1 -7.034 -2.884 Rejeg H

crb Level 1 -1.486 -2.883 Fail to RejecyH
First-difference 1 -5.830 -2.884 Reje H

M2, Level 1 -1.464 -2.883 Fail to RejecyH
First-difference 3 -4.098 -2.884 Rejeg H

nbrec Level 2 -1.421 -2.883 Fail to RejecyH
First-difference 1 -21.240 -2.884 Reject H

r Level 5 -2.946 -2.884 RejectyH
First-difference 5 -5.270 -2.884 Rejecg H

bond; Level 3 -2.099 -2.884 Fail to RejecyH
First-difference 4 -5.432 -2.884 Rejeg H

Source: Author’s estimation based on FRED®
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The above table shows the values of lags and e fatistics we used for testing for a
unit root. We can see that all the variables aagastary or they do not have a unit-root at first-
difference except for the GDP-deflator. Let us edeisthe case of GDP. From the table above,
we use only one lag for running the Dickey-Fullesttas chosen by the AIC statistics. The
equations fogdp for the Dickey-Fuller test can be written as:

Level:
Agdp, = 0.0247  — 0.0021gdp,_, + 0.2576681Agdp,_, + &
(0.0115) (0.0013) (0.0694)
First-Difference:
A%’gdp, = 0.0046 —0.5936 Agdp;,_; — 0.1578A%gdp,_; + &
(0.0009)  (0.08688) (0.0710)

The equation above shows the values for the iexfitis and standard errors generating

the value -1.660 and -6.832 for ADF statistics@GP at level and first-difference respectively.

3.3 Basaline M odel
While working with time series data, we have toreletl or separate the cyclical
component of the time-series from raw data for smagables with low frequency trends in
order to make the data stationary. For the isalabibthe business cycle component of variables
we use the Hodrick-Prescott filter (HP-filter). ThH#P-filter decomposes each variable into a
growth (smooth component) and a cyclical compon&he HP filter for a seriey, where
t = 1,2,3,...T is given by:
Iny,=g: + ¢ (3.2)
Ve=Iny.—gr=c,
ming, c, fe1cf + AN = 1P)g.)? (3.3)

Here,c; andg; are the cyclical and growth components, respegctivighe first part of the
equation penalizes the variations in the cycliGahponent, and the second part penalizes the
variations in the growth component. In equatior3)31 provides the control for the smoothness
of the growth component. The higher the valud,ahe smoother the series, (King and Rebelo

(1993)). We use Prescott’'s estimation recommendaifol = 1600 for a quarterly time-series
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dataset. We filtegdp, crb;, M2, nbreg, hs, and use the resulting cyclical component of the
filtered series for further analysis. We filtgdp, M2;, nbreg, hs variables because this is the
standard approach to filter these real variables wse the first differences for prices. But we
also filter crb; because CEE (1999) also use the filtered compdioerine commodity prices.
The filtered series for these five variables ar@shin the graphs in appendix. The figure below
shows the first-difference and cyclical componemt@DP. The figures below show that the HP-
filter removes the low frequency trends from th&adseries.
Figure 3.1: First Difference of Real GDP
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Figure 3.2: Cyclical Component of GDP after HPefilt
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We begin with a replication of CEE to review our thwology for conducting the
empirical analysis. For the most part, we use tmes dataset as CEE except for the GDP
deflator and the commodity prices index. This aiain the data set leads to IRFs that are
slightly different from CEE. To complete our datased replicate CEE, we use the identical
series for both the missing variables of commogitices and the GDP deflator as in the
independent research that follows. The IRFs geeéerate shown below:

Figure 3.3: IRFs for the Contractionary MonetaryiéoShock —; (for CEE dataset)
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For running the VAR for the CEE dataset, we use fags for the quarterly dataset from
1965 to 1994, the following subsection providesetailed explanation for the VAR for our
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dataset. The figure above shows that with an iserea the federal funds ratg)( output )
declines showing a hump shaped pattern. The iofigi) and the commodity price indegrky)
falls. Non-borrowed reserves decline, money supplyand M2 M1; andM2), total reserves
(totry) decline. Also, the total reserves and M1 showoslnthe same qualitative pattern after the
shock. These responses show that in short-run teetary contraction leads to a decline in
aggregate demand pushing the price level and odtpubwards.

Next we conduct the same analysis using a diffesenof variables. We use four lags for
the quarterly dataset. The data vedf{dor the VAR is

{y:, gdpdef;, crb;, hp;, hsg, ops, bond,, vy, nbrec, M2, }.

Here we have used the annualized cyclical compdoeiall the variables except
for ¢, hp,, bond,, op, andgdpdef;. The logged first difference of thg,, op, and gdpdef, is
used inY; . The VAR equation used for this paper is given by:

Yi=Ac+A )Y +AY o+ -+ ALYy, (3.4)

BoY; =B+ BY:_ 1+ ByY; o+ +B,Y,_, +e (3.5)

Y, = By'B, + By 'B,Y,_1 + By 'B,Y,_, + -+ By 'B,Y,_, + Byle,, (3.6)
cov(uy) = Q 3.9

cov(e,) =1, (3.8)

Q= By'Byl . 9B

In the above equatiop,= 4 as we are using four lags, is the reduced form errors
vector not the structural shocks. To convert thegestructural shock we defing = Byle, or
e; = Byu, . Here,e, represents the structural shocks with covaridravede,~(0,1).2 There are
an infinite numbers of solutions féx. In order to indentify a unique solution we neednipose
some restrictions, for which we use recursivenessuraption. It imposes the restriction by
making the matrixBy a lower triangular matrix using the Choleski Degamsition method. The
identified monetary policy shock responds to allriatales exceptnbreg and M2
contemporaneously and affects some variables withga This restriction implies that the
policymakers see elements ordered before the fteshshock in the data vector/information set,

8 In the introduction section we have defingd= Be, ande, = B_lut.
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but they do not see the elements ordered aftemtientified shock. For instance, in our data
vector, policy makers do not considéirec, andM2, while settingr; and vice-versa. Also, the
dynamic response of the monetary policy shock variant to the ordering of the variables
before it in the dataset (see CEE (1999)).

As mentioned earlier this paper explains four défe scenarios by analyzing the dynamic
responses of financial variables to monetary pdieycks. The expansionary shock is measured
as a decline in FFR, an increase in the money gupplincrease in non-borrowed reserves or a
decrease in longer term rate (bond rate). We irclingé bond rate to analyze the situation in
which the economy is in a liquidity trap with a yelow federal funds rate, the monetary
authority targets the longer term rate insteadhef gshort-term interest rate (FFR). The figure
below compares the values of the bond rate andhtiregage rate for the last 36 years; it shows
that both the variables track each other clo3ely.

Figure 3.4: Longer-Term Bond Rate and Mortgage Rate
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Source: St. Louis Fed, FRED®
The next section focuses on the dynamic resporfséne cvariables in the data vector to

the four different structural shocks.

° Initially we wanted to use the mortgage rate in mwdel as we have included the housing market
variables for analysis, but data for the mortgage only starts in 1970. We want to analyze a lotigee-series, so

we replaced the mortgage rate with the longer-teord rate.
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Figure 3.5: IRFs for Expansionary Monetary Polityo& — negative;
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We shock the negative value of the interest rétes shock results in a rise in output,

prices, money supply and inflation as shown inri@g8.5 above. It is in line with the basic IS-

LM framework which implies that at lower intereste businesses and consumers spend more.



This fall inr; is accomplished by an increase in money. We obsarxise in both output and
prices. The housing market expands after the slagckousing prices and new housing units
started increase after the effect. This providedesce for recent situation in the U.S. when the
constant decline in the FFR leads to a huge grofvthe housing market. Also, the magnitude of
the change in housing prices is less than comparéae other variables because we have used
just the annualized first difference without mulipg it by hundred for housing prices and the
commodity prices indexes. The non-borrowed resedextine and the oil price rises after the
shock. The shock shows the transmission mechanigimecshort-term rate into the long-term
rate as the bond rate declines after the declitieeifrFR, (Sellon (2004)).

Figure 3.6 shows the IRFs generated by an expaargiononetary policy shock, where
the shock comes from a surprise increase in theegneopply M2). The responses show that
output increases after an expansionary monetaimgypsthock. This is because the expansionary
monetary policy shock (increase M2, leads to an increase in investment. This ineraas
investment increases aggregate demand, and thpstotlihe increased aggregate demand shifts
prices upward. Hence, this shock results in irglatiThe longer-term bond rate follows a hump
shape pattern, as it declines in first two quastdren increases for few quarters and declines
again. Housing prices rise after the shock anchtimber of housing units started decline. Like
other prices, the oil price also rises after theckh The non-borrowed reserves decline for first
few quarters and then increase. Also, both shomt-gnd long-term interest rates rise, which is
the liquidity puzzle (Kim and Roubini (2000)). Thiscrease of the interest rate after an increase
in the money supply implies that this shock refidtie money demand shocks as well. However,
we are interested in analyzing the effects of dhé/increase in the money supply or the supply
shock. Eichenbaum (1992) suggests that non-bodorgserves are a better measure for
implementing an expansionary monetary policy sh@tker than M2, because they reflect the
true exogenous shocks to monetary policy, wherbasldtter primarily reflects the money

demand shocks. Following Eichenbaum, we shock dimebhorrowed reserves.
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Figure 3.6: IRFs for the Expansionary Monetary &ofhock -M2;
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Figure 3.7:
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The increase in non-borrowed reserves increas@sipuwommodity prices and inflation.

This is consistent with theoretical traditional Kegian models (i.e. the IS-LM model). This

shock still results in a liquidity puzzle like tlhee we see in the case Wi shock, which

implies that the interest rate and the long termdbrate increase rather than decrease after an

expansionary monetary policy shock. Therefore]sb gotentially reflects the money demand
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shock. Housing prices react to the shock with adagwo to three quarters, and the money

supply declines with a humped shape pattern.

Figure 3.8: IRFs for Expansionary Monetary Polityo&k —bond
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As mentioned earlier, the U.S. economy is facirigaidity trap. In such a situation the

standard monetary policy measures cannot be usadchfpementing the policy shocks. As the

FFR is at a lower bound and increasing the monpplgwdoes not help because with a very low

opportunity cost for holding money people tend d¢ddhmore money than required for day to day
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transactions. Moreover, we realize that bid® and non-borrowed reserves policy shocks do not
distinguish between the money demand and moneyhsighcks. Even in a liquidity trap,
however, the monetary authority can still target lilng-term rate, which is not a lower bound.
Therefore, we shock the longer-term interest rat¢ analyze the dynamic responses of the
variables to a negative longer-term interest rateck. This shock follows the same initial story
as explained forM2; and non-borrowed reserves shock. Figure 3.8 shibvat after this
expansionary shock, output increases for the figt quarters, the inflation rate rises and prices
rise. The number of the housing units started aonday supply both rises initially and then
decline, showing the same kind of a pattern. Thelmmrowed reserves decline during the first
few quarters but after that rise again. This sh&lodws a positive impact only in the short-run
and then it potentially overheats the economy legado a decline in output. It implies that the
monetary authority should be careful while impletrensuch an unexpected change in policy.
We have analyzed the reaction of the macro vasatiethe changes in the short term

rate. But we also want to see that whether thedsteate responds to the variation in these
variables or not. For this let us consider thecttmal VAR forr;for our model, it can be shown
as:

Ty = Ag+Ay Y + Ay Yo+ + Ay Yo, + Boel , (3.10)

Aj. = row corresponding to the r¢ equation, j = 0,1,...p . (3.11)

B{ = row corresponding to the r; equation in error coefficient matrix.

This r; equation is only one row of the matrix system.He tibove equatiore; is the
monetary policy shock. It represents the Tayloe ral feedback rule for our purpose as we
assume that this is how the monetary authority thetsnterest rate. Next we conduct the chi-
square test for testing for the significance ottaiervariables in the interest rate equation. The
table below reports the values for the chi-squasg, jointly testing the significance of all four
lags for some of the selected variables inrthequation. The reason for separately testing these

variables is that these are the new financial béggwe have introduced in the mod®l.

10 Also the eigenvalues for all the variables lie withnity, satisfying the VAR stability condition he

modulus of the highest eigenvalues produced is85.97
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Table 3-2. The Resultsfor Chi-Square Test.

Variable chi?/x? — value p — value
S BirTeei, Hy: Bir =0V i x%(4) =598.73 0.00
* 1 Biccrbe_; ,Ho: Bic =0V i x%(4) = 16.28 0.002
Yiz1 Binshse—i ) Ho: Bins =0V i x*(4) = 24.15 0.00
Yi1Binhpei Ho: fin =0V i x*(4) = 0.68 0.953
Yiz1 BioOPe-i,» Ho: Bio = OV i x*(4) = 2.62 0.623
Y Bipbond,_; ,Hy: By, =0V i x3(4) =18.21 0.00

Source: Author’s estimation based on FRED®

The null hypothesis is that the FFR does not dependll these variables. The result shows that
the FFR responds to the variations in most varglikethe data vector, with the exception
housing and oil prices. The results provide an &vig for the Federal Reserve Bank’s response
to the housing market bubble. For example in 2003+@ housing prices were growing at a very
high rate and this was considered as a housingl&uBlut the monetary authority did not
increase the FFR to decline the abnormal growtiousing prices. The Federal Reserve Bank’s
chairperson Ben Bernanke argues that the monetdrysg a contractionary monetary policy
shock (by increasing FFR), but the rise requirec¢tdastraint the housing bubble could have
hampered the growth rate for the economy which stdsrecovering from the recession of
2001.

The standard Taylor rule equation is represented as , + 17 +a, (7w, — m;) + a, (v, — ;) , Here
m, — m; is the inflation gapy, — y; output gapr; is the current federal funds ratg,is the current inflation rate,

n; is the target inflation rate andis the target federal funds rate.
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CHAPTER 4 - Conclusion

This thesis analyzes the effects of expansionanyatamy policy shocks on financial and
the housing market variables. We have analyzecdetbfiects by using four different scenarios.
We find that after a surprise decline in the feblkmads rate output, inflation, money supply, and
various prices increase. It also leads to an esipanof the housing market by increasing
housing prices and the number of new housing wtasted. Similar dynamic responses are
observed when we shock the money supply and thebaoowed reserves. But these shocks
lead to a liquidity puzzle, as we see a rise inghert-term interest rate after an increase in the
money supply in the economy. Also, the U.S. econ@ig a liquidity trap, which implies that
neither the FFR shock nor the money supply shockstanulate the economy. Therefore, we
investigate an expansionary monetary policy shockabgeting the longer-term bond rate. This
shock leads to an increase in output, the inflatade, prices, housing units, the money supply
and non-borrowed reserves in the short-run. We ialgestigate that whether the FFR responds
to the variations in all these variables in theadagctor and find evidence that it responds to all

except for housing prices and oil prices.
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Figure A.3: GDP Deflator, 1959:Q1 - 2007:Q4
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Figure A.6: First Difference of Priedt Owned Housing Units, 1959:Q1 - 2007:Q4
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Figure A.7: Oil Prices, 1959:Q1 - 2007:Q4

.5
|

]

First Difference opt
0
|

Te)
-

T T T T T T
1960:1 1970:1 1980:1 1990:1 2000:1 2010:1
quarter

Figure A.8: First Difference of Oil Price, 1959:Q2007:Q4
42



5.5

log crbt

Te)
<

T T T T T T
1960:1 1970:1 1980:1 1990:1 2000:1 2010:1
quarter

Figure A.9: Commaodity Price Index, 1959:Q1 - 2007:Q
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Figure A.10: First Difference of the Commodity Rrindex, 1959:Q1 - 2007:Q4
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Figure A.11: Housing Prices, 1959:Q1 - 2007:Q4

0
!

T T T T T T
1960:1 1970:1 1980:1 1990:1 2000:1 2010:1
quarter

Figure A.12: First Difference of Haug Prices, 1959:Q1 - 2007:Q4
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Figure A.13: Bond Rate, 1959:Q1 - 2007:Q4
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Figure A.14: First Difference of Bond Rate, 1959:(2007:Q4
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Figure A.15: Money Supply, 1959:Q1 - 2007:Q4
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Figure A.16: First Difference of Money Supply, 1959 - 2007:Q4
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Figure A.19: Federal Funds Rate, 1959:Q1 - 2007:Q4
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Figure A.21: Cyclical Component of GDP after HRefi
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Figure A.22: Growth (Smooth) Component of GDP rafte-filter
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Figure A.23: Cyclical Component of Money SupplieaHP-filter

0) —
o0 —H
=
)
c
S
a
IS
3
=™
5
o
O]
&
=
w —
Lo —
T T T T T T
1960:1 1970:1 1980:1 1990:1 2000:1 2010:1
quarter

Figure A.24: Growth (Smooth) Component of Moneyp@&y after HP-filter
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Figure A.25: Cyclical Component of Non-BorrowedsReves after HP-filter
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Figure A.26: Growth Component (Smooth) of Non-Bared Reserves after HP-filter
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Figure A.27: Cyclical Component of Commodity Prindex after HP-filter
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Figure A.28: Growth Component (Smooth) of Commp#itice Index after HP-filter
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Figure A.29: Cyclical Component of Newly Startedusing Units after HP-filter
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Figure A.30: Growth Component (Smooth) of Newlgr&d Housing Units after HP-filter
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Figure A.31: Gross Domestic Product and Growtin@Gonent
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Figure A.32: Money Supply and Growth Component
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Figure A.33: Newly Started Housing Units and GioWwiomponent
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Figure A.34: Commaodity Price Index and Growth Comgnt
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Figure A.36: IRFs for Contractionary Monetary glShock ;)
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