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Abstract

Inverse scattering and spectral one-dimensional problems are discussed systematically in a self-
contained way. Many novel results due to the author are presented. The classical results are often
presented in a new way. Several highlights of the new results include:

1) Analysis of the invertibility of the steps in the Gel’fand-Levitan and Marchenko inversion procedures,

2) Theory of the inverse problem with I-function as the data and its applications;

3) Proof of the property C for ordinary differential operators, numerous applications of property C;

4) Inverse problems with “incomplete” data;

5) Spherically symmetric inverse scattering problem with fixed-energy data: analysis of the Newton-
Sabatier (NS) scheme for inversion of fixed-energy phase shifts is given. This analysis shows that
the NS scheme is fundamentally wrong, and is not a valid inversion method.

6) Complete presentation of the Krein inverse scattering theory is given. Consistency of this theory is
proved.

7) Quarkonium systems;

8) A study of the properties of I-function;

9) Some new inverse problems for the heat and wave equations are studied.

10) A study of inverse scattering problem for an inhomogeneous Schrödinger equation;
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Chapter 1

Introduction

1.1 Why is this paper written?

There are excellent books [M] and [L], where inverse spectral and scattering problems are discussed in
detail. The author decided to write this paper for the following reasons: 1) He gives a new approach
to the uniqueness of the solutions to these problems. This approach is based on property C for Sturm-
Liouville operators; 2) the inverse problem with I-function as the data is studied and applied to many
inverse problems; 3) a detailed analysis of the invertibility of the steps in Marchenko and Gel’fand-
Levitan (GL) inversion procedures is given; 4) inverse problems with “incomplete” data are studied; 5)
a detailed presentation of Krein’s inversion method with proofs is given apparently for the first time;
6) a number of new results for various inverse problems are presented. These include, in particular, a)
analysis of the Newton-Sabatier (NS) inversion scheme for finding a potential given the corresponding
fixed-energy phase shifts: it is proved that the NS scheme is fundamentally wrong and is not an inversion
method; b) a method for finding confining potential (a quarkonium system) from a few experimental
data; c) solution of several new inverse problems for the heat- and wave equations; d) a uniqueness
theorem for finding a potential q from a part of the corresponding fixed-energy phase shifts; and many
other results which are taken from [R], [R1]-[R29].

Due to the space limitations, several important questions are not discussed: inverse scattering on the
full line, iterative methods for finding potential q: a) from two spectra [R],[R5], b) from S−matrix alone
when q is compactly supported [R9], approximate methods for finding q from fixed-energy phase shifts
[R14],[R15], property of resonances [R], [R29], inverse scattering for systems of equations, etc.

1.2 Auxiliary results

Let q(x) ∈ L1,1, L1,m = {q : q(x) = q(x),
∫∞
0

(1+x)m|q(x)|dx <∞, and q ∈ L2
loc(R+)}, where L2

loc (R+)
consists of functions belonging to L2(0, a) for any a <∞, and overline stands for complex conjugate.

Consider the differential expression `u = −u′′ + q(x)u with domain of definition D(l0) = {u : u(0) =
0, u ∈ C2

0 (0,∞)}, where C2
0 (0,∞) is the set of C2(R+)-functions vanishing in a neighborhood of infinity,

R+ := [0,∞). If H is the Hilbert space L2(R+), then `0 is densely defined symmetric linear operator
in H, essentially self-adjoint, that is, the closure ` of `0 in H is selfadjoint. It is possible to construct a
selfadjoint operator ` without assuming that q ∈ L2

loc(R+). Such a theory is technically more difficult,
because it is not even obvious a priori that the set D(`0) := {u : u ∈ C2

0 (R+), `u ∈ L2(R+)} is dense
in H (in fact, it is dense). Such a theory is presented in [Nai]. If one drops the assumption q ∈ L2

loc,
then D(`0) is not a domain of definition of ` since there are functions u ∈ D(`0) for which `u /∈ L2(R+).
In the future we mean by ` a self-adjoint operator generated by the differential expression ` and the
boundary condition u(0) = 0.
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This operator has absolutely continuous spectrum, which fills (0,∞), and discrete, finite, negative
spectrum {−k2

j}1≤j≤J , where −k2
j are the eigenvalues of `, all of them are simple,

`ϕj := −ϕ′′j + qϕj = −k2
jϕj , ϕj(0) = 0, ϕ′j(0) = 1, (1.2.1)

where ϕj are corresponding eigenfunctions which are real-valued functions, and

1
cj

:=
∫ ∞

0

ϕ2
j dx. (1.2.2)

The functions ϕ(x, k) and θ(x, k) are defined as the unique solutions to the problems:

`ϕ = k2ϕ, x > 0; ϕ(0, k) = 0, ϕ′(0, k) = 1, (1.2.3)

`θ = k2θ, x > 0; θ(0, k) = 1, θ′(0, k) = 0. (1.2.4)

These functions are well defined for any q(x) ∈ L1
loc(R+). Their existence and uniqueness can be proved

by using the Volterra equations for ϕ and θ. If q ∈ L1,1, then the Jost solution f(x, k) exists and is
unique. This solution is defined by the problem:

`f := −f ′′ + qf = k2f, f(x, k) = exp(ikx) + o(1) as x→ +∞; f(0, k) := f(k). (1.2.5)

Existence and uniqueness of f is proved by means of the Volterra equation:

f(x, k) = exp(ikx) +
∫ ∞

x

sin[k(t− x)]
k

q(t)f(t, k)dt. (1.2.6)

If q ∈ L1,1 then this equation implies that f(x, k) is an analytic function of k in C+ = {k : Imk > 0},
f(x, k) = f(x,−k) for k > 0. The Jost function is defined as f(k) := f(0, k). It has exactly J simple
roots ikj , kj > 0, where −k2

j , 1 ≤ j ≤ J , are the negative eigenvalues of `. The number k = 0
can be a zero of f(k). If f(0) = 0, then ḟ(0) 6= 0, where ḟ(k) := df

dk . Existence of ḟ(0) is a fine
result under the only assumption q ∈ L1,1 ( see Theorem 3.1.3 below, and [R]) and an easy one if
q ∈ L1,2 := {q : q = q,

∫∞
0

(1 + x2)|q(x)|dx <∞}. The phase shift δ(k) is defined by the formula

f(k) = |f(k)|exp(−iδ(k)), δ(∞) = 0, f(∞) = 1, (1.2.7)

where the last equation in (1.2.18) follows from (1.2.6). Because q(x) = q(x), one has δ(−k) = −δ(k)
for k ∈ R. One defines the S-matrix by the formula

S(k) :=
f(−k)
f(k)

, k ∈ R. (1.2.8)

The function S(k) is not defined for complex k if q ∈ L1,1, but if |q(x)| ≤ c1exp(−c2|x|γ), γ > 1, then
f(k) is an entire function of k and S(k) is meromorphic in C. If q(x) = 0 for x > a, then f(k) is an
entire function of exponential type ≤ 2a (see Section 5.1).

If q ∈ L1,1, then at k2 = −k2
j , kj > 0, the Jost solution fj(x) := f(x, ikj) is proportional to

ϕj(x) := ϕ(x, ikj), fj and ϕj both belong to L2(R+). The integral equation for ϕ is:

ϕ(x, k) =
sin(kx)
k

+
∫ x

0

sin k(x− s)
k

q(s)ϕ(s, k)ds. (1.2.9)

One has:

ϕ(x, k) =
f(x, k)f(−k)− f(x,−k)f(k)

2ik
, (1.2.10)

4



because the right-hand side of (1.2.10) solves equation (1.2.5) and satisfies conditions (1.2.3) at x = 0.
The first condition (1.2.3) is obvious, and the second one follows from the Wronskian formula:

f ′(0, k)f(−k)− f ′(0,−k)f(k) = 2ik. (1.2.11)

If k = ikj then fj(x) ∈ L2(R+), as one can derive easily from equation (1.2.6). In fact, |fj(x)| ≤ ce−kjx,
x ≥ 0. If k > 0, then f(x,−k) = f(x, k). If q = q then fj(x) is a real-valued function. The function
f(x, k) is analytic in C+ but is, in general, not defined for k ∈ C− := {k : Imk < 0}. In particular,
(1.2.11), in general, is valid on the real axis only. However, if |q(x)| ≤ c1exp(−c2|x|γ), γ > 1, then f(k)
is defined on the whole complex plane of k, as was mentioned above. Let us denote f(x, k) := f+(x, k)
for k ∈ C+ and let f−(x, k) be the second, linearly independent, solution to equation (1.2.5) for k ∈ C+.
If f+ ∈ L2(R+), then f− /∈ L2(R+). One can write a formula, similar to (1.2.10), for k ∈ C+:

ϕ(x, k) = c(k)[f−(0, k)f(x, k)− f(0, k)f−(x, k)], (1.2.12)

where c(k) = const 6= 0. For ϕ(x, ikj) ∈ L2(R+), it is necessary and sufficient that f(ikj) = 0. In fact

f(ikj) = 0, ḟ(ikj) 6= 0, 1 ≤ j ≤ J, (1.2.13)

where ḟ = df
dk . To prove the second relation in (1.2.13), one differentiates (1.2.5) with respect to k and

gets
ḟ ′′ + k2ḟ − qḟ = −2kf. (1.2.14)

Existence of the derivative ḟ with respect to k in C+ follows easily from equation (1.2.6). Multiply
(1.2.14) by f and (1.2.5) by ḟ , subtract and integrate over R+, then by parts, put k = ikj , and get:

−2ikj
∫ ∞

0

f2
j dx = (fḟ ′ − f ′ḟ)|∞0 = f ′(0, ikj)ḟ(ikj).

Thus ∫ ∞

0

f2
j dx =

f ′(0, ikj)ḟ(ikj)
−2ikj

:=
1
sj
> 0. (1.2.15)

It follows from (1.2.15) that ḟ(ikj) 6= 0. The numbers sj > 0 are called the norming constants:

sj = − 2ikj
f ′(0, ikj)ḟ(ikj)

, 1 ≤ j ≤ J. (1.2.16)

Definition 1.2.1. Scattering data is the triple:

S := {S(k), kj , sj , 1 ≤ j ≤ J}, S(k) :=
f(−k)
f(k)

, kj > 0, sj > 0. (1.2.17)

The Jost function f(k) may vanish at k = 0. If f(0) = 0, then the point k = 0 is called a resonance.
If |q(x)| ≤ c1exp(−c2|x|γ), γ > 1, then the zeros of f(k) in C− are called resonances. As we have seen
above, there are finitely many zeros of f(k) in C+, these zeros are simple, their number J is the number
of negative eigenvalues −k2

j , 1 ≤ j ≤ J , of the selfadjoint Dirichlet operator `. If q ∈ L1,1 then the
negative spectrum of ` is finite [M].

The phase shift δ(k), defined in (1.2.18), is related to S(k):

S(k) = e2iδ(k), (1.2.18)

so that S(k) and δ(k) are interchangeable in the scattering data. One has fj(x) = f ′(0, ikj)ϕj(x),
because f(x,ikj)

f ′(0,ikj)
solves (1.2.3). Therefore∫ ∞

0

ϕ2
jdx =

1
sj [f ′(0, ikj)]2

:=
1
cj
. (1.2.19)
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Thus

cj = −2ikjf ′(0, ikj)
ḟ(ikj)

, 1 ≤ j ≤ J. (1.2.20)

In Section 4.1 the notion of spectral function ρ(λ) is defined. It will be proved in Section 5.1 for q ∈ L1,1

that the formula for the spectral function is:

dρ(λ) =



√
λdλ

π|f(
√
λ)|2

, λ ≥ 0,

J∑
j=1

cjδ(λ+ k2
j )dλ, λ < 0,

(1.2.21)

where cj are defined in (1.2.19)-(1.2.20). The spectral function is defined in Section 4.1 for any q ∈
L1
loc(R+), q = q. Such a q may grow at infinity. On the other hand, the scattering theory is constructed

for q ∈ L1,1.
Let us define the index of S(k):

J := indS(k) :=
1
2π

∆R argS(k) =
1

2πi

∫ ∞

−∞
d lnS(k). (1.2.22)

This definition implies that indS(k) = ind f(−k)− ind f(k) = −2 ind f(k). Therefore:

indS(k) =

{
−2J if f(0) 6= 0,

−2J − 1 if f(0) = 0,
(1.2.23)

because a simple zero k = 0 contributes 1
2 to the index, and the index of an analytic in C+ function

f(k), such that f(∞) = 1, equals to the number of zeros of f(k) in C+ plus half of the number of its
zeros on the real axis, provided that all the zeros are simple. This follows from the argument principle.

In Section 4.2 and Section 5.2 the existence and uniqueness of the transformation (transmutation)
operators will be proved. Namely,

ϕ(x, k) = ϕ0(x, k) +
∫ x

0

K(x, y)ϕ0(y)dy := (I +K)ϕ0, ϕ0 :=
sin(kx)
k

, (1.2.24)

and
f(x, k) = eikx +

∫ ∞

x

A(x, y)eikydy := (I +A)f0, f0 := eikx, (1.2.25)

and the properties of the kernels A(x, y) and K(x, y) are discussed in Section 5.2 and Section 4.2
correspondingly. The transformation operator I +K transforms the solution ϕ0 to the equation (1.2.3)
with q = 0 into the solution ϕ of (1.2.3), satisfying the same as ϕ0 boundary conditions at x = 0. The
transformation operator I+A transforms the solution f0 to equation (1.2.5) with q = 0 into the solution
f of (1.2.5) satisfying the same as f0 “boundary conditions at infinity”.

One can prove (see [M] and Sec. 5.7) the following estimates

|A(x, y)| ≤ cσ

(
x+ y

2

)
, c = const > 0, σ(x) :=

∫ ∞

x

|q(t)|dt, (1.2.26)∣∣∣∣Ay(x, y) +
1
4
q

(
x+ y

2

) ∣∣∣∣+ ∣∣∣∣Ax(x, y) +
1
4
q

(
x+ y

2

) ∣∣∣∣ ≤ cσ(x)σ
(
x+ y

2

)
, (1.2.27)

and A(x, y) solves the equation:

A(x, y) =
1
2

∫ ∞

x+y
2

qds+
∫ ∞

x+y
2

ds

∫ y−x
2

0

dtq(s− t)A(s− t, s+ t). (1.2.28)

ByHm = Hm(R+) we denote Sobolev spacesWm,2. The kernel A(x, y) is the unique solution to (1.2.28),
and also of the problem (5.1.1)-(5.1.3).
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1.3 Statement of the inverse scattering and inverse spectral
problems.

ISP: Inverse Scattering problem (ISP) consists of finding q ∈ L1,1 from the corresponding scattering
data S (see (1.2.6)).

A study of ISP consists of the following:

1) One proves that ISP has at most one solution (see Theorem 5.2.1).

2) One finds necessary and sufficient conditions for S to be scattering data corresponding to a q ∈ L1,1

(characterization of the scattering data problem).

3) One gives a reconstruction method for calculating q ∈ L1,1 from the corresponding S.

In Chapter 5 these three problems are solved.
ISpP: Inverse spectral problem consists of finding q from the corresponding spectral function.
A study of ISpP consists of the similar steps:

1) One proves that ISpP has at most one solution in an appropriate class of q: if q1 and q2 from this
class generate the same ρ(λ), then q1 = q2.

2) One finds necessary and sufficient conditions on ρ(λ) which guarantee that ρ(λ) is a spectral function
corresponding to some q from the above class.

3) One gives a reconstruction method for finding q(x) from the corresponding ρ(λ).

1.4 Property C for ODE.

Denote by `m operators ` corresponding to potentials qm ∈ L1,1, and by fm(x, k) the corresponding Jost
solutions, m = 1, 2.

Definition 1.4.1. We say that a pair {`1, `2} has property C+ iff the set {f1(x, k)f2(x, k)}∀k>0 is
complete (total) in L1(R+).

This means that if h ∈ L1(R+) then{∫ ∞

0

h(x)f1(x, k)f2(x, k)dx = 0 ∀k > 0
}
⇒ h = 0. (1.4.1)

We prove in Section 2.1 that a pair {`1, `2} does have property C+ if qm ∈ L1,1. Let `ϕ := −ϕ′′ +
q(x)ϕ, and let ϕj correspond to q = qj ,

`ϕ− k2ϕ = 0, ϕ(0, k) = 0; ϕ′(0, k) = 1; `θ − k2θ = 0, θ(0, k) = 1, θ′(0, k) = 0. (1.4.2)

Definition 1.4.2. We say that a pair {`1, `2} has property Cϕ iff the set {ϕ1(·, k)ϕ2(·, k)} is complete
in L1(0, b) for any b > 0, b <∞.

This means that if h ∈ L1(0, b), then:{∫ b

0

h(x)ϕ1(x, k)ϕ2(x, k)dx

}
∀k>0

⇒ h = 0. (1.4.3)

In Theorem 2.2.2 we prove that there is a h 6= 0 for which∫ ∞

0

h(x)ϕ1(x, k)ϕ2(x, k)dx = 0 ∀k > 0
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for a suitable q1 6= q2, q1, q2 ∈ L1,1. Therefore Property Cϕ with b = ∞ does not hold, in general.
Property Cθ is defined similarly to Property Cϕ, with functions θj(x, k) replacing ϕj(x, k).
In Chapter 2 we prove that properties C+, Cϕ and Cθ hold, and give many applications of these

properties throughout this work.

1.5 A brief description of the basic results.

The basic results of this work include:

1) Proof of properties C+, Cϕ and Cθ. Demonstration of many applications of these properties.

2) Analysis of the invertibility of the steps in the inversion procedures of Gel’fand-Levitan (GL) for
solving inverse spectral problem:

ρ⇒ L⇒ K ⇒ q, (1.5.1)

where

q = 2
dK(x, x)

dx
, (1.5.2)

the kernel L = L(x, y) is:

L(x, y) =
∫ ∞

−∞
ϕ0(x, λ)ϕ0(y, λ)dσ(λ), dσ(λ) := d[ρ(λ)− ρ0(λ)], (1.5.3)

dρ0 =


√
λdλ

π
, λ ≥ 0,

0, λ < 0.

ρ0 = 2λ3/2

3π , ρ0 is the spectral function of ` with q = 0, and K solves the Gel’fand-Levitan equation

K(x, y) +
∫ x

0

K(x, s)L(s, y)ds+ L(x, y) = 0, 0 ≤ y ≤ x. (1.5.4)

Our basic result is a proof of the invertibility of all the steps in (1.5.1):

ρ⇔ L⇔ K ⇔ q, (1.5.5)

which holds under a weak assumption on ρ. Namely, assume that

ρ ∈ G, (1.5.6)

where G is the set of nondecreasing functions ρ of bounded variation on every interval (−∞, b), b <∞,
such that the following two assumptions, A1) and A2) hold.

Denote L2
0(R+) the set of L2(R+) functions vanishing in a neighborhood of infinity. Let h ∈ L2

0(R+)
and H(λ) :=

∫∞
0
h(x)ϕ0(x, λ)dx.

Assumption A1) is:

If h ∈ L2
0(R+) and

∫ ∞

−∞
H2(λ)dρ(λ) = 0, then h = 0. (1.5.7)

Let
H := {H(λ) : h ∈ C∞0 (R+)}, H(λ) :=

∫ ∞

0

h(x)ϕ0(x, λ)dx, (1.5.8)
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ρ1 and ρ2 belong to P, and ν := ρ1 − ρ2 (see Section 4.2).
Assumption A2) is:

If
∫ ∞

−∞
H2(λ)dν = 0 ∀H ∈ H, then ν = 0. (1.5.9)

In order to insure the one-to-one correspondence between spectral functions ρ and selfadjoint op-
erators `, we assume that q is such that the corresponding ` is “in the limit point at infinity case”.
This means that the equation (` − z)u = 0, Im z > 0 has exactly one nontrivial solution in L2(R+),
`u = −u′′ + q(x)u. If q ∈ L1,1 then ` is “in the limit point at infinity case”.

3) Analysis of the invertibility of the Marchenko inversion procedure for solving ISP:

S ⇒ F ⇒ A⇒ q, (1.5.10)

where

F (x) :=
1
2π

∫ ∞

−∞
[1− S(k)]eikxdx+

J∑
j=1

sje
−kjx := Fs(x) + Fd(x), (1.5.11)

q(x) = −2
dA(x, x)
dx

, (1.5.12)

and A(x, y) solves the Marchenko equation

A(x, y) +
∫ ∞

x

A(x, s)F (s+ y)ds+ F (x+ y) = 0, 0 ≤ x ≤ y <∞. (1.5.13)

Our basic result is a proof of the invertibility of the steps in (1.5.10):

S ⇔ F ⇔ A⇔ q (1.5.14)

under the assumption q ∈ L1,1. We also derive a new equation for

A(y) :=

{
A(0, y), y ≥ 0,

0, y < 0.

This equation is:

F (y) +A(y) +
∫ ∞

0

A(s)F (s+ y)ds = A(−y), −∞ < y <∞. (1.5.15)

The function A(y) is of interest because

f(k) = 1 +
∫ ∞

0

A(y)eikydy := 1 + Ã(k). (1.5.16)

Therefore the knowledge of A(y) is equivalent to the knowledge of f(k).
In Section 5.5 we give necessary and sufficient conditions for S to be the scattering data corresponding

to q ∈ L1,1. We also prove that if

|q(x)| ≤ c1 exp(−c2|x|γ), γ > 1, (1.5.17)

and, in particular, if
q(x) = 0 for x > a, (1.5.18)

then S(k) alone determines q(x) uniquely, because it determines kj , sj and J uniquely under the as-
sumption (1.5.17) or (1.5.18).
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4) We give a very short and simple proof of the uniqueness theorem which says that the I-function,

I(k) :=
f ′(0, k)
f(k)

, ∀k > 0, (1.5.19)

determines q ∈ L1,1 uniquely. The I-function is equal to Weyl’s m-function if q ∈ L1,1.

We give many applications of the above uniqueness theorem. In particular, we give short and simple
proofs of the uniqueness theorems of Marchenko which say that S determines q ∈ L1,1 uniquely, and ρ(λ)
determines q uniquely. We prove that if (1.5.18) (or (1.5.17)) holds, then either of the four functions
S(k), δ(k), f(k), f ′(0, k), determines q(x) uniquely. This result is applied in Chapter 10 to the heat and
wave equations. It allows one to study some new inverse problems. For example, let

utt = uxx − q(x)u, x > 0, t > 0, (1.5.20)

u = ut = 0 at t = 0. (1.5.21)

u(0, t) = δ(t) or u′(0, t) = δ(t). (1.5.22)

Assume
q = 0 for x > 1, q = q, q ∈ L1(0, 1), (1.5.23)

and let the extra data (measured data) be

u(1, t) = a(t) ∀t > 0. (1.5.24)

The inverse problem is: given these data, find q(x).
Another example: Let

ut = uxx − q(x)u, 0 ≤ x ≤ 1, t > 0, q ∈ L1[0, 1], (1.5.25)

u(x, 0) = 0 (1.5.26)

u(0, t) = 0, u(1, t) = a(t), a(t) ∈ L1(R+), a 6= 0. (1.5.27)

The extra data are
ux(1, t) = b(t) ∀t > 0. (1.5.28)

The inverse problem is: given these data, find q(x).
Using the above uniqueness results, we prove that these two inverse problems have at most one

solution. The proof gives also a constructive procedure for finding q.

5) We have already mentioned uniqueness theorems for some inverse problems with “incomplete data”.
“Incomplete data” means the data which are a proper subset of the classical data, but “incomplete-
ness” of the data is compensated by the additional assumptions on q. For example, the classical
scattering data are the triple (1.2.17), but if (1.5.18) or (1.5.17) is assumed, then the “incomplete
data” alone, such as S(k), or δ(k), or f(k), or f ′(0, k), ∀k > 0, determine q uniquely. Another
general result of this nature, that we prove in Chapter 7, is the following one.

Consider, for example, the problem

`ϕj = λjϕj , 0 ≤ x ≤ 1; ϕj(0) = ϕj(1) = 0. (1.5.29)

Other boundary conditions can also be considered.
Assume that the following data are given.

{λm(j)∀j; q(x), b ≤ x ≤ 1}, q(x) ∈ L1[0, 1], q = q, (1.5.30)
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where 0 < b < 1, and

m(j) =
j

σ
(1 + εj), |εj | < 1, εj → 0 as j →∞, σ = const , 0 < σ ≤ 2. (1.5.31)

Assume also
∞∑
j=1

|εj | <∞. (1.5.32)

We prove

Theorem 1.5.1. Data (1.5.30)-(1.5.31) determine uniquely q(x) on the interval 0 ≤ x ≤ b if σ > 2b. If
(1.5.32) is assumed additionally, then q is uniquely determined if σ ≥ 2b.

The σ gives the “part of the spectra” sufficient for the unique recovery of q on [0, b]. For example, if
b = 1

2 and (1.5.32) holds, then σ = 1, so “one spectrum” determines uniquely q on [0, 1
2 ]. If b = 1

4 , then
σ = 1

2 , so “half of the spectrum” determines uniquely q on [0, 1
4 ]. If b = 1

5 , then “ 2
5 of the spectrum”

determine uniquely q on [0, 1
5 ]. If b = 1, then σ = 2, and “two spectra” determine q uniquely on the

whole interval [0, 1]. The last result belongs to Borg [B]. By “two spectra” one means {λj}
⋃
{µj},

where µj are the eigenvalues of the problem:

`uj = µjuj , uj(0) = 0, u′j(1) + huj(1) = 0. (1.5.33)

In fact, two spectra determine not only q but the boundary conditions as well [M].

6) Our basic results on the spherically symmetric inverse scattering problem with fixed-energy data are
the following.

The first result: If q = q(r) = 0 for r > a, a > 0 is an arbitrary large fixed number, r := |x|, x ∈ R3,
q = q, and

∫ a
0
r2|q(r)|2dr < ∞, then the data {δ`}∀`∈L determine q(r) uniquely. Here δ` is the phase

shift at a fixed energy k2 > 0, ` is the angular momentum, and L is any fixed set of positive integers
such that ∑

`∈L

1
`

= ∞. (1.5.34)

The second result is: If q = q(x), x ∈ R3, q = 0 for |x| > a, q ∈ L2(Ba), where Ba := {x : |x| ≤ a},
then the knowledge of the scattering amplitude A(α′, α) at a fixed energy k2 > 0 and all α′ ∈ S̃2

j

determine q(x) uniquely [R], [R7]. Here S̃2
j , j = 1, 2, are arbitrary small open subsets in S2 and S2 is

the unit sphere in R3. The scattering amplitude is defined in Section 6.1.
The third result is: The Newton-Sabatier inversion procedure (see [CS], [N]) is fundamentally wrong.

7) Following [R16] we present, apparently for the first time, a detailed exposition (with proofs) of the
Krein inversion theory for solving inverse scattering problem and prove the consistency of this
theory.

8) We give a method for recovery of a quarkonium system (a confining potential) from a few experimental
measurements.

9) We study various properties of the I-function.

10) We study an inverse scattering problem for inhomogeneous Schrödinger equation.
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Chapter 2

Property C for ODE

2.1 Property C+

By ODE in this section, the equation

(`− k2)u := −u′′ + q(x)u− k2u = 0 (2.1.1)

is meant. Assume q ∈ L1,1. Then the Jost solution f(x, k) is uniquely defined. In Section 1.4 Defini-
tion 1.4.1, property C+ is explained. Let us prove

Theorem 2.1.1. If q ∈ L1,1, j = 1, 2 then property C+ holds.

Proof. We use (1.2.25) and (1.2.26). Denote A(x, y) := A1(x, y) +A2(x, s). Let

0 =
∫ ∞

0

dxh(x)f1(x, k)f2(x, k)

=
∫ ∞

0

dxh(x)
[
e2ikx +

∫ ∞

x

A(x, y)eikydy

+
∫ ∞

x

∫ ∞

x

dydzA1(x, y)A2(x, z)eik(y+z)
] (2.1.2)

for some h ∈ L1(R+). Set y + z = s, y − z = σ and get∫ ∞

x

∫ ∞

x

A1(x, y)A2(x, z)eik(y+z)dydz =
∫ ∞

2x

T (x, s)eiksds, (2.1.3)

where

T (x, s) =
1
2

∫ s−2x

−(s−2x)

A1

(
x,
s+ σ

2

)
A2

(
x,
s− σ

2

)
dσ. (2.1.4)

Thus, f1f2 = (I+V ∗)e2ikx, where V ∗ is the adjoint to a Volterra operator, V ∗f := 2
∫∞
x/2

A(x, 2s)f(s)ds+
2
∫∞
x
T (x, 2s)f(s)ds.

Using (2.1.3) and (2.1.4) one rewrites (2.1.2) as

0 =
∫ ∞

0

dse2iks
[
h(s) + 2

∫ s

0

A(x, 2s− x)h(x)dx+ 2
∫ s

0

T (x, 2s)h(x)dx
]
,∀k > 0. (2.1.5)

The right-hand side is an analytic function of k in C+ vanishing for all k > 0. Thus, it vanishes identically
in C+ and, consequently, for k < 0. Therefore

h(s) + 2
∫ s

0

A(x, 2s− x)h(x)dx+ 2
∫ s

0

T (x, 2s)h(x)dx = 0,∀s > 0. (2.1.6)
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Since A(x, y) and T (x, y) are bounded continuous functions, the Volterra equation (2.1.6) has only the
trivial solution h = 0. 2

Define functions g± and f± as the solutions to equation (1.2.5) with the following asymptotics:

g± = exp(±ikx) + o(1), x→ −∞, (2.1.7)

f± = exp(±ikx) + o(1), x→ +∞, (2.1.8)

Let us denote f+ = f and g+ = g.

Definition 2.1.2. The pair {`1, `2} has property C− iff the set {g1g2}∀k>0 is complete in L1(R−).

Similar definition can be given with (g−,j) replacing gj , j = 1, 2.
As above, one proves:

Theorem 2.1.3. If qj ∈ L1,1(R−), j = 1, 2, then property C− holds for {`1, `2}.

By L1,1(R) we mean the set

L1,1(R) := {q : q = q,

∫ ∞

−∞
(1 + |x|)|q(x)|dx <∞}. (2.1.9)

2.2 Properties Cϕ and Cθ.

We prove only property Cϕ. Property Cθ is proved similarly. Property Cϕ is defined in Section 1.4.

Theorem 2.2.1. If qj ∈ L1,1, j = 1, 2, then property Cϕ holds for {`1, `2}.

Proof. Our proof is similar to the proof of Theorem 2.1.1. Using (1.2.24) and denoting φ = kϕ, K :=
K1 +K2, one writes

φ1φ2 =sin2(kx) +
∫ x

0

K(x, y) sin(kx) sin(ky)dy

+
1
2

∫ x

0

∫ x

0

K1(x, y)K2(x, s){cos[k(y − s)]− cos[k(y + s)]}dyds.
(2.2.1)

Assume:

0 =
∫ b

0

h(x)φ1(x, k)φ2(x, k)dx ∀k > 0. (2.2.2)

Then

0 =
∫ b

0

dxh(x)−
∫ b

0

dxh(x) cos(2kx)

+
∫ b

0

ds cos(ks)
∫ b

s

dxh(x)K(x, x− s)

−
∫ 2b

0

ds cos(ks)
∫ min(b,s)

s
2

dxh(x)K(x, s− x) + I,

(2.2.3)

where

I :=
∫ b

0

dxh(x)
∫ x

0

∫ x

0

K1(x, y)K2(x, s){cos[k(y − s)]− cos[k(y + s)]}dyds.

Let y − s := t, y + s := v. Then∫ x

0

∫ x

0

K1K2 cos[k(y − s)]dyds =
∫ x

0

ds cos(ks)B1(x, s),
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where

B1(x, s) :=
1
2

∫ 2x−|s|

|s|

[
K1(x,

s+ v

2
)K2

(
x,
v − s

2

)
+K1

(
x,
v − s

2

)
K2

(
x,
v + s

2

)]
dv,

∫ x

0

∫ x

0

K1K2 cos[k(y + s)]dyds =
∫ 2x

0

B2(x, s) cos(ks)ds,

B2(x, s) :=
1
2

∫ ω(s)

−ω(s)

K1

(
x,
t+ s

2

)
K2

(
x,
s− t

2

)
dt,

and ω = s if 0 ≤ s ≤ x; ω = 2x− s if x ≤ s ≤ 2x.
Therefore

I =
∫ b

0

ds cos(ks)
∫ b

s

dxh(x)B1(x, s)−
∫ 2b

0

ds cos(ks)
∫ b

s
2

dxh(x)B2(x, s). (2.2.4)

From (2.2.3) and (2.2.4), taking k →∞, one gets:∫ b

0

h(x)dx = 0,

and (using completeness of the system cos(ks), 0 < k <∞, in L2(0, b)) the following equation:

0 = −
h( s2 )

2
+
∫ b

s

K(x, x− s)h(x)dx−
∫ min(b,s)

s/2

dxh(x)K(x, s− x)

+
∫ b

s

dxh(x)B1(x, s)−
∫ b

s/2

dxh(x)B2(x, s).

(2.2.5)

The kernels K,B1, and B2 are bounded and continuous functions. Therefore, if b <∞ and h(x) = 0 for
x > b, (2.2.5) implies:

|h(y)| ≤ c

∫ b

2y

|h(x)|dx+ c

∫ b

y

|h(x)|dx,

where c > 0 is a constant which bounds the kernels 2K, 2B1 and 2B2 from above and 2y = s. From the
above inequality one gets

max
b−ε≤y≤b

|h(y)| ≤ cε max
b−ε≤y≤b

|h(y)|, (2.2.6)

where ε, 0 < ε < b, is sufficiently small so that cε < 1 and b− ε < 2b−2ε. Then inequality (2.2.6) implies
h(x) = 0 if b − ε < x < b. Repeating this argument, one proves, in finitely many steps, that h(x) = 0,
0 < x < b.

Theorem 2.2.1 is proved. 2

The proof of Theorem 2.2.1 is not valid if b = ∞. The result is not valid either if b = ∞. Let us give
a counterexample.

Theorem 2.2.2. There exist q1, q2 ∈ L1,1 and an h 6= 0, such that∫ ∞

0

h(x)ϕ1(x, k)ϕ2(x, k)dx = 0 ∀k > 0. (2.2.7)
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Proof. Let q1 and q2 are two potenetials in L1,1 such that S1(k) = S2(k) ∀k > 0, `1 and `2 have one
negative eigenvalue −k2

1, which is the same for `1 and `2, but s1 6= s2, so that q1 6= q2. Let h := q2 − q1.
Let us prove that (2.2.7) holds. One has `1ϕ1 = k2ϕ1, `2ϕ2 = k2ϕ2. subtract from the first equation
the second and get:

−ϕ′′ − k2ϕ+ q1ϕ = hϕ2, ϕ := ϕ1 − ϕ2, ϕ(0, k) = ϕ′(0, k) = 0. (2.2.8)

Multiply (2.2.8) by ϕ1, integrate over (0,∞) and then by parts to get∫ ∞

0

hϕ2ϕ1dx = (ϕϕ′1 − ϕ′ϕ1)
∣∣∞
0

= 0, ∀k > 0. (2.2.9)

At x = 0 we use conditions (2.2.8), and at x = ∞ the phase shifts corresponding to q1 and q2 are the
same (because S1(k) = S2(k)) and therefore the right-hand side of (2.2.9) vanishes. Theorem 2.2.2 is
proved.

2
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Chapter 3

Inverse problem with I-function as
the data

3.1 Uniqueness theorem

Consider equation (1.2.5) and assume q ∈ L1,1 Then f(x, k) is analytic in C+. Define the I-function:

I(k) =
f ′(0, k)
f(k)

. (3.1.1)

From (3.1.1) it follows that I(k) is meromorphic in C+ with the finitely many simple poles ikj , 1 ≤ j ≤ J .
Indeed, ikj are simple zeros of f(k) and f ′(0, ikj) 6= 0 as follows from (1.2.4). Using (1.2.20), one gets

aj := Resk=ikj
I(k) =

f ′(0, ikj)
ḟ(ikj)

= − cj
2ikj

, kj > 0; a0 =
f ′(0, 0)
ḟ(0)

, (3.1.2)

where Im aj > 0, 1 ≤ j ≤ J , and Im a0 ≥ 0, a0 6= 0 iff f(0) = 0. We prove that if q ∈ L1,1 and f(0) = 0
then ḟ(0) exists and ḟ(0) 6= 0 (Theorem 3.1.3 below). This is a subtle result.

Lemma 3.1.1. The I(k) equals to the Weyl function m(k).

Proof. The m(k) is a function such that θ(x, k) +m(k)ϕ(x, k) ∈ L2(R+) if Im k > 0. Clearly

f(x, k) = c(k)[θ(x, k) +m(k)ϕ(x, k)],

where c(k) 6= 0 , Im k > 0. Thus I(k) = θ′(0,k)+m(k)ϕ′(0,k)
θ(0,k)+m(k)ϕ(0,k) = m(k) because of (1.2.3) and (1.2.4). 2

Our basic uniqueness theorem is:

Theorem 3.1.2. If qj ∈ L1,1, j = 1, 2, generate the same I(k), then q1 = q2.

Proof. Let p := q2 − q1, fj be the Jost solution (1.2.5) corresponding to qj , w := f1 − f2. Then one has

−w′′ + q1w − k2w = pf2, |w|+ |w′| = o(1), x→ +∞. (3.1.3)

Multiply (3.1.3) by f1, integrate over R+, then by parts, using (3.1.3), and get∫ ∞

0

pf2f1dx = w′(0)f1(0)− w(0)f ′1(0)

= f ′1(0, k)f2(k)− f ′2(0, k)f1(k) = f1(k)f2(k)[I1(k)− I2(k)] = 0. (3.1.4)

By property C+ (Theorem 2.1.1), p(x) = 0. 2
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Remark: If qj ∈ L1,1, j = 1, 2, and (*) |I1(k) − I2(k)| ≤ ce−2a Im k, where k = |k|ei arg k, ∀|k| >
0, 0 < arg k < π, then q1(x) = q2(x) for almost all x ∈ (0, a). This result is proved in [GS1] for qj ∈ L1

loc.
Our proof is based on (3.1.4), from which, using (*), one gets (**)

∫∞
0
pf2f1dx = O(e−2a Im k). Note

that f1f2 = (I+V ∗)e2ikx, where V ∗ is the adjoint to a Volterra operator (see the formula below (2.1.4)).
Thus, (**) can be written as (***)

∫∞
0
p1e

2ikxdx = O(e−2a Im k), where p1 := (I+V )p. Formulas (6.5.6)
(see Chapter 6 below) and (***) imply p1 = 0 for almost all x ∈ (0, a). Since V is a Volterra operator,
it follows that p = 0 for almost all x ∈ (0, a), as claimed.

Theorem 3.1.3. If q ∈ L1,1 and f(0) = 0, then ḟ(0) exists and ḟ(0) 6= 0.

Proof. Let us prove that f(k) = ikÃ1(k), Ã1(0) 6= 0, Ã1 :=
∫∞
0

eiktA1(t)dt, and A1 ∈ L1(R+). Let
A1(t) :=

∫∞
t
A(s)ds, Ã := f(k)− 1, and A(y) = A(0, y), where A(x, y) is defined in (1.2.25) and A(y) ∈

L1(R+) by (1.2.26). Integrating by parts, one gets Ã(k) = −exp(ikt)A1(t)|∞0 + ikÃ1 = ikÃ1 − 1. Thus
f(k) = ikÃ1. The basic difficulty is to prove that A1 ∈ L1(R+). If this is done, then limk→0

f(k)
k = ḟ(0)

exists and ḟ(0) = iÃ1(0). To prove that ḟ(0) 6= 0, one uses the Wronskian formula (3.2.2) with x = 0:
f(−k)f ′(0, k)−f(k)f ′(0,−k) = 2ik. Divide by k and let k → 0. Since existence of ḟ(0) is proved, one gets
−ḟ(0)f ′(0, 0) = i, so ḟ(0) 6= 0. We have used here the existence of the limit limk→0 f

′(0, k) = f ′(0, 0).
The existence of it follows from (1.2.25):

f ′(0, k) = ik −A(0, 0) +
∫ ∞

0

Ax(0, y)eikydy, (3.1.5)

and
f ′(0, 0) = −A(0, 0) +

∫ ∞

0

Ax(0, y)dy. (3.1.6)

From (1.2.27) one sees that Ax(0, y) ∈ L1(R+). Thus, to complete the proof, one has to prove A1 ∈
L1(R+). To prove this, use (1.5.13) with x = 0 and (1.5.11). Since f(ikj) = 0, one has Ã(ikj) = −1.
Therefore (1.5.13) with x = 0 yields:

A(y) +
∫ ∞

0

A(t)Fs(t+ y)dt+ Fs(y) = 0, y ≥ 0. (3.1.7)

Integrate (3.1.7) over (x,∞) to get:

A1(x) +
∫ ∞

0

A(t)
∫ ∞

x

Fs(t+ y)dy dt+
∫ ∞

x

Fs(y)dy = 0, x ≥ 0, (3.1.8)

where Fs(y) ∈ L1(R+). Integrating by parts yields:∫ ∞

0

A(t)
∫ ∞

x

Fs(t+ y)dy dt = A1(0)
∫ ∞

x

Fs(y)dy −
∫ ∞

x

A1(t)Fs(x+ t)dt. (3.1.9)

Because 0 = f(0) = 1 +
∫∞
0
A(y)dy, one has A1(0) = −1. Therefore (3.1.8) and (3.1.9) imply:

A1(x)−
∫ ∞

x

A1(t)Fs(x+ t)dt = 0, x ≥ 0. (3.1.10)

From this equation and from the inclusion Fs(t) ∈ L1(R+), one derives A1 ∈ L1(R+) as follows. Choose
a T (t) ∈ C∞0 (R+) such that ‖Fs − T‖L1(R+) ≤ 0.5, and let Q := Fs − T . Then (3.1.10) can be written
as:

A1(x)−
∫ ∞

x

Q(x+ t)A1(t)dt = a(x) :=
∫ ∞

x

T (x+ t)A1(t)dt, x ≥ 0. (3.1.11)

Since T ∈ C∞0 (R+) and A ∈ L1(R+), it follows that A1 is bounded. Thus a ∈ L1(R+). The operator
QA1 :=

∫∞
x
Q(x + t)A1(t)dt has norm ‖Q‖L1(R+)→L1(R+) ≤ 0.5. Therefore equation (3.1.3) is uniquely

solvable in L1(R+) and A1 ∈ L1(R+). Theorem 3.1.3 is proved.
2
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3.2 Characterization of the I-functions

One has

Im I(k) =
1
2i

(
f ′(0, k)
f(k)

− f ′(0, k)
f(k)

)
=

k

|f(k)|2
, (3.2.1)

where the Wronskian formula was used with x = 0:

f(x, k)f ′(x, k)− f(x, k)f ′(x, k) = 2ik. (3.2.2)

From (1.2.21) and (3.2.1) with k =
√
λ, one gets:

1
π

Im I(
√
λ)dλ = dρ, λ ≥ 0. (3.2.3)

The I(k) determines uniquely the points ikj , 1 ≤ j ≤ J , as the (simple) poles of I(k) on the imaginary
axis, and the numbers cj by (3.1.2). Therefore I(k) determines uniquely the spectral function ρ(λ)
by formula (1.2.21). The characterization of the class of spectral functions ρ(λ), given in Section 4.6,
induces a characterization of the class of I-functions.

The other characterization of the I-functions one obtains by establishing a one-to-one correspondence
between the I-function and the scattering data S (1.2.17). Namely, the numbers kj and J , 1 ≤ j ≤ J ,
are obtained from I(k) since ikj are the only poles of I(k) in C+, the numbers sj are obtained by the
formula (see (1.2.16) and (3.1.2)):

sj = − 2ikj
aj [ḟ(ikj)]2

, (3.2.4)

if f(k) is found from I(k). Finally, f(k) can be uniquely recovered from I(k) by solving a Riemann
problem. To derive this problem, define

w(k) :=
J∏
j=1

k − ikj
k + ikj

if I(0) <∞, (3.2.5)

and
w0(k) :=

k

k + iκ
w(k), if I(0) = ∞, κ 6= kj ∀j, κ > 0. (3.2.6)

Assumption (3.2.5), means that f(0) 6= 0, and (3.2.6) means f(0) = 0.
Define

h(k) := w−1(k)f(k), I(0) <∞ (3.2.7)

h0(k) := w−1
0 (k)f(k), I(0) = ∞. (3.2.8)

Write (3.2.1) as f(k) = k

Im I(k)

1
f(−k) , or

h+(k) = g(k)h−(k), −∞ < k <∞, (3.2.9)

where h+(k) := h(k) is analytic in C+, h+(k) 6= 0 in C+, the closure of C+, h(∞) = 1 in C+, h−(k) :=
h(−k) has similar properties in C−,

g(k) =
k

Im I(k)
if I(0) <∞, g(k) =

k

Im I(k)
k2 + 1
k2

if I(0) = ∞, (3.2.10)

g(k) > 0 for k > 0, g(k) is bounded in a neighborhood of k = 0 and has a finite limit at k = 0. From
(3.2.9) and the properties of h, one gets:

h(k) = exp
(

1
2πi

∫ ∞

−∞

ln g(t)
t− k

dt

)
, (3.2.11)
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and
f(k) = w(k)h(k), Im k ≥ 0. (3.2.12)

In Section 3.4 we prove:

1
2π

∫ ∞

−∞
[I(k)− ik]e−iktdk = −r0

2
−

J∑
j=1

rje
kjt, t < 0, (3.2.13)

where rj = −iaj . Taking t → −∞ in (3.2.13), one finds step by step all the numbers rj , kj and J . If
I(0) < ∞, then r0 = 0. Thus the data (1.2.17) are algorithmically recovered from I(k) known for all
k > 0.

A characterization of S is given in Section 5.5, and thus an implicit characterization of I(k) is also
given.

3.3 Inversion procedures.

Both procedures in Section 3.2, which allow one to construct either ρ(λ) or S from I(k) can be considered
as inversion procedures I ⇒ q because in Chapter 4 and Chapter 5 reconstruction procedures are given
for recovery of q(x) from either ρ(λ) or S. All three data, I(k), ρ(λ) and S are equivalent. Thus, our
inversion schemes are:

I(k) ⇒ ρ(λ) ⇒ q(x), (3.3.1)

I(k) ⇒ S ⇒ q(x), (3.3.2)

where (1.5.1) gives the details of the step ρ(λ) ⇒ q(x), and (1.5.10) gives the details of the step S ⇒ q(x).

3.4 Properties of I(k)

In this section, we derive the following formula for I(k):

Theorem 3.4.1. One has

I(k) = ik +
J∑
j=0

aj
k − ikj

+ ã(k), ã(k) =
∫ ∞

0

a(t)eiktdt, (3.4.1)

where k0, Im a0 > 0 if and only if f(0) = 0, aj are the constants defined in (3.1.2), Im aj > 0, 1 ≤ j ≤ J ,
a(t) ∈ L1(R+) if f(0) 6= 0 and q ∈ L1,1, a(t) ∈ L1(R+) if f(0) = 0 and q ∈ L1,3(R+).

We prove this result in several steps which are formulated as lemmas. Using (1.2.25) one gets

I(k) =
ik −A(0, 0) +

∫∞
0
Ax(0, y)eikydy

1 + Ã(k)
,

A(y) := A(0, y), Ã(k) :=
∫ ∞

0

A(y)eikydy.

(3.4.2)

One has (cf. (3.2.5))

f(k) = 1 + Ã(k) := f0(k)w(k)
k

k + iκ
, w(k) :=

J∏
j=1

k − ikj
k + ikj

, κ 6= kj ∀j (3.4.3)

f0(k) 6= 0 in C+, f0(∞) = 1, (3.4.4)

f0(k) is analytic in C+, the factor k
k+i in (3.4.3) is present if and only if f(0) = 0, and w(k) k

k+iκ := w0(k).
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Lemma 3.4.2. If f(0) 6= 0 and q ∈ L1,1(R+) then

f0(k) = 1 + b̃0(k), b0(x) ∈W 1,1(R+), ||b0||W 1,1(R+) :=
∫ ∞

0

(|b0|+ |b′0|)dx <∞. (3.4.5)

Proof. It is sufficient to prove that, for any j, 1 ≤ j ≤ J , the function

k + ikj
k − ikj

f(k) = 1 +
∫ ∞

0

gj(t)eikt dt, gj ∈W 1,1(R+). (3.4.6)

Since k+ikj

k−ikj
= 1 + 2ikj

k−ikj
, and since A(y) ∈W 1,1(R+) provided that q ∈ L1,1(R+) (see (1.2.26)–(1.2.27)),

it is sufficient to check that

f(k)
k − ikj

=
∫ ∞

0

g(t)eikt dt, g ∈W 1,1(R+). (3.4.7)

Note that
k − ikj
k + ikj

=
∫ ∞

−∞
eikt

[
δ(t)− 2kje−kjtθ(t)

]
dt, θ(t) :=

{
1, t ≥ 0
0, t < 0. (3.4.7′)

One has f(ikj) = 0, thus

f(k)
k − ikj

=
f(k)− f(ik)
k − ikj

=
∫ ∞

0

dyA(y)
ei(k−ikj)y − 1

k − ikj
e−kjy dy

=
∫ ∞

0

dyA(y)e−kjyi

∫ y

0

ei(k−ikj)s ds =
∫ ∞

0

eikshj(s) ds,

where
hj(s) := i

∫ ∞

s

A(y)e−kj(y−s) dy = i

∫ ∞

0

A(t+ s)e−kjt dt. (3.4.8)

From (3.4.8) one obtains (3.4.7) since A(y) ∈W 1,1(R+).
Lemma 3.4.2 is proved. 2

Lemma 3.4.3. If f(0) = 0 and q ∈ L1,2(R+), then (3.4.5) holds.

Proof. The proof goes as above with one difference: if f(0) = 0 then k0 = 0 is present in formula (3.4.1)
and in formula (3.4.8) with k0 = 0 one has

h0(s) = i

∫ ∞

0

A(t+ s) dt. (3.4.9)

Thus, using (1.2.26), one gets∫ ∞

0

|h0(s)| ds ≤ c

∫ ∞

0

ds

∫ ∞

0

dt

∫ ∞

t+s
2

|q(u)| du

= 2c
∫ ∞

0

ds

∫ ∞

s
2

dv

∫ ∞

v

|q(u)| du ≤ 2c
∫ ∞

0

ds

∫ ∞

s
2

|q(u)|u du

= 4c
∫ ∞

0

u2|q(u)| du <∞ if q ∈ L1,2(R+),

where c > 0 is a constant. Similarly one checks that h′0(s) ∈ L1(R+) if q ∈ L1,2(R+).
Lemma 3.4.3 is proved. 2

Lemma 3.4.4. Formula (3.4.1) holds.
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Proof. Write

1
f(k)

=
k+i
k

∏J
j=1

k+ikj

k−ikj

f0(k)
.

Clearly
k + i

k

J∏
j=1

k + ikj
k − ikj

= 1 +
J∑
j=0

cj
k − ikj

, k0 := 0, kj > 0.

By the Wiener-Levy theorem [GRS, §17], one has

1
f0(k)

= 1 +
∫ ∞

0

b(t)eikt dt, b(t) ∈W 1,1(R+), (3.4.5′)

where f0(k) is defined in (3.4.3). Actually, the Wiener-Levy theorem yields b(t) ∈ L1(R+). However,
since b0 ∈W 1,1(R+), one can prove that b(t) ∈W 1,1(R+). Indeed, b̃ and b̃0 are related by the equation:

(1 + b̃0)(1 + b̃) = 1, ∀k ∈ R,

which implies
b̃ = −b̃0 − b̃0b̃,

or

b(t) = −b0(t)−
∫ t

0

b0(t− s)b(s) ds := −b0 − b0 ∗ b, (3.4.10)

where ∗ is the convolution operation.
Since b′0 ∈ L1(R+) and b ∈ L1(R+) the convolution b′0 ∗ b ∈ L1(R+). So, differentiating (3.4.10) one

sees that b′ ∈ L1(R+), as claimed.
From the above formulas one gets:

I(k) = (ik −A(0) + Ã1)(1 + b̃)

1 +
J∑
j=0

cj
k − ikj

 = ik + c+
J∑
j=0

aj
k − ikj

+ ã, (3.4.11)

where c is a constant defined in (3.4.13) below, the constants aj are defined in (3.4.14) and the function
ã is defined in (3.4.15). We will prove that c = 0 (see (3.4.17)).

To derive (3.4.11), we have used the formula:

ikb̃ = ik

[
eikt

ik
b(t)
∣∣∣∣∞
0

− 1
ik

∫ ∞

0

eiktb′(t)dt
]

= −b(0)− b̃′,

and made the following transformations:

I(k) = ik −A(0)− b(0)− b̃′ + Ã1 −A(0)̃b+ Ã1b̃
J∑
j=0

cjik

k − ikj

−
J∑
j=0

cj [A(0) + b(0)]
k − ikj

+
J∑
j=0

g̃(k)− g̃(ikj)
k − ikj

cj +
J∑
j=0

g̃(ikj)cj
k − ikj

, (3.4.12)

where
g̃(k) := −b̃′ + Ã1 −A(0)̃b+ Ã1b̃.

Comparing (3.4.12) and (3.4.11) one concludes that

c := −A(0)− b(0) + i
J∑
j=0

cj , (3.4.13)
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aj := −cj [kj +A(0) + b(0)− g̃(ikj)] , (3.4.14)

ã(k) := g̃(k) +
J∑
j=0

g̃(k)− g̃(ikj)
k − ikj

cj . (3.4.15)

To complete the proof of Lemma 3.4.4 one has to prove that c = 0, where c is defined in (3.4.13).
This follows from the asymptotics of I(k) as k →∞. Namely, one has:

Ã(k) = −A(0)
ik

− 1
ik
Ã′. (3.4.16)

From (3.4.16) and (3.4.2) one gets:

I(k) = (ik −A(0) + Ã1)
[
1− A(0)

ik
+ o

(
1
k

)]−1

= (ik −A(0) + Ã1)
(

1 +
A(0)
ik

+ o

(
1
k

))
= ik + o(1), k → +∞. (3.4.17)

From (3.4.17) and (3.4.11) it follows that c = 0. Lemma 3.4.4 is proved. 2

Lemma 3.4.5. One has aj = irj, rj > 0, 1 ≤ j ≤ J , and r0 = 0 if f(0) 6= 0, and r0 > 0 if f(0) = 0.

Proof. From (3.1.2) one gets:

aj = − cj
2ikj

= i
cj
2kj

:= irj , rj :=
cj
2kj

> 0, j > 0. (3.4.18)

If j = 0, then

a0 = Res
k=0

I(k) :=
f ′(0, 0)
ḟ(0)

. (3.4.19)

Here by Resk=0 I(k) we mean the right-hand side of (3.4.19) since I(k) is, in general, not analytic in a
disc centered at k = 0, it is analytic in C+ and, in general, cannot be continued analytically into C−.
By Theorem 3.1.3 the right-hand side of (3.4.19) is well defined and

a0 = − i[
ḟ(0)

]2 = ir0, r0 := − 1
[ḟ(0)]2

. (3.4.20)

From (1.2.25) one gets:

ḟ(0) = i

∫ ∞

0

A(y) y dy. (3.4.21)

Since A(y) is a real-valued function if q(x) is real-valued (this follows from the integral equation
(1.2.28), formula (3.4.21) shows that [

ḟ(0)
]2
< 0, (3.4.22)

and (3.4.20) implies
r0 > 0. (3.4.23)

Lemma 3.4.5 is proved. 2

One may be interested in the properties of function a(t) in (3.4.1). These can be obtained from
(3.4.15) and (3.4.5) as in the proof of Lemma 3.4.2 and Lemma 3.4.3.

In particular, the statements of Theorem 3.4.1 are obtained.
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Remark 3.4.6. Even if q(x) 6≡ 0 is compactly supported, one cannot claim that a(t) is compactly
supported.

Proof. Assume for simplicity that J = 0 and f(0) 6= 0. In this case, if a(t) is compactly supported then
I(k) is an entire function of exponential type. It is proved in [R, p.278] that if q(x) 6≡ 0 is compactly
supported, q ∈ L1(R+), then f(k) has infinitely many zeros in C. The function f ′(0, z) 6= 0 if f(z) = 0.
Indeed, if f(z) = 0 and f ′(0, z) = 0 then f(x, z) ≡ 0 by the uniqueness of the solution of the Cauchy
problem for equation (1.2.5) with k = z. Since f(x, z) 6≡ 0, one has a contradiction, which proves that
f ′(0, z) 6= 0 if f(z) = 0. Thus I(k) cannot be an entire function if q(x) 6≡ 0, q(x) ∈ L1(R+) and q(x) is
compactly supported. 2

Let us consider the following question:
What are the potentials for which a(t) = 0 in (3.4.1)?
In other words, let us assume

I(k) = ik +
J∑
j=0

irj
k − ikj

, (3.4.24)

and find q(x) corresponding to I-function (3.4.24), and describe the decay properties of q(x) as x→ +∞.
We give two approaches to this problem. The first one is as follows.
By definition

f ′(0, k) = I(k)f(k), f ′(0,−k) = I(−k)f(−k), k ∈ R. (3.4.25)

Using (3.4.25) and (1.2.11) one gets [I(k)− I(−k)]f(k)f(−k) = 2ik, or

f(k)f(−k) =
k

ImI(k)
, ∀k ∈ R. (3.4.26)

By (3.4.18) one can write (see (1.2.21)) the spectral function corresponding to the I-function (3.4.24)
(
√
λ = k):

dρ(λ) =

{
Im I(λ)

π dλ, λ ≥ 0,∑J
j=1 2kjrjδ(λ+ k2

j ) dλ, λ < 0,
(3.4.27)

where δ(λ) is the delta-function.
Knowing dρ(λ) one can recover q(x) algorithmically by the scheme (1.5.1).
Consider an example. Suppose f(0) 6= 0, J = 1,

I(k) = ik +
ir1

k − ik1
= ik +

ir1(k + ik1)
k2 + k2

1

= i

(
k +

r1k

k2 + k2
1

)
− r1k1

k2 + k2
1

. (3.4.28)

Then (3.4.27) yields:

dρ(λ) =

{
dλ
π

(√
λ+ r1

√
λ

λ+k2
1

)
, λ > 0,

2k1r1δ(λ+ k2
1) dλ, λ < 0.

(3.4.29)

Thus (1.5.3) yields:

L(x, y) =
1
π

∫ ∞

0

dλ
r1
√
λ

λ+ k2
1

sin
√
λx√
λ

sin
√
λy√
λ

+ 2k1r1
sh(k1x)
k1

sh(k1y)
k1

, (3.4.30)
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and, setting λ = k2 and taking for simplicity 2k1r1 = 1, one finds:

L0(x, y) :=
2r1
π

∫ ∞

0

dkk2

k2 + k2
1

sin(kx) sin(ky)
k2

=
2r1
π

∫ ∞

0

dk sin(kx) sin(ky)
k2 + k2

1

=
r1
π

∫ ∞

0

dk[cos k(x− y)− cos k(x+ y)]
k2 + k2

1

=
r1
2k1

(
e−k1|x−y| − e−k1(x+y)

)
, k1 > 0,

(3.4.31)

where the known formula was used:

1
π

∫ ∞

0

cos kx
k2 + a2

dk =
1
2a

e−a|x|, a > 0, x ∈ R. (3.4.32)

Thus

L(x, y) =
r1
2k1

[
e−k1|x−y| − e−k1(x+y)

]
+
sh(k1x)
k1

sh(k1y)
k1

. (3.4.33)

Equation (1.5.4) with kernel (3.4.33) is not an integral equation with degenerate kernel:

K(x, y) +
∫ x

0

K(x, t)
[
e−k1|t−y| − e−k1(t+y)

2k1/r1
+
sh(k1t)
k1

sh(k1y)
k1

]
dt (3.4.34)

= −e
−k1|x−y| − e−k1(x+y)

2k1/r1
− sh(k1x)

k1

sh(k1y)
k1

.

This equation can be solved analytically [Ra], but the solution is long. By this reason we do not give
the theory developed in [Ra], but give the second approach to a study of the properties of q(x) given
I(k) of the form (3.4.28). This approach is based on the theory of the Riemann problem [G].

Equations (3.4.26) and (3.4.28) imply

f(k)f(−k) =
k2 + k2

1

k2 + ν2
1

, ν2
1 := k2

1 + r1. (3.4.35)

The function
f0(k) := f(k)

k + ik1

k − ik1
6= 0 in C+. (3.4.36)

Write (3.4.35) as

f0(k)
k − ik1

k + ik1
f0(−k)

k + ik1

k − ik1
=
k2 + k2

1

k2 + ν2
1

.

Thus

f0(k) =
k2 + k2

1

k2 + ν2
1

h, h(k) :=
1

f0(−k)
. (3.4.37)

The function f0(−k) 6= 0 in C−, f0(∞) = 1 in C−, so h := 1
f0(−k) is analytic in C−.

Consider (3.4.37) as a Riemann problem. One has

ind R
k2 + k2

1

k2 + ν2
1

:=
1

2πi

∫ ∞

−∞
d ln

k2 + k2
1

k2 + ν2
1

= 0. (3.4.38)

Therefore (see [G]) problem (3.4.37) is uniquely solvable. Its solution is:

f0(k) =
k + ik1

k + iν1
, h(k) =

k − iν1
k − ik1

, (3.4.39)
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as one can check.
Thus, by (3.4.36),

f(k) =
k − ik1

k + iν1
. (3.4.40)

The corresponding S-matrix is:

S(k) =
f(−k)
f(k)

=
(k + ik1)(k + iν1)
(k − ik1)(k − iν1)

(3.4.41)

Thus
Fs(x) :=

1
2π

∫ ∞

−∞
[1− S(k)]eikxdk = O

(
e−k1x

)
for x > 0, (3.4.42)

Fd(x) = s1 e
−k1x,

and
F (x) = Fs(x) + Fd(x) = O

(
e−k1x

)
. (3.4.43)

Equation (1.5.13) implies A(x, x) = O
(
e−2k1x

)
, so

q(x) = O
(
e−2k1x

)
, x→ +∞. (3.4.44)

Thus, if f(0) 6= 0 and a(t) = 0 then q(x) decays exponentially at the rate determined by the number
k1, k1 = min

1≤j≤J
kj .

If f(0) = 0, J = 0, and a(t) = 0, then

I(k) = ik +
ir0
k
, (3.4.45)

f(k)f(−k) =
k2

k2 + r0
, r0 > 0. (3.4.46)

Let f0(k) = (k+i)f(k)
k . Then equation (3.4.46) implies:

f0(k)f0(−k) =
k2 + 1
k2 + ν2

0

, ν2
0 := r0, (3.4.47)

and f0(k) 6= 0 in C+.
Thus, since ind R

k2+1
k2+ν2

0
= 0, f0(k) is uniquely determined by the Riemann problem (3.4.47).

One has:
f0(k) =

k + i

k + iν0
, f0(−k) =

k − i

k − iν0
,

and

f(k) =
k

k + iν0
, S(k) =

f(−k)
f(k)

=
k + iν0
k − iν0

, (3.4.48)

Fs(x) =
1
2π

∫ ∞

−∞

(
1− k + iν0

k − iν0

)
eikxdk

=
−2iν0

2π

∫ ∞

−∞

eikxdk

k − iν0
= 2ν0e−ν0x, x > 0,

and Fd(x) = 0.
So one gets:

F (x) = Fs(x) = 2ν0e−ν0x, x > 0. (3.4.49)
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Equation (1.5.13) yields:

A(x, y) + 2ν0
∫ ∞

x

A(x, t)e−ν0(t+y)dt = −2ν0e−ν0(x+y), y ≥ x ≥ 0. (3.4.50)

Solving (3.4.50) yields:

A(x, y) = −2ν0e−ν0(x+y)
1

1 + e−2ν0x
. (3.4.51)

The corresponding potential (1.5.12) is

q(x) = O
(
e−2ν0x

)
, x→∞. (3.4.52)

If q(x) = O
(
e−kx

)
, k > 0, then a(t) in (3.4.1) decays exponentially. Indeed, in this case b′(t), A1(y), b(t),

A1 ∗ b decay exponentially, so g(t) decays exponentially, and, by (3.4.15), the function g̃(k)−g̃(ikj)
k−ikj

:= h̃

with h(t) decaying exponentially. We leave the details to the reader.
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Chapter 4

Inverse spectral problem

4.1 Auxiliary results

4.1.1 Transformation operators

If A1 and A2 are linear operators in a Banach space X, and T is a boundedly invertible linear operator
such that A1T = TA2, then T is called a transformation (transmutation) operator. If A2f = λf then
A1Tf = λTf , so that T sends eigenfunctions of A2 into eigenfunctions of A1 with the same eigenvalue.
Let `j = − d2

dx2 + qj(x), j = 1, 2, be selfadjoint in H := L2(0,∞) operators generated by the Dirichlet
boundary condition at x = 0. Other selfadjoint boundary conditions can be considered also, for example,
u′(0)− hu(0) = 0, h = const ≥ 0.

Theorem 4.1.1. Transformation operator for a pair {`1, `2} exists and is of the form Tf = (I +K)f ,
where the operator I + K is defined in (1.2.24) and the kernel K(x, y) is the unique solution to the
problem:

Kxx(x, y)− q1(x)K(x, y) = Kyy − q2(y)K, (4.1.1)

K(x, 0) = 0 (4.1.2)

K(x, x) =
1
2

∫ x

0

(q1 − q2)dy. (4.1.3)

Proof. Consider for simplicity the case q2 = 0, q1 = q. The proof is similar in the case q2 6= 0. If q2 = 0,
then (4.1.3) can be written as

q(x) = 2
dK(x, x)

dx
, K(0, 0) = 0. (4.1.4)

If `1Tf = T`2f and Tf = f +
∫ x
0
K(x, y)f dy, then

−f ′′+q(x)f + qTf − [K(x, x)f ]′ − ∂K(x, x)
∂x

f −
∫ x

0

Kxxf dy (4.1.5)

= −f ′′ −
∫ x

0

K(x, y)fyydy = −
∫ x

0

Kyyf dy −K(x, y)f ′
∣∣∣x
0

+Kyf
∣∣∣x
0.

Since f ∈ D(`1), f(0) = 0, and f is arbitrary otherwise, (4.1.5) implies (4.1.1),(4.1.2) and (4.1.4).
Conversely, if K(x, y) solves (4.1.1), (4.1.2) and (4.1.4), then I +K is the transformation operator. To
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finish the proof of Theorem 4.1.1 we need to prove existence of the solution to (4.1.1), (4.1.2) and (4.1.4).
Let ξ = x+ y, η = x− y, K(x, y) := B(ξ, η). Then (4.1.1), (4.1.2) and (4.1.4) can be written as

Bξη =
1
4
q

(
ξ + η

2

)
B, B(ξ, 0) =

1
2

∫ ξ/2

0

q(s)ds, B(ξ, ξ) = 0. (4.1.6)

Integrate (4.1.6) to get

Bξ(ξ, η) =
1
4
q

(
ξ

2

)
+

1
4

∫ η

0

q

(
ξ + η

x

)
B(ξ, τ)dτ. (4.1.7)

Integrate (4.1.7) with respect to ξ over (η, ξ) and get

B(ξ, η) =
1
4

∫ ξ

η

q
(s

2

)
ds+

1
4

∫ ξ

η

∫ η

0

q

(
s+ τ

2

)
B(s, τ)dτds. (4.1.8)

This is a Volterra integral equation which has a solution, this solution is unique, and it can be obtained
by iterations.

Theorem 4.1.1 is proved. 2

4.1.2 Spectral function

Consider the problem (1.2.1). The classical result, going back to Weyl, is:

Theorem 4.1.2. There exists a monotone increasing function ρ(λ), possibly nonunique, such that for
every h ∈ L2(0,∞), there exists h̃(λ) ∈ L2(R; dρ) such that∫ ∞

0

|h|2dx =
∫ ∞

−∞
|h̃|2dρ(λ), h̃(λ) := lim

n→∞

∫ n

0

f(x)ϕ(x,
√
λ)dx, (4.1.9)

where the limit is understood in L2(R, dρ) sense. If the potential q in (1.2.1) generates the Dirichlet
operator ` in the limit point at infinity case, then ρ(λ) is uniquely defined by q, otherwise ρ(λ) is defined
by q nonuniquely.

The spectral function of ` has the following properties:∫ 0

−∞
ex|λ|

1/2
dρ(λ) <∞, ∀x > 0, ρ(λ) = cλ3/2 + o(λ3/2), c = const λ→ +∞. (4.1.10)

For the boundary condition u′(0) = hu(0), h = const < ∞, the asymptotics is ρ(λ) = 2
πλ

1/2 +
o(λ1/2), λ→ +∞.

Theorem 4.1.3. (Weyl). For any λ, Imλ 6= 0, there exists m(λ) such that

W (x, λ) := ϕ(x, λ) +m(λ)ϕ(x, λ) ∈ L2(R+). (4.1.11)

The function m(λ) is analytic in C+ and in C−.

The function m(λ) is called Weyl’s function, or m-function, and W is Weyl’s solution. Theorem 4.1.2
and Theorem 4.1.3 are proved in [M].
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4.2 Uniqueness theorem

Let ρ(λ) be a non-decreasing function of bounded variation on every compact subset of the real axis. Let
h ∈ L2

0(R+), where L2
0(R+) is a subset of L2(R+) functions which vanish near infinity. Let ϕ0 := sin(x

√
λ)√

λ
and

H(λ) =
∫ ∞

0

h(x)ϕ0(x, λ)dx. (4.2.1)

Our first assumption A1) on ρ(λ) is:∫ ∞

−∞
H2(λ)dρ(λ) = 0, ⇒ h(x) = 0. (4.2.2)

This implication should hold for any h ∈ L2
0(R+). It holds, for example, if dρ(λ) 6= 0 on a set which has

a finite limit point: in this case the entire function of λ, H(λ), vanishes identically, and thus h = 0.
Denote by P a subset of ρ(λ) and assume that if ρ1, ρ2 ∈ P, ν := ρ1 − ρ2, and H := {H(λ) : h ∈

C∞0 (R+)}, where H(λ) is defined in (4.2.1), then{∫ ∞

−∞
H2(λ)dν(λ) = 0 ∀H ∈ H

}
⇒ ν(λ) = 0. (4.2.3)

Our second assumption A2) on ρ(λ) is:
ρ ∈ P. (4.2.4)

Let us start with two lemmas.

Lemma 4.2.1. Spectral functions ρ(λ) of an operator `q = − d2

dx2 + q(x) in the limit-point at infinity
case belong to P.

Proof. Let ρ1, ρ2 be two spectral functions corresponding to `1 and `2, `j = `qj , j = 1, 2, ν = ρ1−ρ2 and
(∗)

∫∞
−∞H2(λ)dν = 0 ∀h ∈ L2

0(R+). Let I+V and I+W be the transformation operators corresponding
to `1 and `2 respectively, such that

ϕ0 = (I + V )ϕ1 = (I +W )ϕ2, (4.2.5)

where ϕj is the regular solution (1.2.1) corresponding to qj . Condition (∗) implies

‖(I + V ∗)h‖ = ‖(I +W ∗)h‖ ∀h ∈ L2(0, b), (4.2.6)

where, for example,

V h =
∫ x

a

V (x, y)h(y)dy, V ∗h =
∫ b

x

V (y, x)h(y)dy. (4.2.7)

It follows from (4.2.6) that
I + V ∗ = U(I +W ∗), (4.2.8)

where U is a unitary operator in L2(0, b). Indeed, U is an isometry and it is surjective because I + V ∗

is.
To finish the proof, one uses Lemma 4.2.2 below and concludes from (4.2.8) that V ∗ = W ∗, so

V = W , ϕ1 = ϕ2, and q1 = q2 := q. Since, by assumption, q is in the limit-point at infinity case, there
is only one spectral function ρ corresponding to q, so ρ1 = ρ2 = ρ. 2

Lemma 4.2.2. If U is unitary and V and W are Volterra operators, then (4.2.8) implies V = W .
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Proof. From (4.2.8) one gets I + V = (I + W )U∗. Since U is unitary, one has (I + V )(I + V ∗) =
(I +W )(I +W ∗). Because V is a Volterra operator, (I + V )−1 = I + V1, where V1 is also a Volterra (of
the same type as V in (4.2.7)). Thus,(I + V1)(I +W ) = (I + V ∗)(I +W ∗

1 ), or

V1 +W + V1W = V ∗ +W ∗
1 + V ∗W ∗

1 (4.2.9)

The left-hand side in (4.2.9) is a Volterra operator of the type V in (4.2.7), while its right-hand side is
a Volterra operator of the type V ∗. Since they are equal, each of them must be equal to zero. Thus,
V1(I +W ) = −W , or (I + V )−1(I +W ) = I, or V = W . 2

Theorem 4.2.3. (Marchenko) The spectral function determines `q uniquely.

Proof. If `q1 and `q2 have the same spectral function ρ(λ), then

‖h‖2 =
∫ ∞

−∞
|H1(λ)|2dρ =

∫ ∞

−∞
|H2(λ)|2dρ ∀h ∈ L2

0(0, b), (4.2.10)

where

Hj(λ) :=
∫ b

0

h(x)ϕj(x, k)dx, k =
√
λ, j = 1, 2.

Let I +K be the transformation operator ϕ2 = (I +K)ϕ1, and g := (I +K∗)h. Then H2 = (h, ϕ2) =
(h, (I + K)ϕ1) = (g, ϕ1). From (4.2.10) one gets ‖h‖ = ‖(I + K∗)h‖. Thus I + K∗ is isometric, and,
because K∗ is a Volterra operator, the range of I + K∗ is the whole space L2(0, b). Therefore I + K∗

is unitary. This implies K∗ = 0. Indeed, (I + K∗)−1 = I + K (unitarity) and (I + K∗)−1 = I + V ∗

(Volterra property of K∗). Thus K = V ∗, so K = V ∗ = 0. Therefore ϕ2 = ϕ1 and q1 = q2, so `q1 = `q2 .
2

Remark 4.2.4. If ρ1 = cρ2, c = const > 0, then the above argument is applicable and shows that c
must be equal to 1, c = 1 and q1 = q2. Indeed, the above argument yields the unitarity of the operator√
c(I +K∗), which implies c = 1 and K∗ = 0.

Here the following lemma is useful:

Lemma 4.2.5. If bI + Q = 0, where b = const and Q is a compact linear operator, then b = 0 and
Q = 0.

A simple proof is left to the reader.

4.3 Reconstruction procedure

Assume that ρ(λ), the spectral function corresponding to `q, is given. How can one reconstruct `q, that
is, to find q(x)? We assume for simplicity the Dirichlet boundary condition at x = 0, but the method
allows one to reconstruct the boundary condition without knowing it a priori.

The reconstruction procedure (the Gel’fand-Levitan or GL procedure) is given in (1.5.1)–(1.5.4). Its
basic step consists of the derivation of equation (1.5.4) and of a study of this equation.

Let us derive (1.5.4) .
We start with the formula ∫ ∞

−∞
ϕ(x,

√
λ)ϕ(y,

√
λ)dρ(λ) = δ(x− y), (4.3.1)

and assume that L(x, y) is a continuous function of x, y in [0, b)× [0, b) for any b ∈ (0,∞).
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If 0 ≤ y < x, one gets from (4.3.1) the relation:∫ ∞

−∞
ϕ(x,

√
λ)ϕ(y,

√
λ)dρ(λ) = 0, 0 ≤ y < x. (4.3.2)

Using (1.2.24), one gets ϕ0 = (I +K)−1ϕ. Applying (I +K)−1 to ϕ(y,
√
λ) in (4.3.2), one gets

0 =
∫ ∞

−∞
ϕ(x,

√
λ)ϕ0(y,

√
λ)dρ := I(x, y), 0 ≤ y < x. (4.3.3)

The right-hand side can be rewritten as:

I(x, y) =
∫ ∞

−∞
(ϕ0 +Kϕ0(x)ϕ0(y,

√
λ)d(ρ− ρ0)

+
∫ ∞

−∞
(ϕ0 +Kϕ0)(x)ϕ0(y,

√
λ)dρ0

= L(x, y) +
∫ x

0

K(x, s)L(s, y)ds+ δ(x− y) +
∫ x

0

K(x, s)δ(s− y)ds

= L(x, y) +
∫ x

0

K(x, s)L(s, y)ds+K(x, y), 0 ≤ y < x. (4.3.4)

From (4.3.3) and (4.3.4) one gets, using continuity at y = x, equation (1.5.4).
In the above proof the integrals (4.3.2)–(4.3.4) are understood in the distributional sense. If the first

inequality (4.1.10) holds, then the above integrals over (−∞, n) are well defined in the classical sense.
If one assumes that the integral in (4.3.5) converges to a function L(x) which is twice differentiable in
the classical sense:

L(x) := lim
n→∞

Ln(x) := lim
n→∞

∫ n

−∞

1− cos(x
√
λ)

2λ
dσ(λ),

then the above proof can be understood in the classical sense, provided that (∗) supn,x∈(a,b) |Ln(x)| ≤
c(a, b) for any −∞ < a < b < ∞. If ρ(λ) is a spectral function corresponding to `, then the sequence
Ln(x) satisfies (∗). It is known (see [L]) that the sequence

Φn(x, y) =
∫ n

−∞
ϕ(x,

√
λ)ϕ(y,

√
λ)dρ(λ)−

∫ n

−∞

sin(x
√
λ) sin(y

√
λ)

λ
dρ0(λ)

satisfies (∗) and converges to zero.

Lemma 4.3.1. Assume (4.2.2) and suppose that the function L(x) ∈ H1
loc(R+),

L(x) :=
∫ ∞

−∞

1− cos(x
√
λ)

2λ
dσ(λ). (4.3.5)

Then equation (1.5.4) has a solution in L2(0, b) for any b > 0, and this solution is unique.

Proof. Equation (1.5.4) is of Fredholm-type: its kernel

L(x, y) = L(x+ y)− L(x− y), L(x, x) = L(2x), L(0) = 0, (4.3.6)

is in H1(0, b) × H1(0, b) for any b ∈ (0,∞). Therefore Lemma 4.3.1 is proved if it is proved that the
homogeneous version of (1.5.4) has only the trivial solution. Let

h(y) +
∫ x

0

L(s, y)h(s)ds = 0, 0 ≤ y ≤ x, h ∈ L2(0, x). (4.3.7)
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Because L(x, y) is a real-valued function, one may assume that h(y) is real-valued. Multiply (4.3.7) by
h(y), integrate over (0, x), and use (4.2.1), (1.5.3) and Parseval’s equation to get

0 = ‖h‖2 +
∫ ∞

−∞
H2(λ)dσ = ‖h‖2 +

∫ ∞

−∞
H2(λ)dρ− ‖h‖2 =

∫ ∞

−∞
H2(λ)dρ. (4.3.8)

From (4.2.2) and (4.3.8) it follows that h = 0. 2

If the kernel K(x, y) is found from equation (1.5.4), then q(x) is found by formula (4.1.4).

4.4 Invertibility of the reconstruction steps

Our basic result is:

Theorem 4.4.1. Assume (4.2.2), (4.2.3), and suppose L(x) ∈ H1
loc(R+). Then each of the steps in

(1.5.1) is invertible, so that (1.5.5) holds.

Proof. 1. Step. ρ ⇒ L is done by formula (1.5.3). Let us prove L ⇒ ρ. If there are ρ1 and ρ2 corre-
sponding to the same L(x, y), and ν := ρ1 − ρ2, then

0 =
∫ ∞

−∞
ϕ0(x,

√
λ)ϕ0(y,

√
λ)dν. (4.4.1)

Multiply (4.4.1) by h(x)h(y), h ∈ C∞0 (R+), use (4.2.1) and get

0 =
∫ ∞

−∞
H2(λ)dν(λ) ∀H ∈ H. (4.4.2)

By (4.2.3) it follows that ν = 0, so ρ1 = ρ2. Thus L⇒ ρ. 2

2. Step. L⇒ K is done by solving (1.5.4). Lemma 4.3.1 says that K is uniquely determined by L. Let
us do the step K ⇒ L. Put y = x in (1.5.4), use (4.3.5) and (4.3.6) and get:

L(2x) +
∫ x

0

K(x, s)[L(x+ s)− L(x− s)]ds = −K(x, x), (4.4.3)

or

L(2x) +
∫ 2x

x

K(x, y − x)L(y)dy −
∫ x

0

K(x, x− y)L(y)dy = −K(x, x). (4.4.4)

This is a Volterra integral equation for L(x) which has a solution and the solution is unique. Thus the
step K ⇒ L is done. The functions L(x) and K(x, x) are of the same smoothness. 2

3. Step. K ⇒ q is done by formula (4.1.4), q(x) is one derivative less smooth than K(x, x) and therefore
one derivative less smooth than L(x). Thus q ∈ L2

loc(R+). The step q ⇒ K is done by solving the
Goursat problem (4.1.1), (4.1.2), (4.1.4) (with q2 = 0), or, equivalently, by solving Volterra equation
(4.1.8), which is solvable and has a unique solution. The corresponding K(x, y) is in H1

loc(R+ × R+) if
q ∈ L2

loc(R+). 2

Theorem 4.4.1 is proved. 2

Let us prove that the q obtained by formula (4.1.4) generates the function K1(x, y) identical to the
function K obtained in Step 2. The idea of the proof is to show that both K and K1 solve the problem
(4.1.1), (4.1.2), (4.1.4) with the same q1 = q and q2 = 0. This is clear for K1. In order to prove it for K,
it is sufficient to derive from equation (1.5.4) equations (4.1.1) and (4.1.2) with q given by (4.1.4). Let
us do this. Equation (4.1.2) follows from (1.2.5) because L(x, 0) = 0. Define D := ∂2

∂x2 − ∂2

∂y2 := ∂2
x− ∂2

y .
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Apply D to (1.5.4) assuming L(x, y) twice differentiable with respect to x and y, in which case K(x, y)
is also twice differentiable. (See Remark 4.4.3). By (4.3.6), DL = 0, so

DK +
d

dx
[K(x, x)L(x, y)] +Kx(x, x)L(x, y)

+
∫ x

0

Kxx(x, s)L(s, y)ds−
∫ x

0

K(x, s)Lyy(s, y)ds = 0.

Integrate by parts the last integral, (use (4.1.2)), and get

(DK)(x, y) +
∫ x

0

(DK)(x, s)L(s, y)ds

+ K̇L+ (Kx +Ky)L(x, y) +K(Lx(x, y)− Ls(s, y)|s=x) = 0, 0 ≤ y ≤ x,

(4.4.5)

where K = K(x, x), L = L(x, y), K̇ = dK(x,x)
dx , Kx+Ky = K̇, and Lx(x, y)−Ls(s, y)|s=x = 0. Subtract

from (4.4.5) equation (1.5.4) multiplied by q(x), denote DK(x, y)− q(x)K(x, y) := v(x, y), and get:

v(x, y) +
∫ x

0

L(s, y)v(x, s)ds = 0, 0 ≤ y ≤ x, (4.4.6)

provided that −q(x)L(x, y) + 2K̇L(x, y) = 0, which is true because of (4.1.4). Equation (4.4.6) has only
the trivial solution by Lemma 4.3.1. Thus v = 0, and equation (4.1.1) is derived.

We have proved

Lemma 4.4.2. If L(x, y) is twice differentiable continuously or in L2-sense then the solution K(x, y)
of (1.5.4) solves (4.1.1), (4.1.2) with q given by (4.1.4).

Remark 4.4.3. If a Fredholm equation

(I +A(x))u = f(x) (4.4.7)

in a Banach space X depends on a parameter x continuously in the sense limh→0 ‖A(x+ h)−A(x)‖ =
0, limh→0 ‖f(x + h) − f(x)‖ = 0, and at x = x0 equation (4.4.7) has N(I + A(x0)) = {0}, where
N(A) = {u : Au = 0}, then the solution u(x) exists, is unique, and depends continuously on x in some
neighborhood of x0, |x− x0| < r. If the data, that is, A(x) and f(x), have m derivatives with respect to
x, then the solution has the same number of derivatives.

Derivatives are understood in the strong sense for the elements of X and in the operator norm for
the operator A(x).

4.5 Characterization of the class of spectral functions of the
Sturm-Liouville operators

From Theorem 4.4.1 it follows that if (4.2.2) holds and L(x) ∈ H1
loc(R+), then q ∈ L2

loc(R+). Condition
(4.2.3) was used only to prove L ⇒ ρ, so if one starts with a q ∈ L2

loc(R+), then by diagram (1.5.5)
one gets L(x, y) by formula (4.3.6), where L(x) ∈ H1

loc(R+). If (4.2.3) holds, then one gets from L(x) a
unique ρ(λ).

Recall that assumption A1) is (4.2.2). Let A3) be the assumption L(x) ∈ Hm+1
loc (R+).

Theorem 4.5.1. If A1) holds, and ρ is a spectral function of `q, q ∈ Hm
loc(R+), then assumption A3)

holds. Conversely, if assumptions A1) and A3) hold, then ρ is a spectral function of `q, q ∈ Hm
loc(R+).

Proof. If A1) holds and q ∈ Hm
loc(R+), then L(x) ∈ Hm+1

loc (R+) by (4.1.4). If A1) and A3) hold, then
q ∈ Hm

loc(R+) by (1.5.2), because equation (1.5.4) is uniquely solvable, and (1.5.5) holds by Theorem
4.4.1. 2 2
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4.6 Relation to the inverse scattering problem

Assume in this Section that q ∈ L1,1. Then the scattering data S are (1.2.17) and the spectral function
is (1.2.21).

Let us show how to get dρ, given S. If S is given then sj , kj and J are known. If one finds f(k) then
dρ is recovered because

cj = −
4k2
j

[ḟ(ikj)]2
1
sj
, (4.6.1)

as follows from (1.2.20) and (1.2.16). To find f(k), consider the Riemann problem

f(k) = S(−k)f(−k), k ∈ R, f(∞) = 1, (4.6.2)

which can be written as (see (3.4.3)):

f0(k) = S(−k)w(−k)
w(k)

f0(−k) if indS(k) = −2J, (4.6.3)

f0(k) = S(−k)w(−k)
w(k)

k + iκ

k − iκ
f0(−k) if indS(k) = −2J − 1. (4.6.4)

Note that w(−k) = 1
w(k) if k ∈ R. The function f0(k) is analytic in C+ and has no zeros in C+, and

f0(−k) has similar properties in C−. Therefore problems (4.6.3) and (4.6.4) have unique solutions:

f0(k) = exp
{

1
2πi

∫ ∞

−∞

log[S(−t)w−2(t)]dt
t− k

}
if indS(k) = −2J, Im k > 0, (4.6.5)

f0(k) = exp
{

1
2πi

∫ ∞

−∞

log[S(−t)w−2(t) t+iκt−iκ ]
t− k

}
dt

if indS(k) = −2J − 1, Im k > 0,

(4.6.6)

and
f(k) = f0(k)w(k) if indS(k) = −2J, Im k > 0, (4.6.7)

f(k) = f0(k)w(k)
k

k + iκ
if indS(k) = −2J − 1, Im k > 0. (4.6.8)

One can calculate f(x) for k > 0 by taking k = k + i0 in (4.6.7) or (4.6.8). Thus, to find dρ, given S,
one goes through the following steps: 1) one finds J , sj , kj , 1 ≤ j ≤ J ; 2) one calculates indS(k) := J .
If J = −2J , then one calculates f(k) by formulas (4.6.5), (4.6.7), where w(k) is defined in (3.4.3), and
cj by formula (4.6.1), and, finally, dρ by formula (1.2.21).

If J = −2J −1, then one calculates f(k) by formulas (4.6.6) and (4.6.8), where κ > 0 is an arbitrary
number such that κ 6= kj , 1 ≤ j ≤ J . If f(k) is found, one calculates cj by formula (4.6.1), and then dρ
by formula (1.2.21). Note that f0(k) in (4.6.6) depends on κ, but f(k) in (4.6.8) does not.

This completes the description of the step S ⇒ ρ.
Let us show how to get S given dρ(λ).
From formula (1.2.21) one finds J , kj , cj and |f(k)|. If |f(0)| 6= 0, then |f0(k)| = |f(k)| if k ∈ R.

Thus, if |f(0)| 6= 0, then log f0(k) is analytic in C+ and vanishes at infinity. It can be found in C+ from
the values of its real part log |f0(k)| by Schwarz’s formula for the half-plane:

log f0(k) =
1
iπ

∫ ∞

−∞

log |f0(t)|
t− k

dt, Im k > 0. (4.6.9)
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If f(0) 6= 0, then f = f0w, so

f(k) = exp
{

1
iπ

∫ ∞

−∞

log |f0(t)|dt
t− k

}
w(k), Im k > 0. (4.6.10)

If |f(0)| = 0, then the same formula (4.6.10) remains valid. One can see this because f(k)
w(k) is analytic in

C+, has no zeroes in C+, tends to 1 at infinity, and | f(k)
w(k) | = |f(k)| if k ∈ R.

Let us summarize the step dρ⇒ S: one finds J , kj , cj , calculates f(k) by formula (4.6.10), and then
S(k) = f(−k)

f(k) , and sj are calculated by formula (4.6.1). To calculate f(k) for k > 0 one takes k = k+ i0
in (4.6.10) and gets:

f(k) = exp
{

1
iπ

∫ ∞

−∞

log |f(t)|dt
t− k

+ log |f(k)|
}
w(k)

= |f(k)|w(k) exp
{

1
iπ
P

∫ ∞

−∞

log |f(t)|dt
t− k

}
, k > 0.

(4.6.11)
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Chapter 5

Inverse scattering on half-line

5.1 Auxiliary material

5.1.1 Transformation operators

Theorem 5.1.1. If q ∈ L1,1, then there exists a unique operator I + A such that (1.2.25) – (1.2.28)
hold, and A(x, y) solves the following Goursat problem:

Axx − q(x)A = Ayy, 0 ≤ x ≤ y ≤ ∞, (5.1.1)

A(x, x) =
1
2

∫ ∞

x

q(s)ds, (5.1.2)

lim
x+y→∞

A(x, y) = lim
x+y→∞

Ax(x, y) = lim
x+y→∞

Ay(x, y) = 0. (5.1.3)

Proof. Equations (5.1.1) and (5.1.2) are derived similarly to the derivation of the similar equations for
K(x, y) in Theorem 4.1.1. Relations (5.1.3) follow from the estimates (1.2.26) – (1.2.27), which give
more precise information than (5.1.3). Estimates (1.2.26) – (1.2.28) can be derived from the Volterra
equation (1.2.28) which is solvable by iterations. Equation (1.2.28) can be derived, for example, similarly
to the derivation of equation (4.1.8), or by substituting (1.2.25) into (1.2.6).

A detailed derivation of all of the results of Theorem 5.1.1 can be found in [M]. 2

5.1.2 Statement of the direct scattering problem on half-axis. Existence and
uniqueness of its solution.

The direct scattering problem on half-line consists of finding the solution ψ = ψ(r, k) to the equation:

ψ′′ + k2ψ − q(r)ψ = 0, r > 0, (5.1.4)

satisfying the boundary conditions at r = 0 and at r = ∞:

ψ(0) = 0, (5.1.5)

ψ(r) = eiδ sin(kr + δ) + o(1), r → +∞, (5.1.6)

where δ = δ(k) is called the phase shift, and it has to be found. An equivalent formulation of (5.1.6) is:

ψ =
i

2
[e−ikr − S(k)eikr] + o(1), r →∞, (5.1.7)
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where S(k) = f(−k)
f(k) = e2iδ(k). Clearly

ψ(r, k) =
i

2
[f(r,−k)− S(k)f(r, k)] = a(k)ϕ(r, k), a(k) :=

k

f(k)
, (5.1.8)

where ϕ(r, k) is defined in (1.2.1), see also (1.2.10). From (5.1.8), (1.2.7) and (5.1.6) one gets

ϕ(r, k) =
|f(k)|
k

sin(kr + δ(k)) + o(1), r →∞. (5.1.9)

Existence and uniqueness of the scattering solution ψ(r, k) follows from (5.1.8) because existence and
uniqueness of the regular solution ϕ(r, k) follows from (1.2.1) or from (1.2.9).

5.1.3 Higher angular momenta.

If one studies the three-dimensional scattering problem with a spherically-symmetric potential q(x) =
q(r), x ∈ R3, |x| = r, then the scattering solution ψ(r, α, k) solves the problem:

[∇2 + k2 − q(r)]ψ = 0 in R3 (5.1.10)

ψ = eikα·x +A(α′, α, k)
eikr

r
+ o

(
1
r

)
, r := |x| → ∞, α′ :=

x

r
, α ∈ S2. (5.1.11)

Here S2 is the unit sphere in R3 α ∈ S2 is given, A(α′, α, k) is called the scattering amplitude. If
q = q(r), then A(α′, α, k) = A(α′ · α, k). The converse is a theorem of Ramm [R], p.130. The scattering
solution solves the integral equation:

ψ = eikα·x −
∫

R3
g(x, y, k)q(y)ψ(y, α, k)dy, g :=

eik|x−y|

4π|x− y|
. (5.1.12)

It is known that

eikα·x =
∞∑
`=0

4π
k
i`
u`(kr)
r

Y`(α′)Y`(α), α′ :=
x

r
, u` :=

√
πr

2
J`+ 1

2
, (5.1.13)

Y`(α) are orthonormal in L2(S2) spherical harmonics, Yl = Y`m, −` ≤ m ≤ `, and summation over m in
(5.1.13) is understood but not shown, and J`(r) is the Bessel function.

If q = q(r), then

ψ =
∞∑
`=0

4π
k
i`
ψ`(r, k)

r
Y`(α′)Y`(α), (5.1.14)

where

ψ′′` + k2ψ` − q(r)ψ` −
`(`+ 1)
r2

ψ` = 0, (5.1.15)

ψ` = eiδ` sin
(
kr − `π

2
+ δ`

)
+ o(1), r →∞, (5.1.16)

ψ` = O(r`+1), r → 0. (5.1.17)

Relation (5.1.16) is equivalent to

ψ` =
ei

π
2 (`+1)

2
[
e−ikr − eiπ`S`e

ikr
]
+ o(1), r →∞, (5.1.18)
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similar to (5.1.8), which is (5.1.18) with ` = 0. If q = q(r), then the scattering amplitude A(α′, α, ) =
A(α′ · α, k) can be written as

A(α′ · α, k) =
∞∑
`=0

A`(k)Y`(α′)Y`(α), (5.1.19)

while in the general case q = q(x), one has

A(α′, α, k) =
∞∑
`=0

Al(α, k)Y`(α′). (5.1.20)

If q = q(r) then S` in (5.1.18) are related to A` in (5.1.19) by the formula

S` = 1− k

2πi
A`. (5.1.21)

In the general case q = q(x), one has a relation between S-matrix and the scattering amplitude:

S = I − k

2πi
A, (5.1.22)

so that (5.1.21) is a consequence of (5.1.22) in the case q = q(r) : S` are the eigenvalues of S in the
eigenbasis of spherical harmonics. Since S is unitary, one has |S`| = 1, so S` = e2iδ` for some real
numbers δ`, which are called phase-shifts. These numbers are the same as in (5.1.17) (cf. (5.1.18)).
From (5.1.21) one gets

A`(k) =
4π
k
eiδ` sin(δ`). (5.1.23)

The Green function g`(r, ρ), which solves the equation(
d2

dr2
+ k2 − `(`+ 1)

r2

)
g` = −δ(r − ρ),

∂g`
∂r

− ikg` →
r→+∞

0, (5.1.24)

can be written explicitly:

g`(r, ρ) =

{
F−1
o` ϕo`(kρ)fo`(kr) r ≥ ρ, Fo` := e

i`π
2

k` ,

F−1
o` ϕo`(kr)fo`(kρ), r < ρ, ϕo`(kr) = u`(kr)

k`+1 ,
(5.1.25)

and the function ψ`(r, k) solves the equation:

ψ`(r, k) = u`(kr)−
∫ ∞

0

g`(r, ρ)q(ρ)ψ`(ρ, k)dρ. (5.1.26)

The function Fo`(k) is the Wronskian W [fo`, ϕo`], ϕo`(kr) is defined in (5.1.25) and fo` is the solution
to (5.1.15) (with q = 0) with the asymptotics

fo` =eikr + o(1), r → +∞, fo`(kr) = ei
(`+1)π

2 (u`(kr) + iv`(kr)),

v` :=
√
πr

2
N`+ 1

2
(kr).

(5.1.27)

Let ϕ`(r, k) be the regular solution to (5.1.15) which is defined by the asymptotics as r → 0:

ϕ`(r, k) =
r`+1

(2`+ 1)!!
+ o(r`+1), r → 0. (5.1.28)

Then
ψ`(r, k) = a`(k)ϕ`(r, k),

ϕ`(r, k) =
|f`(0, k)|
k`+1

sin
(
kr − `π

2
+ δ`

)
+ o(1), r →∞.

(5.1.29)
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Lemma 5.1.2. One has:
sup

`=0,1,2,...
|a`(k)| <∞, (5.1.30)

where k > 0 is a fixed number.

We omit the proof of this lemma.

5.1.4 Eigenfunction expansion

We assume that q ∈ L1,1 and h ∈ C∞0 (R+), `h = −h′′+q(x)h, λ = k2, let g = ϕ(x,
√
λ)f(y,

√
λ)

f(
√
λ)

, y ≥ x ≥ 0,

be the resolvent kernel of ` : (` − λ)g = δ(x − y), gh := g(λ)h :=
∫∞
0
g(x, y, λ)hdy, and fj = f(y, ikj).

Then h
λ = −gh+ 1

λ`gh. Integrate this with respect to λ ∈ C over |λ| = N and divide by 2πi to get

h = − 1
2πi

∫
|λ|=N

ghdλ+
1

2πi

∫
|λ|=N

`gh

λ
dλ := I1 + I2.

The function gh is analytic with respect to λ on the complex plane with the cut (0,∞) except for the
points λ = −k2

j , 1 ≤ j ≤ J , which are simple poles of gh, and limN→∞ I2 = 0, because |`gh| = o(1) as
N →∞. Therefore:

h =
1

2πi

∫ ∞

0

[g(λ+ i0)h− g(λ− i0)h]dλ+
J∑
j=1

−1
2πi

∮
|λ+k2

j |=δ
ghdλ. (5.1.31)

One has (cf. (1.2.10)):

g(λ+ i0)− g(λ− i0)
2i

= ϕ(x, k)
f(−k)f(y, k)− f(y,−k)f(k)

2i|f(k)|2

=
k

|f(k)|2
ϕ(x, k)ϕ(y, k), k =

√
λ > 0.

Also
− 1

2πi

∮
|λ+k2

j |=δ
ghdλ = −Resλ=−k2

j
gh

= −
∫ ∞

0

fj(y)h(y)dy ·
ϕ(x, ikj)
ḟ(ikj)

2ikj = sjfj(x)hj , hj :=
∫ ∞

0

fjhdy,

sj are defined in (1.2.16), and

ϕ(x, ikj) =
f(x, ikj)
f ′(0, ikj)

:=
fj(x)

f ′(0, ikj)
. (5.1.32)

Therefore

h(x) =
∫ ∞

0

(∫ ∞

0

ϕ(y, k)h(y)dy
)
ϕ(x, k)

2k2dk

π|f(k)|2
+

J∑
j=1

sjfj(x)hj . (5.1.33)

This implies (cf. (1.2.21), (1.2.20), (1.2.16)):

δ(x− y) =
2
π

∫ ∞

0

ϕ(x, k)ϕ(y, k)
k2dk

|f(k)|2
+

J∑
j=1

sjfj(x)fj(y)

=
∫ ∞

−∞
ϕ(x,

√
λ)ϕ(y,

√
λ)dρ(λ).

(5.1.34)

We have proved the eigenfunction expansion theorem for h ∈ C∞0 (R+). Since this set is dense in L2(R+),
one gets the theorem for h ∈ L2(R+).
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Theorem 5.1.3. If q ∈ L1,1, then (5.1.33) holds for any h ∈ L2(R+) and the integrals converge in
L2(R+) sense. Parseval’s equality is:

‖h‖2L2(R+) =
J∑
j=1

sj |hj |2 +
2
π

∫ ∞

0

|h̃(k)|2 k2dk

|f(k)|2
, h̃ :=

∫ ∞

0

h(y)ϕ(y, k)dy. (5.1.35)

5.2 Statement of the inverse scattering problem on the half-
line. Uniqueness theorem

In Section 1.3 the statement of the ISP is given. Let us prove the uniqueness theorem.

Theorem 5.2.1. If q1, q2 ∈ L1,1 generate the same data (1.2.17), then q1 = q2.

Proof. We prove that the data (1.2.17) determine uniquely I(k), and this implies q1 = q2 by Theo-
rem 3.1.2.

Claim 1. If (1.2.17) is given, then f(k) is uniquely determined.
Assume there are f1(k) and f2(k) corresponding to the data (1.2.17). Then

f1(k)
f2(k)

=
f1(−k)
f2(−k)

, −∞ < k <∞. (5.2.1)

The left-hand side of (5.2.1) is analytic in C+ and tends to 1 as |k| → ∞, k ∈ C+, and the right-hand
side of (5.2.1) is analytic in C− and tends to 1 as |k| → ∞, k ∈ C−. By analytic continuation f1(k)

f2(k)
is

an analytic function in C, which tends to 1 as |k| → ∞, k ∈ C. Thus, by Liouville theorem, f1(k)
f2(k)

= 1,
so f1 = f2. 2

Claim 2. If (1.2.17) is given, then f ′(0, k) is uniquely defined.
Assume there are f ′1(0, k) and f ′2(0, k) corresponding to (1.2.17). By the Wronskian relation (1.2.11),

taking into account that f1(k) = f2(k) := f(k) by Claim 1, one gets

[f ′1(0, k)− f ′2(0, k)]f(−k)− [f ′1(0,−k)− f ′2(0,−k)]f(k) = 0. (5.2.2)

Denote w(k) := f ′1(0, k)− f ′2(0, k). Then:

w(k)
f(k)

=
w(−k)
f(−k)

, k ∈ R. (5.2.3)

The function w(k)
f(k) is analytic in C+ and tends to zero as |k| → ∞, k ∈ C+, and w(−k)

f(−k) has similar

properties in C−. It follows that w(k)
f(k) = 0, so f ′1(0, k) = f ′2(0, k). Let us check that w(k)

f(k) is analytic in
C+. One has to check that w(ikj) = 0. This follows from(1.2.16): if f(k), sj and kj are given, then
f ′(0, ikj) are uniquely determined.

Let us check that w(k) → 0 as |k| → ∞, k ∈ C+. Using (3.1.5) it is sufficient to check that A(0, 0)
is uniquely determined by f(k), because the integral in (3.1.5) tends to zero as |k| → ∞, k ∈ C+ by the
Riemann-Lebesgue lemma. From (1.5.16), integrating by parts one gets:

f(k) = 1− A(0, 0)
ik

− 1
ik

∫ ∞

0

eikyAy(0, y)dy. (5.2.4)

Thus
A(0, 0) = − lim

k→∞
[ikf(k)− 1)]. (5.2.5)

Claim 2 is proved. 2

Thus, Theorem 5.2.1 is proved. 2
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5.3 Reconstruction procedure

This procedure is described in (1.5.10).

Let us derive equation (1.5.13). Our starting point is formula (5.1.34):∫ ∞

0

ϕ(x, k)ϕ(y, k)
2k2dk

π|f(k)|2
+

J∑
j=1

sjfj(x)fj(y) = 0 y > x ≥ 0. (5.3.1)

From (1.2.10) and (1.2.25) one gets:

kϕ(x, k)
|f(k)|

= sin(kx+ δ) +
∫ ∞

x

A(x, y) sin(ky + δ)dy

= (I +A) sin(kx+ δ), δ = δ(k).
(5.3.2)

Apply to (5.3.1) operator (I +A)−1, acting on the functions of y, and get:

2
π

∫ ∞

0

kϕ(x, k)
|f(k)|

sin(ky + δ)dk +
J∑
j=1

sjfj(x)e−kjy = 0, y > x ≥ 0. (5.3.3)

From (5.3.2), (5.3.3), and (1.2.25) with k = ikj , one gets:

(I +A)
(

2
π

∫ ∞

0

sin(kx+ δ) sin(ky + δ)dk
)

+ (I +A)
J∑
j=1

sje
−kj(x+y) = 0, y > x ≥ 0.

(5.3.4)

One has

2
π

∫ ∞

0

sin(kx+ δ) sin(ky + δ)dk =
1
π

∫ ∞

0

cos[k(x− y)]dk

− 1
π

∫ ∞

0

cos[k(x+ y) + 2δ(k)]dk = δ(x, y)− 1
2π

∫ ∞

−∞
(e2iδ(k) − 1)eik(x+y)dk

= δ(x− y) +
1
2π

∫ ∞

−∞
[1− S(k)]eik(x+y)dk.

(5.3.5)

From (1.5.11), (5.3.4) and (5.3.5) one gets (1.5.13). By continuity equation (1.5.13), derived for y > x ≥
0, remains valid for y ≥ x ≥ 0. 2

Theorem 5.3.1. If q ∈ L1,1 and F is defined by (1.5.11) then equation (1.5.13) has a solution in
L1(Rx) ∩ L∞(Rx), Rx := [x,∞), for any x ≥ 0, and this solution is unique.

Let us outline the steps of the proof.
Step 1. If q ∈ L1,1, then F (x), defined by (1.5.11) satisfies the following estimates:

|F (2x)| ≤ cσ(x)|, |F (2x) +A(x, x)| ≤ cσ(x), |F ′(2x)− q(x)
4
| ≤ cσ2(x), (5.3.6)

where σ(x) is defined in (1.2.26), and

‖F‖L2(R+) + ‖F‖L1(R+) + ‖F‖L∞(R+) + ‖xF ′(x)‖L1(R+) <∞, (5.3.7)∫ ∞

0

∫ ∞

0

|F (s+ y)|2dsdy <∞. (5.3.8)
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Step 2. Equation

(I + Fx)h := h(y) +
∫ ∞

x

h(s)F (s+ y)ds = 0, y ≥ x ≥ 0 (5.3.9)

is of Fredholm type in L1(Rx), L2(Rx) and in L∞(Rx). It has only the trivial solution h = 0.
Using estimates (5.3.6) – (5.3.8) and the criteria of compactness in Lp(Rx), p = 1, 2,∞, one checks

that Fx is compact in these spaces for any x ≥ 0. The space L1 ∩ L∞ ⊂ L2 because ‖h‖2 ≤ ‖h‖1‖h‖∞,
where ‖h‖p := ‖h‖Lp(Rx). We need the following lemma:

Lemma 5.3.2. Let h solve (5.3.9). If h ∈ L1 := L1(Rx), then h ∈ L2 := L2(Rx). If h ∈ L1, then
h ∈ L∞. If h ∈ L2, then h ∈ L∞.

Proof. If h solves (5.3.9), then ‖h‖∞ ≤ ‖h‖1 supy≥2x |F (y)| ≤ c(x)‖h‖1 < ∞, where c(x) → 0 as
x → ∞. Also ‖h‖22 ≤

∫∞
x
dyσ2(x+y2 )‖h‖21 ≤ c1(x)‖h‖21 < ∞, c1(x) → 0 as x → ∞. So the first claim is

proved. Also ‖h‖1 ≤ ‖h‖1 sups≥x
∫∞
x
|F (s + y)|dy = c2(x)‖h‖1, c2(x) → 0 as x → ∞. If h ∈ L2, then

‖h‖∞ ≤ ‖h‖2 supy≥x
(∫∞
x
|F (s+ y)|2ds

) 1
2 = c3(x)‖h‖2, c3(x) → 0 as x→∞. 2

Lemma 5.3.3. If h ∈ L1 solves (5.3.9) and x ≥ 0, then h = 0.

Proof. By Lemma 5.3.2, h ∈ L2∩L∞. It is sufficient to give a proof assuming x = 0. The function F (x)
is real-valued, so one can assume that h is real-valued. Multiply (5.3.9) by h and integrate over (x,∞)
to get

‖h‖2 +
1
2π

∫ ∞

−∞
[1− S(k)]h̃2(k)dk +

J∑
j=1

sj

(∫ ∞

x

e−kjsh(s)ds
)2

= 0,

h̃ :=
∫ ∞

x

eiksh(s)ds,

(5.3.10)

where ‖h‖ = ‖h‖L2(R+) one gets
∫∞
−∞ h̃2(k)dk = 0. Also, | 1

2π

∫∞
−∞ S(k) h̃2(k)dk| ≤ 1

2π

∫∞
−∞ |h̃(k)|2dk =

‖h‖2. Therefore (5.3.10) implies 0 = hj :=
∫∞
x
he−kjsds, 1 ≤ j ≤ J , and

(h̃, h̃) = (h̃, S(−k)h̃(−k)), (5.3.11)

where (h̃, g̃) :=
∫∞
−∞ h̃(k)g̃(k)dk. Since h is real-valued, one has h̃(−k). The unitarity of S implies

S−1(k) = S(−k) = S(k), k ∈ R, and ‖S(−k)h̃(−k)‖ = ‖h̃(−k)‖. Because of (5.3.11), one has equality
sign in the Cauchy inequality (h̃, S(−k)h̃(−k) ≤ ‖h̃‖2. This means that h̃(k) = S(−k)h̃(−k), and
(1.2.17) implies

h̃(k)
f(k)

=
h̃(−k)
f(−k)

, k ∈ R. (5.3.12)

Because hj = 0, one has h̃(ikj) = 0, and if f(0) 6= 0, then h̃(k)
f(k) is analytic in C+ and vanishes as |k| → ∞,

k ∈ ∞, k ∈ C+. Also h̃(−k)
f(−k) is analytic in C− and vanishes as |k| → ∞, k ∈ C−. Therefore, by analytic

continuation, h̃(k)f(k) is analytic in C and vanishes as |k| → ∞. By Liouville theorem, h̃(k)f(k) = 0, so h̃(k) = 0

and h = 0. If f(0) = 0, then, by Theorem 3.1.3, f(k) = ikÃ1(k), Ã1(0) 6= 0, and the above argument
works. 2

Because Fx is compact in L2(Rx), the Fredholm alternative is applicable to (5.3.9), and Lemma 5.3.3
implies that (1.5.13) has a solution in L2(Rx) for any x ≥ 0, and this solution is unique. Note that the
free term in (1.5.13) is −F (x + y), and this function of y belongs to L2(Rx) (cf. (5.3.8)). Because Fx
is compact in L1(Rx), Lemma 5.3.3 and Lemma 5.3.2 imply existence and uniqueness of the solution
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to (1.5.13) in L1(Rx) for any x ≥ 0, and F (x + y) ∈ L1(Rx) for any x ≥ 0. Note that the solution to
(1.5.13) in L1(Rx) is the same as its solution in L2(Rx). This is established by the argument used in the
proof of Lemma 5.3.2.

We give a method for the derivation of the estimates (5.3.6) – (5.3.8). Estimate (5.3.8) is an immediate
consequence of the first estimate (5.3.6). Indeed,∫ ∞

0

∫ ∞

0

|F (s+ y)|2dsdy ≤
(∫ ∞

0

max
s≥0

|F (s+ y)|dy
)2

≤ c

(∫ ∞

0

∫ ∞

y
2

|q|dtdy

)2

≤ c

(∫ ∞

0

t|q(t)|dt
)2

<∞.

Let us prove the first estimate (5.3.6). Put in (1.5.13) x = y:

A(x, x) +
∫ ∞

x

A(x, s)F (s+ x)dx+ F (2x) = 0. (5.3.13)

Thus
|F (2x)| ≤ |A(x, x)|+

∫ ∞

x

|A(x, s)F (s+ x)|dx. (5.3.14)

From (1.2.26) and (5.3.14) one gets

|F (2x)| ≤ cσ(x) + c

∫ ∞

x

σ

(
x+ s

2

)
|F (s+ x)|ds

≤ cσ(x) + cσ(x)
∫ ∞

x

|F (s+ x)|ds ≤ cσ(x),
(5.3.15)

where c = const > 0 stands for various constants and we have used the estimate

sup
x≥0

∫ ∞

x

|F (s+ x)|ds ≤
∫ ∞

0

|F (t)|dt = c <∞.

This estimate can be derived from (1.2.26). Write (1.5.13) as

A(x, z − x) +
∫ ∞

z

A(x, t+ x− z)F (t)dt+ F (z) = 0, z ≥ 2x ≥ 0. (5.3.16)

Let us prove that equation (5.3.16) is uniquely solvable for F in Lp(RN ), p = ∞, p = 1 for all x ≥ N
2 ,

where N is a sufficiently large number. In fact, we prove that the operator in (5.3.16) has small norm
in Lp(RN ) if N is sufficiently large. Its norm in L∞(RN ) is not more than

sup
z≥N

∫ ∞

N

|A(x, t+ x− z)|dt ≤ c

∫ ∞

x+ t−N
2

|q(s)|ds

≤ c

∫ ∞

N

dt

∫ ∞

t

|q(s)|ds = c

∫ ∞

N

(s−N)|q(s)|ds < 1

because q ∈ L1,1. We have used estimate (1.2.26) above. The function A(x, y) ∈ L∞(RN ), so our claim
is proved for p = ∞. Consider the case p = 1. One has the following upper estimate for the norm
of the operator in (5.3.16) in L1(RN ): supt≥N

∫ t
N
|A(x, t + x − z)|dz ≤ supt≥N

∫ t−N
0

|A(x, x + v)|dv ≤∫∞
0
dv
∫∞
x+ v

2
|q|ds = 2

∫∞
x

(s − x)|q|ds → 0 as x → ∞. Also
∫∞
N
|A(x, z − x)|dz < ∞. Thus equation

(5.3.16) is uniquely solvable in L1(RN ) for all x ≥ N
2 if N is sufficiently large. In order to finish the

proof of the first estimate (5.3.6) it is sufficient to prove that ‖F‖L∞(0,N) ≤ c < ∞. This estimate is
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obvious for Fd(x) (cf. (1.5.11)). Let us prove it for Fs(x). Using (3.4.3), (3.4.5), (3.4.5′), (3.4.6), one
gets

1− S(k) =
[f(k)− f(−k)](k + iκ)

f0(k)w(k)k
= [Ã(k)− Ã(−k)](1 + b̃(k))(1 + g̃)

(
1 +

iκ

k

)
, (5.3.17)

where all the Fourier transforms are taken of W 1,1(R+) functions. Thus, one can conclude that Fs(x) ∈
L∞(R+) if one can prove that I := Ã(k)−Ã(−k)

k is the Fourier transform of L∞(R+) function. One has
I =

∫∞
0
dyA(y) eiky−e−iky

k and∫ ∞

−∞
eikxI(k)dk =

∫ ∞

0

dyA(y)
∫ ∞

−∞

eik(x+y) − eik(x−y)

k

=
∫ ∞

0

dyA(y)iπ[1− sgn(x− y)] = 2iπ
∫ ∞

x

dyA(y).
(5.3.18)

From (1.2.26) it follows that
∫∞
x
A(y)dy ∈ L∞(R+). We have proved that ‖F‖L∞(R+) +‖F‖L1(R+) <∞.

Differentiate (5.3.13) to get

2F ′(2x) + Ȧ(x, x)−A(x, x)F (2x) +
∫ ∞

x

Ax(x, s)F (s+ x)ds

+
∫ ∞

x

A(x, s)F ′(s+ x)ds = 0, Ȧ :=
dA(x, x)
dx

,

(5.3.19)

or

F ′(2x) =
q(x)
4

+A(x, x)F (2x)− 1
2

∫ ∞

x

[Ax(x, s)−As(x, s)]F (s+ x)ds. (5.3.20)

One has
∫∞
0
x|q|dx <∞,

∫∞
0
x|A(x, x)||F (2x)|dx ≤ supx≥0(x|A(x, x)|) ·

∫∞
0
|F (2x)|dx ≤ c. Let us check

that I :=
∫∞
0
x|
∫∞
x

[Ax(x, s)−As(x, s)]F (s+ x)ds| dx <∞. Use (1.2.27) and get I ≤ c
∫∞
0
xσ(x)

∫∞
x
σ(

x+s
2

)
|F (s+ x)|dsdx ≤ c

∫∞
0
σ(x)dx

∫∞
0
|F (y)|dy · supx≥0,s≥x xσ

(
x+s
2

)
≤ c <∞. The desired estimate

is derived.
The third estimate (5.3.6), |F ′(2x) − q(x)

4 | ≤ cσ2(x) follows from (5.3.20) because |A(x, x)| ≤
cσ(x), |F (2x)| ≤ cσ(x), and

∫∞
x
|Ax(x, s) − As(x, s)||F (s + x)ds ≤ cσ(x)

∫∞
x
σ
(
x+s
2

)
|F (s + x)|ds ≤

cσ2(x)
∫∞
0
|F (s+x)|ds ≤ cσ2(x). The estimate |F (2x)+A(x, x)| ≤ cσ(x) follows similarly from (5.3.13)

and (1.2.26). Theorem 5.3.1 is proved.

5.4 Invertibility of the steps of the reconstruction procedure

The reconstruction procedure is (1.5.10). 1. The step S ⇒ F is done by formula (1.5.11).
To do the step F ⇒ S, one takes x→ −∞ in (1.5.11) and finds sj , kj , and J . Thus Fd(x) is found

and Fs = F − Fd is found. From Fs(x) one finds 1− S(k) by the inverse Fourier transform. So S(k) is
found and the data S (see (1.2.17)) is found

2. The step F ⇒ A is done by solving equation (1.5.13). By Theorem 5.3.1 this equation is uniquely
solvable in L1(Rx)∩L∞(Rx) for all x ≥ 0 if q ∈ L1,1, that is, if F came from S corresponding to q ∈ L1,1.

To do the step A ⇒ F , one finds f(k) = 1 +
∫∞
0
A(0, y)eikydy, then the numbers ikj , the zeros of

f(k) in C+, the number J , 1 ≤ j ≤ J , and S(k) = f(−k)
f(k) . The numbers sj are found by formula (1.2.16),

where
f ′(0, ikj) = −kj −A(0, 0) +

∫ ∞

0

Ax(0, y)e−kjydy. (5.4.1)

Thus A⇒ S and S ⇒ F by formula (1.5.11).
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We also give a direct way to do the step A⇒ F .
Write equation (1.5.13) with z = x+ y, v = s+ y, as

(I +Bx)F := F (z) +
∫ ∞

z

A(x, v + x− z)F (v)dv = −A(x, z − x), z ≥ 2x ≥ 0. (5.4.2)

The norm of the operator Bx in L1
2x is estimated as follows:

‖Bx‖ ≤ sup
v>0

∫ v

0

|A(x, v + x− z)|dz ≤ c sup
v>0

∫ v

0

σ

(
x+

v − z

2

)
dz ≤ c

∫ ∞

x

σ(t)dt, (5.4.3)

where σ(x) =
∫∞
x
|q(t)|dt and estimate (1.2.26) was used. If x0 is sufficiently large then ‖Bx‖ < 1 for

x ≥ x0 because
∫∞
x
σ(t)dt→ 0 as x→∞ if q ∈ L1,1. Therefore equation (5.4.2) is uniquely solvable in

L1
2x for all x ≥ x0 (by the contraction mapping principle), and so F (z) is uniquely determined for all

z ≥ 2x0.
Now rewrite (5.4.2) as

F (z) +
∫ 2x0

z

A(x, v + x− z)F (v)dv = −A(x, z − x)−
∫ ∞

2x0

A(x, v + x− z)F (v)dv. (5.4.4)

This is a Volterra equation for F (z) on the finite interval (0, 2x0). It is uniquely solvable since its
kernel is a continuous function. One can put x = 0 in (5.4.4) and the kernel A(0, v − z) is a continuous
function of v and z, and the right-hand side of (5.4.4) at x = 0 is a continuous function of z. Thus F (z)
is uniquely recovered for all z ≥ 0 from A(x, y), y ≥ x ≥ 0. Step S ⇒ F is done.

3. The step A⇒ q is done by formula (1.5.12). The converse step q ⇒ A is done by solving Volterra
equation (1.2.28), or, equivalently, the Goursat problem (5.1.1) – (5.1.3).

We have proved:

Theorem 5.4.1. If q ∈ L1,1 and S are the corresponding data (1.2.17), then each step in (1.5.10) is
invertible. In particular, the potential obtained by the procedure (1.5.10) equals to the original potential
q.

Remark 5.4.2. If q ∈ L1,1 and Aq := Aq(x, y) is the solution to (1.2.28), then Aq satisfies equation
(1.5.13) and, by the uniqueness of its solution, Aq = A, where A is the function obtained by the scheme
(1.5.10). Therefore, the q obtained by (1.5.10) equals to the original q.

Remark 5.4.3. One can verify directly that the solution A(x, y) to (1.5.13) solves the Goursat problem
(5.1.1) – (5.1.3). This is done as in Section 4.4, Step 3. Therefore q(x), obtained by the scheme (1.5.10),
generates the same A(x, y) which was obtained at the second step of this scheme, and therefore this q
generates the original scattering data.

Remark 5.4.4. The uniqueness Theorem 5.2.1 does not imply that if one starts with a q0 ∈ L1,1,
computes the corresponding scattering data (1.2.17), and applies inversion scheme (1.5.10), then the q
obtained by this scheme is equal to q0. Logically it is possible that this q generates data S1 which generate
by the scheme(1.5.10) potential q1, etc. To close this loop one has to check that q = q0. This is done in
Theorem 5.4.1, because q0 = −2dA(x,x)

dx = q(x).

5.5 Characterization of the scattering data

In this Section we give a necessary and sufficient condition for the data (1.2.17) to be the scattering data
corresponding to q ∈ L1,1. In Section 5.7 we give such conditions on S for q to be compactly supported,
or q ∈ L2(R+).
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Theorem 5.5.1. If q ∈ L1,1, then the following conditions hold: 1) (1.2.23); 2) kj > 0, sj > 0,
1 ≤ j ≤ J , S(k) = S(−k) = S−1(k), k ≥ 0, S(∞) = 1; 3) (5.3.7) hold. Conversely, if S satisfies
conditions 1) – 3), then S corresponds to a unique q ∈ L1,1.

Proof. The necessity of conditions 1) – 3) has been proved in Theorem 5.3.1. Let us prove the suffi-
ciency. If conditions 1) – 3) hold, then the scheme (1.5.10) yields a unique potential, as was proved in
Remark 5.4.2. Indeed, equation (1.5.13) is of Fredholm type in L1(Rx) for every x ≥ 0 if F satisfies
(5.3.7). Moreover, equation (5.3.9) has only the trivial solution if conditions 1) – 3) hold. Every solution
to (5.3.9) in L1(Rx) is also a solution in L2(Rx) and in L∞(Rx), and the proof of the uniqueness of the
solution to (5.3.9) under the conditions 1) – 3) goes as in Theorem 5.3.1. The role of f(k) is played by
the unique solution of the Riemann problem:

f+(k) = S(−k)f−(k), k ∈ R, (5.5.1)

which consists of finding two functions f+(k) and f−(k), satisfying (5.5.1), such that f+ is an analytic
function in C+, f+(ikj) = 0, ḟ+(ikj) 6= 0, 1 ≤ j ≤ J , f+(∞) = 1, and f−(k) is an analytic function in
C− such that f−(−ikj) = 0, ḟ−(−ikj) 6= 0, 1 ≤ j ≤ J , f−(∞) = 1, and f+(0) = 0 if indS(k) = −2J−1,
f+(0) 6= 0 if indS(k) = −2J . Existence of a solution to (5.5.1) follows from the non-negativity of
indS(−k) = − indS(k). Uniqueness of the solution to the above problem is proved as follows. Denote
f+(k) := f(k) and f−(k) = f(−k). Assume that f1 and f2 solve the above problem. Then (5.5.1) implies

f1(k)
f2(k)

=
f1(−k)
f2(−k)

, k ∈ R, f1(ikj) = f2(ikj) = 0, ḟ1(ikj) 6= 0, ḟ2(ikj) 6= 0, f1(∞) = f2(∞) = 1.

(5.5.2)
The function f1(k)

f2(k)
is analytic in C+ and tends to 1 at infinity in C+, The function f1(−k)

f2(−k) is analytic in

C− and tends to 1 at infinity in C−. Both functions agree on R. Thus f1(k)
f2(k)

is analytic in C and tends to 1
at infinity. Therefore f1(k) = f2(k). To complete the proof we need to check that q, obtained by (1.5.10),
belongs to L1,1. In other words, that q = −2dA(x,x)

dx ∈ L1,1. To prove this, use (5.3.19) and (5.3.20). It
is sufficient to check that F ′(2x) ∈ L1,1, A(x, x)F (2x) ∈ L1,1 and

∫∞
x

[Ax(x, s)− Ax(x, s)]F (s+ x)ds ∈
L1,1. The first inclusion follows from ‖xF ′‖L1(R+) < ∞. Let us prove that limx→∞[xF (x)] = 0. One
has

∫ x
0
sF ′ds = xF (x) −

∫ x
0
Fds. Because xF ′ ∈ L1(R+) and F ∈ L1(R+) it follows that the limit

c0 := limx→∞xF exists. This limit has to be zero: if F = c0
x + o( 1

x ) as x → ∞, and c0 6= 0, then
F 6∈ L1(R+). Now

∫∞
0
x|F (2x)A(x, x)|dx ≤ c

∫∞
0
|A(x, x)|dx < ∞. The last inequality follows from

(5.3.13): since F (2x) ∈ L1(R+) it is sufficient to check that
∫∞
x
A(x, s)F (s+ x)ds ∈ L1(R+). One has∫∞

0
dx
∫∞
x
|A(x, s)||F (s+ x)|ds ≤

∫∞
0
dxσF (2x)

∫∞
x
|A(x, s)|ds ≤ c. Here

σF (x) := sup
y≥x

|F (y)|, σF ∈ L1(R+). (5.5.3)

Note that limx→∞ xσF (x) = 0 because σF (x) is monotonically decreasing and belongs to L1(R+).
2

5.6 A new equation of Marchenko-type

The basic result of this Section is:

Theorem 5.6.1. Equation

F (y) +A(y) +
∫ ∞

−∞
A(t)F (t+ y)dt = A(−y), −∞ < y <∞, (5.6.1)

holds, where A(y) := A(0, y), A(y) = 0 for y < 0, A(x, y) is defined in (1.2.25) and F (x) is defined in
(1.5.11).
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Proof. Take the Fourier transform of (5.6.1) in the sense of distributions and get:

F̃ (ξ) + Ã(ξ) + Ã(−ξ)F̃ (ξ) = Ã(−ξ), (5.6.2)

where, by (1.5.11),

F̃ (ξ) = 1− S(−ξ) + 2π
J∑
j=1

sjδ(ξi + ikj). (5.6.3)

Use (1.5.16), the equation S(ξ)f(ξ) = f(−ξ), add 1 to both sides of (5.3.8), and get:

f(ξ) + f(−ξ)F̃ (ξ) = f(−ξ). (5.6.4)

From (5.6.3) and (5.6.4) one gets:

f(ξ) = f(−ξ)[S(−ξ)− 2π
J∑
j=1

sjδ(ξ + ikj)] = f(ξ)− 2π
J∑
j=1

sjδ(ξ + ikj)f(−ξ) = f(ξ), (5.6.5)

where the equation δ(ξ + ikj)f(−ξ) = 0 was used. This equation holds because f(ikj) = 0, and the
product δ(ξ + ikj)f(−ξ) makes sense because f(ξ) is analytic in C+. Equation (5.6.5) holds obviously,
and since each of our steps was invertible, equation (5.6.1) holds. 2

Remark 5.6.2. Equation (5.6.1) has a unique solution A(y), such that A(y) ∈ L1(R+) and A(y) = 0
for y < 0.

Proof. Equation (5.6.1) for y > 0 is identical with (1.5.13) because A(−y) = 0 for y > 0. Equation
(1.5.13) has a solution in L1(R+) and this solution is unique, see Theorem 5.3.1. Thus, equation (5.6.1)
cannot have more than one solution, because every solution A(y) ∈ L1(R+), A(y) = 0 for y < 0, of
(5.6.1) solves (1.5.13), and (1.5.13) has no more than one solution. On the other hand, the solution
A(y) ∈ L1(R+) of (1.5.13) does exist, is unique, and solves (5.6.1), as was shown in the proof of
Theorem 5.6.1. This proves Remark 5.6.2. 2

5.7 Inequalities for the transformation operators and applica-
tions

5.7.1 Inequalities for A and F

The scattering data (1.2.17) satisfy the following conditions:
A) kj , sj > 0, S(−k) = S(k) = S−1(k), k ∈ R, S(∞) = 1,
B) J := indS(k) := 1

2π

∫∞
−∞ dlogS(k) is a nonpositive integer,

C) F ∈ Lp, p = 1 and p = ∞, xF ′ ∈ L1, Lp := Lp(0,∞).
If one wants to study the characteristic properties of the scattering data, that is, a necessary and

sufficient condition on these data to guarantee that the corresponding potential belongs to a prescribed
functional class, then conditions A) and B) are always necessary for a real-valued q to be in L1,1, the
usual class in the scattering theory, or in some other class for which the scattering theory is constructed,
and a condition of the type C) determines actually the class of potentials q. Conditions A) and B) are
consequences of the selfadjointness of the Hamiltonian, finiteness of its negative spectrum, and of the
unitarity of the S −matrix. Our aim is to derive some inequalities for F and A from equation (1.5.13).
This allows one to describe the set of q, defined by (1.5.13).

Let us assume:
sup
y≥x

|F (y)| := σF (x) ∈ L1, F ′ ∈ L1,1. (5.7.1)
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The function σF is monotone decreasing, |F (x)| ≤ σF (x). Equation (1.5.13) is of Fredholm type in
Lpx := Lp(x,∞) ∀x ≥ 0 and p = 1. The norm of the operator F := Fx in (1.5.13) can be estimated :

||Fx|| ≤
∫ ∞

x

σF (x+ y)dy ≤ σ1F (2x), σ1F (x) :=
∫ ∞

x

σF (y)dy. (5.7.2)

Therefore (1.5.13) is uniquely solvable in L1
x for any x ≥ x0 if

σ1F (2x0) < 1. (5.7.3)

This conclusion is valid for any F satisfying (5.7.3), and conditions A), B), and C) are not used. Assuming
(5.7.3) and (5.7.1) and taking x ≥ x0, let us derive inequalities for A = A(x, y). Define

σA(x) := sup
y≥x

|A(x, y)| := ||A||.

From (1.5.13) one gets:

σA(x) ≤ σF (2x) + σA(x) sup
y≥x

∫ ∞

x

σF (s+ y)ds ≤ σF (2x) + σA(x)σ1F (2x).

Thus, if (5.7.3) holds, then
σA(x) ≤ cσF (2x), x ≥ x0. (5.7.4)

By c > 0 different constants depending on x0 are denoted. Let

σ1A(x) := ||A||1 :=
∫ ∞

x

|A(x, s)|ds.

Then (1.5.13) yields σ1A(x) ≤ σ1F (2x) + σ1A(x)σ1F (2x). So

σ1A(x) ≤ cσ1F (2x), x ≥ x0. (5.7.5)

Differentiate (1.5.13) with respect to x and y and get:

(I + Fx)Ax(x, y) = A(x, x)F (x+ y)− F ′(x+ y), y ≥ x ≥ 0, (5.7.6)

and
Ay(x, y) +

∫ ∞

x

A(x, s)F ′(s+ y)ds = −F ′(x+ y), y ≥ x ≥ 0. (5.7.7)

Denote
σ2F (x) :=

∫ ∞

x

|F ′(y)|dy, σ2F (x) ∈ L1. (5.7.8)

Then, using (5.7.7) and (5.7.4), one gets

||Ay||1 ≤
∫ ∞

x

|F ′(x+y)|dy+σ1A(x) sup
s≥x

∫ ∞

x

|F ′(s+y)|dy ≤ σ2F (2x)[1+cσ1F (2x)] ≤ cσ2F (2x), (5.7.9)

and using (5.7.6) one gets:

||Ax||1 ≤ A(x, x)σ1F (2x) + σ2F (2x) + ||Ax||1σ1F (2x),

so
||Ax||1 ≤ c[σ2F (2x) + σ1F (2x)σF (2x)]. (5.7.10)
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Let y = x in (1.5.13), then differentiate (1.5.13) with respect to x and get:

Ȧ(x, x) = −2F ′(2x) +A(x, x)F (2x)−
∫ ∞

x

Ax(x, s)F (x+ s)ds−
∫ ∞

x

A(x, s)F ′(s+ x)ds. (5.7.11)

From (5.7.4), (5.7.5), (5.7.10) and (5.7.11) one gets:

|Ȧ(x, x)| ≤ 2|F ′(2x)|+ cσ2
F (2x) + cσF (2x)[σ2F (2x) + σ1F (2x)σF (2x)] + cσF (2x)σ2F (2x). (5.7.12)

Thus,
x|Ȧ(x, x)| ∈ L1, (5.7.13)

provided that xF ′(2x) ∈ L1, xσ2
F (2x) ∈ L1, and xσF (2x)σ2F (2x) ∈ L1. Assumption (5.7.1) implies

xF ′(2x) ∈ L1. If σF (2x) ∈ L1, and σF (2x) > 0 decreases monotonically, then xσF (x) → 0 as x → ∞.
Thus xσ2

F (2x) ∈ L1, and σ2F (2x) ∈ L1 because
∫∞
0
dx
∫∞
x
|F ′(y)|dy =

∫∞
0
|F ′(y)|ydy < ∞, due to

(5.7.1). Thus, (5.7.1) implies (5.7.4), (5.7.5), (5.7.8), (5.7.9), and (5.7.12), while (5.7.12) and (1.5.13)
imply q ∈ L̃1,1 where L̃1,1 = {q : q = q,

∫∞
x0
x|q(x)|dx <∞}, and x0 ≥ 0 satisfies (5.7.3).

Let us assume now that (5.7.4), (5.7.5), (5.7.9), and (5.7.10) hold, where σF ∈ L1 and σ2F ∈ L1 are
some positive monotone decaying functions (which have nothing to do now with the function F , solving
equation (1.5.13)), and derive estimates for this function F . Let us rewrite (1.5.13) as:

F (x+ y) +
∫ ∞

x

A(x, s)F (s+ y)ds = −A(x, y), y ≥ x ≥ 0. (5.7.14)

Let x+ y = z, s+ y = v. Then,

F (z) +
∫ ∞

z

A(x, v + x− z)F (v)dv = −A(x, z − x), z ≥ 2x. (5.7.15)

From (5.7.15) one gets:

σF (2x) ≤ σA(x) + σF (2x) sup
z≥2x

∫ ∞

z

|A(x, v + x− z)|dv ≤ σA(x) + σF (2x) ||A||1.

Thus, using (5.7.5) and (5.7.3), one obtains:

σF (2x) ≤ cσA(x). (5.7.16)

Also from (5.7.15) it follows that:

σ1F (2x) := ||F ||1 :=
∫∞
2x
|F (v)|dv

≤
∫∞
2x
|A(x, z − x)|dz +

∫∞
2x

∫∞
z
|A(x, v + x− z)||F (v)|dvdz

≤ ||A||1 + ||F ||1||A||1,
so
σ1F (2x) ≤ cσ1A(x).

(5.7.17)

From (5.7.6) one gets:∫ ∞

x

|F ′(x+ y)|dy = σ2F (2x) ≤ cσA(x)σ1A(x) + ||Ax||+ c||Ax||1σ1A(x). (5.7.18)

Let us summarize the results:
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Theorem 5.7.1. If x ≥ x0 and (5.7.1) hold, then one has:

σA(x) ≤ cσF (2x), σ1A(x) ≤ cσ1F (2x), ||Ay||1 ≤ σ2F (2x)(1 + cσ1F (2x)),
||Ax||1 ≤ c[σ2F (2x) + σ1F (2x)σF (2x)]. (5.7.19)

Conversely, if x ≥ x0 and
σA(x) + σ1A(x) + ||Ax||1 + ||Ay||1 <∞, (5.7.20)

then
σF (2x) ≤ cσA(x), σ1F (2x) ≤ cσ1A(x),
σ2F (x) ≤ c[σA(x)σ1A(x) + ||Ax||1(1 + σ1A(x))]. (5.7.21)

In the next section we replace the assumption x ≥ x0 > 0 by x ≥ 0. The argument in this case is
based on the Fredholm alternative.

5.7.2 Characterization of the scattering data revisited

First, let us give necessary and sufficient conditions on S for q to be in L1,1. These conditions are known
([M], [R], [R9], Section 5.5) but we give a short new argument. We assume throughout that conditions
A), B), and C) hold. These conditions are known to be necessary for q ∈ L1,1. Indeed, conditions A)
and B) are obvious, and C) is proved in Theorem 5.7.1 and Theorem 5.7.4. Conditions A), B), and C)
are also sufficient for q ∈ L1,1. Indeed if they hold, then we prove that equation (1.5.13) has a unique
solution in L1

x for all x ≥ 0. This was proved in Theorem 5.3.1, but we give another proof.

Theorem 5.7.2. If A), B), and C) hold, then (1.5.13) has a solution in L1
x for any x ≥ 0 and this

solution is unique.

Proof. Since Fx is compact in L1
x, ∀x ≥ 0, by the Fredholm alternative it is sufficient to prove that

(I + Fx)h = 0, h ∈ L1
x, (5.7.22)

implies h = 0. Let us prove it for x = 0. The proof is similar for x > 0. If h ∈ L1, then h ∈ L∞ because
||h||∞ ≤ ||h||L1σF (0). If h ∈ L1 ∩ L∞, then h ∈ L2 because||h||2L2 ≤ ||h||L∞ ||h||L1 . Thus, if h ∈ L1 and
solves (5.7.22), then h ∈ L2 ∩ L1 ∩ L∞.

Denote h̃ =
∫∞
0
h(x)eikxdx, h ∈ L2. Then,∫ ∞

−∞
h̃2dk = 0. (5.7.23)

Since F (x) is real-valued, one can assume h real-valued. One has, using Parseval’s equation:

0 = ((I + F0)h, h) =
1
2π
||h̃||2 +

1
2π

∫ ∞

−∞
[1− S(k)]h̃2(k)dk +

J∑
j=1

sjh
2
j , hj :=

∫ ∞

0

e−kjxh(x)dx.

Thus, using (5.7.23), one gets

hj = 0, 1 ≤ j ≤ J, (h̃, h̃) = (S(k)h̃, h̃(−k)),

where we have used real-valuedness of h, i.e. h̃(−k) = h̃(k),∀k ∈ R.
Thus, (h̃, h̃) = (h̃, S(−k)h̃(−k)), where A) was used. Since ||S(−k)|| = 1, one has ||h̃||2 = |(h̃,

S(−k)h̃(−k))| ≤ ||h̃||2, so the equality sign is attained in the Cauchy inequality. Therefore, h̃(k) =
S(−k)h̃(−k).
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By condition B), the theory of Riemann problem guarantees existence and uniqueness of an analytic
in C+ := {k : Im k > 0} function f(k) := f+(k), f(ikj) = 0, ḟ(ikj) 6= 0, 1 ≤ j ≤ J, f(∞) = 1, such that

f+(k) = S(−k)f−(k), k ∈ R, (5.7.24)

and f−(k) = f(−k) is analytic in C− := {k : Imk < 0}, f−(∞) = 1 in C−, f−(−ikj) = 0, ḟ−(−ikj) 6= 0.
Here the property S(−k) = S−1(k), ∀k ∈ R is used.

One has

ψ(k) :=
h̃(k)
f(k)

=
h̃(−k)
f(−k

, k ∈ R, hj := h̃(ikj) = 0, 1 ≤ j ≤ J.

The function ψ(k) is analytic in C+ and ψ(−k) is analytic in C−, they agree on R, so ψ(k) is analytic
in C. Since f(∞) = 1 and h̃(∞) = 0, it follows that ψ ≡ 0.

Thus, h̃ = 0 and, consequently, h(x) = 0, as claimed. Theorem 5.7.2 is proved. 2

The unique solution to equation (1.5.14) satisfies the estimates given in Theorem 5.7.1. In the proof
of Theorem 5.7.1 the estimate x|Ȧ(x, x)| ∈ L1(x0,∞) was established. So, by (1.5.13), xq ∈ L1(x0,∞).

The method developed in Section 5.7.1 gives accurate information about the behavior of q near
infinity. An immediate consequence of Theorem 5.7.1 and Theorem 5.7.2 is:

Theorem 5.7.3. If A), B), and C) hold, then q, obtained by the scheme (1.5.10) belongs to L1,1(x0,∞).

Investigation of the behavior of q(x) on (0, x0) requires additional argument. Instead of using the
contraction mapping principle and inequalities, one has to use the Fredholm theorem, which says that
||(I+Fx)−1|| ≤ c for any x ≥ 0, where the operator norm is taken for Fx acting in Lpx, p = 1 and p = ∞,
and the constant c does not depend on x ≥ 0.

Such an analysis yields:

Theorem 5.7.4. If and only if A), B), and C) hold, then q ∈ L1,1.

Proof. It is sufficient to check that Theorem 5.7.1 holds with x ≥ 0 replacing x ≥ x0. To get (5.7.4)
with x0 = 0, one uses (1.5.14) and the estimate:

||A(x, y)|| ≤ ||(I + Fx)−1||||F (x+ y)|| ≤ cσF (2x), || · || = sup
y≥x

| · |, x ≥ 0, (5.7.25)

where the constant c > 0 does not depend on x. Similarly:

||A(x, y)||1 ≤ c sup
s≥x

∫ ∞

x

|F (s+ y)|dy ≤ cσ1F (2x), x ≥ 0. (5.7.26)

From (5.7.6) one gets:

||Ax(x, y)||1 ≤ c[||F ′(x+ y)||1 +A(x, x)||F (x+ y)||1]
≤ cσ2F (2x) + cσF (2x)σ1F (2x), x ≥ 0. (5.7.27)

From (5.7.7) one gets:

||Ay(x, y)||1 ≤ c[σ2F (2x) + σ1F (2x)σ2F (2x)] ≤ σ2F (2x). (5.7.28)

Similarly, from (5.7.11) and (5.7.24) – (5.7.27) one gets (5.7.12). Then one checks (5.7.13) as in the proof
of Theorem 5.7.1. Consequently Theorem 5.7.1 holds with x0 = 0. Theorem 5.7.4 is proved. 2
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5.7.3 Compactly supported potentials

In this Section necessary and sufficient conditions are given for q ∈ La1,1 := {q : q = q, q = 0 if x >

a,
∫ a
0
x|q|dx <∞}. Recall that the Jost solution is:

f(x, k) = eikx +
∫ ∞

x

A(x, y)eikydy, f(0, k) := f(k). (5.7.29)

Lemma 5.7.5. If q ∈ La1,1, then f(x, k) = eikx for x > a, A(x, y) = 0 for y ≥ x ≥ a, F (x+ y) = 0 for
y ≥ x ≥ a (cf (1.5.13)), and F (x) = 0 for x ≥ 2a.

Thus, (1.5.13) with x = 0 yields A(0, y) := A(y) = 0 for x ≥ 2a. The Jost function

f(k) = 1 +
∫ 2a

0

A(y)eikydy, A(y) ∈W 1,1(0, a), (5.7.30)

is an entire function of exponential type ≤ 2a, that is, |f(k)| ≤ ce2a|k|, k ∈ C, and S(k) = f(−k)/f(k)
is a meromorphic function in C. In (5.7.30) W l,p is the Sobolev space, and the inclusion (5.7.30) follows
from Theorem 5.7.1.

Let us formulate the assumption D):
D) the Jost function f(k) is an entire function of exponential type ≤ 2a.

Theorem 5.7.6. Assume A), B), C) and D). Then q ∈ La1,1. Conversely, if q ∈ La1,1, then A),B), C)
and D) hold.

Necessity. If q ∈ L1,1, then A), B) and C) hold by Theorem 5.7.4, and D) is proved in Lemma 5.7.5.
The necessity is proved.
Sufficiency. If A), B) and C) hold, then q ∈ L1,1. One has to prove that q = 0 for x > a. If D) holds,
then from the proof of Lemma 5.7.5 it follows that A(y) = 0 for y ≥ 2a.
We claim that F (x) = 0 for x ≥ 2a.

If this is proved, then (1.5.13) yields A(x, y) = 0 for y ≥ x ≥ a, and so q = 0 for x > a by (1.5.13).
Let us prove the claim.
Take x > 2a in (1.5.12). The function 1 − S(k) is analytic in C+ except for J simple poles at the

points ikj . If x > 2a then one can use the Jordan lemma and the residue theorem and get:

Fs(x) =
1
2π

∫ ∞

−∞
[1− S(k)]eikxdk = −i

J∑
j=1

f(−ikj)
ḟ(ikj)

e−kjx, x > 2a. (5.7.31)

Since f(k) is entire, the Wronskian formula

f ′(0, k)f(−k)− f ′(0,−k)f(k) = 2ik

is valid on C, and at k = ikj it yields:

f ′(0, ikj)f(−ikj) = −2kj ,

because f(ikj) = 0. This and (5.7.31) yield

Fs(x) =
J∑
j=1

2ikj
f ′(0, ikj)ḟ(ikj)

e−kjx = −
J∑
j=1

sje
−kjx = −Fd(x), x > 2a.

Thus, F (x) = Fs(x) + Fd(x) = 0 for x > 2a. The sufficiency is proved.
Theorem 5.7.6 is proved. 2

In [M] a condition on S, which guarantees that q = 0 for x > a, is given under the assumption that
there is no discrete spectrum, that is F = Fs.
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5.7.4 Square integrable potentials

Let us introduce conditions (5.7.32) – (5.7.34)

2ik[f(k)− 1 +
Q

2ik
] ∈ L2(R) := L2, Q :=

∫ ∞

0

qds, (5.7.32)

k[1− S(k) +
Q

ik
] ∈ L2, (5.7.33)

k[|f(k)|2 − 1] ∈ L2. (5.7.34)

Theorem 5.7.7. If A), B), C), and any one of the conditions (5.7.32) – (5.7.34) hold, then q ∈ L2(R).

Proof. We refer to [R] for the proof. 2
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Chapter 6

Inverse scattering problem with
fixed-energy phase shifts as the data

6.1 Introduction

In Subsection 5.1.3 the scattering problem for spherically symmetric q was formulated, see (5.1.15) –
(5.1.17). The δ` are the fixed-energy (k = const > 0) phase shifts. Define

Lrϕ :=
[
r2
∂2

∂r2
+ r2 − r2q(r)

]
ϕ := L0rϕ− r2q(r)ϕ, (6.1.1)

where ϕ = ϕ`(r) is a regular solution to

Lrϕ` = `(`+ 1)ϕ`, (6.1.2)

such that
ϕ` = u` +

∫ r

0

K(r, ρ)u`(ρ)ρ−2dρ, K(r, 0) = 0, (6.1.3)

and ul =
√

πr
2 J`+ 1

2
(r), J`(r) is the Bessel function. In (6.1.3) K(r, ρ) is the transformation kernel, I+K

is the transformation operator. In (6.1.2) we assume that k = 1 without loss of generality. The ϕ` is
uniquely defined by its behavior near the origin:

ϕ`(r) =
r`+1

(2`+ 1)!!
+ o(r`+1), r → 0. (6.1.4)

For u` we will use the known formula ([GR, 8.411.8]):

γ`u` := 2`Γ(`+ 1)u`(r) = r`+1

∫ 1

−1

(1− t2)`eirtdt, (6.1.5)

where Γ(z) is the gamma-function.
The inverse scattering problem with fixed-energy phase shifts {δ`}`=0,1,2... as the data consists of

finding q(r) from these data. We assume throughout this chapter that q(r) is a real-valued function,
q(r) = 0 for r > a, ∫ a

0

r2|q(r)|2dr <∞. (6.1.6)

Conditions (6.1.6) imply that q ∈ L2(Ba), Ba := {x : x ∈ R3, |x| ≤ a}.
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In the literature there are books [CS] and [N] where the so called Newton-Sabatier (NS) theory is
presented, and many papers were published on this theory, which attempts to solve the above inverse
scattering problem with fixed-energy phase shifts as the data. In Section 6.4 it is proved that the NS
theory is fundamentally wrong and is not an inversion method. The main results of this Chapter are
Theorems 6.2.2, 6.3.1, 6.5.1, and the proof of the fact that the Newton-Sabatier theory is fundamentally
wrong in the sense that its foundations are wrong.

6.2 Existence and uniqueness of the transformation operators
independent of angular momentum

The existence and uniqueness of K(r, ρ) in (6.1.3) we prove by deriving a Goursat problem for it, and
investigating this problem. Substitute (6.1.3) into (6.1.2), drop index ` for notational simplicity and get

0 = −r2q(r)u+ (r2 − r2q(r))
∫ r

0

K(r, ρ)uρ−2dρ

−
∫ r

0

K(r, ρ)ρ−2L0ρudρ+ r2∂2
r

∫ r

0

K(r, ρ)uρ−2dρ. (6.2.1)

We assume first that K(r, ρ) is twice continuously differentiable with respect to its variables in
the region 0 < r < ∞, 0 < ρ ≤ r. This assumption requires extra smoothness of q(r), q(r) ∈
C1(0, a). If q(r) satisfies condition ((6.1.6)), then equation (6.2.7) below has to be understood in the
sense of distributions. Eventually we will work with an integral equation (6.2.34) (see below) for which
assumption ((6.1.6)) suffices.

Note that ∫ r

0

K(r, ρ)ρ−2L0ρudρ =
∫ r

0

L0ρK(r, ρ)uρ−2dρ+K(r, r)ur −Kρ(r, r)u, (6.2.2)

provided that
K(r, 0) = 0. (6.2.3)

We assume (6.2.3) to be valid. Denote

K̇ :=
dK(r, r)
dr

. (6.2.4)

Then

r2∂2
r

∫ r

0

K(r, ρ)uρ−2dρ = K̇u+K(r, r)ur −
2
r
K(r, r)u+

Kr(r, r)u+ r2
∫ r

0

Krr(r, ρ)uρ−2dρ. (6.2.5)

Combining (6.2.1) – (6.2.5) and writing again u` in place of u, one gets

0 =
∫ r

0

[LrK(r, ρ)− L0ρK(r, ρ)]u`(ρ)ρ−2dρ+ u`(r)[−r2q(r) + K̇−

2Kr(r, r)
r

+Kr(r, r) +Kρ(r, r)], ∀r > 0, ` = 0, 1, 2, .... (6.2.6)

Let us prove that (6.2.6) implies:

LrK(r, ρ) = L0ρK(r, ρ), 0 < ρ ≤ r, (6.2.7)
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q(r) =
2K̇
r2

− 2K(r, r)
r

=
2
r

d

dr

K(r, r)
r

. (6.2.8)

This proof requires a lemma.

Lemma 6.2.1. Assume that ρf(ρ) ∈ L1(0, r) and ρA(ρ) ∈ L1(0, r). If

0 =
∫ r

0

f(ρ)u`(ρ)dρ+ u`(r)A(r) ∀` = 0, 1, 2, ..., (6.2.9)

then
f(ρ) ≡ 0 and A(r) = 0. (6.2.10)

Proof. Equations (6.2.9) and (6.1.5) imply:

0 =
∫ 1

−1

dt(1− t2)`
(
d

idt

)` ∫ r

0

dρρf(ρ)eiρt+

rA(r)
∫ 1

−1

(1− t2)`
(
d

idt

)`
eirtdt.

Therefore

0 =
∫ 1

−1

dt
d`(t2 − 1)`

dt`
[
∫ r

0

dρρf(ρ)eiρt + rA(r)eirt], l = 0, 1, 2, . . . (6.2.11)

Recall that the Legendre polynomials are defined by the formula

P`(t) =
1

2``!
d`

dt`
(t2 − 1)`, (6.2.12)

and they form a complete system in L2(−1, 1).
Therefore (6.2.11) implies∫ r

0

dρρf(ρ)eiρt + rA(r)eirt = 0 ∀t ∈ [−1, 1]. (6.2.13)

Equation (6.2.13) implies ∫ r

0

dρρf(ρ)eiρt = 0, ∀t ∈ [−1, 1], (6.2.14)

and
rA(r) = 0. (6.2.15)

Therefore A(r) = 0. Also f(ρ) = 0 because the left-hand side of (6.2.14) is an entire function of t, which
vanishes on the interval [−1, 1] and, consequently, it vanishes identically, so that ρf(ρ) = 0 and therefore
f(ρ) ≡ 0.

Lemma 6.2.1 is proved. 2

We prove that the problem (6.2.7), (6.2.8), (6.2.3), which is a Goursat-type problem, has a solution
and this solution is unique in the class of functions K(r, ρ), which are twice continuously differentiable
with respect to ρ and r, 0 < r <∞, 0 < ρ ≤ r.

In this section we assume that q(r) ∈ C1(0, a). This assumption implies that K(r, ρ) is twice
continuously differentiable. If (6.1.6) holds, then the arguments in this section which deal with integral
equation (6.2.34) remain valid. Specifically, existence and uniqueness of the solution to equation (6.2.34)
is proved under the only assumption

∫ a
0
r|q(r)|dr <∞ as far as the smoothness of q(r) is concerned.

By a limiting argument one can reduce the smoothness requirements on q to the condition (6.1.6),
but in this case equation (6.2.7) has to be understood in distributional sense.
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Let us rewrite the problem we want to study:

r2Krr − ρ2Kρρ + [r2 − r2q(r)− ρ2]K(r, ρ) = 0, 0 < ρ ≤ r, (6.2.16)

K(r, r) =
r

2

∫ r

0

sq(s)ds := g(r), (6.2.17)

K(r, 0) = 0. (6.2.18)

The difficulty in the study of this Goursat-type problem comes from the fact that the coefficients in front
of the second derivatives of the kernel K(r, ρ) are variable.

Let us reduce problem (6.2.16) – (6.2.18) to the one with constant coefficients. To do this, introduce
the new variables:

ξ = ln r + ln ρ, η = ln r − ln ρ. (6.2.19)

Note that
r = e

ξ+η
2 , ρ = e

ξ−η
2 , (6.2.20)

η ≥ 0, −∞ < ξ <∞, (6.2.21)

and
∂r =

1
r
(∂ξ + ∂η), ∂ρ =

1
ρ
(∂ξ − ∂η). (6.2.22)

Let
K(r, ρ) := B(ξ, η).

A routine calculation transforms equations (6.2.16) – (6.2.18) to the following ones:

Bξη(ξ, η)−
1
2
Bη(ξ, η) +Q(ξ, η)B = 0, η ≥ 0, −∞ < ξ <∞, (6.2.23)

B(ξ, 0) = g
(
e

ξ
2

)
:= G(ξ), −∞ < ξ <∞ (6.2.24)

B(−∞, η) = 0, η ≥ 0, (6.2.25)

where g(r) is defined in (6.2.17).
Here we have defined

Q(ξ, η) :=
1
4

[
eξ+η − eξ+ηq

(
e

ξ+η
2

)
− eξ−η

]
, (6.2.26)

and took into account that ρ = r implies η = 0, while ρ = 0 implies, for any fixed η ≥ 0, that ξ = −∞.
Note that

sup
−∞<ξ<∞

e−
ξ
2G(ξ) < c, (6.2.27)

sup
0≤η≤B

∫ A

−∞
|Q(s, η)|ds ≤ c(A,B), (6.2.28)

for any A ∈ R and B > 0, where c(A,B) > 0 is a constant.
To get rid of the second term on the left-hand side of (6.2.23), let us introduce the new kernel L(ξ, η)

by the formula:
L(ξ, η) := B(ξ, η)e−

ξ
2 . (6.2.29)

Then (6.2.23)– (6.2.25) can be written as:

Lηξ(ξ, η) +Q(ξ, η)L(ξ, η) = 0, η ≥ 0, −∞ < ξ <∞, (6.2.30)

L(ξ, 0) = e−
ξ
2G(ξ) := b(ξ) :=

1
2

∫ e
ξ
2

0

sq(s)ds, −∞ < ξ <∞, (6.2.31)
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L(−∞, η) = 0, η ≥ 0. (6.2.32)

We want to prove existence and uniqueness of the solution to (6.2.30) – (6.2.32). In order to choose a
convenient Banach space in which to work, let us transform problem (6.2.30) – (6.2.32) to an equivalent
Volterra-type integral equation.

Integrate (6.2.30) with respect to η from 0 to η and use (6.2.31) to get

Lξ(ξ, η)− b′(ξ) +
∫ η

0

Q(ξ, t)L(ξ, t)dt = 0. (6.2.33)

Integrate (6.2.33) with respect to ξ from −∞ to ξ and use (6.2.33) to get

L(ξ, η) = −
∫ ξ

−∞
ds

∫ η

0

dtQ(s, t)L(s, t) + b(ξ) := V L+ b, (6.2.34)

where

V L := −
∫ ξ

−∞
ds

∫ η

0

dtQ(s, t)L(s, t). (6.2.35)

Consider the space X of continuous functions L(ξ, η), defined in the half-plane η ≥ 0, −∞ < ξ < ∞,
such that for any B > 0 and any −∞ < A <∞ one has

‖L‖ := ‖L‖AB := sup
−∞<s≤A
0≤t≤B

(
e−γt|L(s, t)|

)
<∞, (6.2.36)

where γ > 0 is a number which will be chosen later so that the operator V in (6.2.34) will be a contraction
mapping on the Banach space of functions with norm (6.2.36) for a fixed pair A,B. To choose γ > 0,
let us estimate the norm of V . One has:

‖V L‖ ≤ sup
−∞<ξ≤A,0≤η≤B

(∫ ξ

−∞
ds

∫ η

0

dt|Q(s, t)|e−γ(η−t)e−γt|L(s, t)|

)

≤ ‖L‖ sup
−∞<ξ≤A,0≤η≤B

∫ ξ

−∞
ds

∫ η

0

dt
(
2es+t + es+t|q

(
e

s+t
2

)
|
)
e−γ(η−t) ≤ c

γ
‖L‖, (6.2.37)

where c > 0 is a constant depending on A,B and
∫ a
0
r|q(r)|dr. Indeed, one has:

2
∫ A

−∞
ds

∫ η

0

dtes+t−γ(η−t) = 2eA
∫ η

0

dtet−γ(η−t)dt ≤ 2eA+B 1− e−γB

γ
=
c1
γ
, (6.2.38)

and, using the substitution σ = e
s+t
2 , one gets:∫ A

−∞
ds

∫ η

0

dtes+t|q(e
s+t
2 )|e−γ(η−t) =

=
∫ η

0

dte−γ(η−t)
∫ A

−∞
dses+t|q

(
e

s+t
2

)
| =

= 2
∫ η

0

dte−γ(η−t)
∫ e

A+t
2

0

dσσ|q(σ)| =

=
2(1− e−γB)

γ

∫ a

0

dσσ|q(σ)| := c2
γ
. (6.2.39)

From these estimates inequality (6.2.38) follows.
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It follows from (6.2.38) that V is a contraction mapping in the space XAB of continuous functions
in the region −∞ < ξ ≤ A, 0 ≤ η ≤ B, with the norm (6.2.36) provided that

γ > c. (6.2.40)

Therefore equation (6.2.34) has a unique solution L(ξ, η) in the region

−∞ < ξ < A, 0 ≤ η ≤ B (6.2.41)

for any real A and B > 0 if (6.2.40) holds. This means that the above solution is defined for any ξ ∈ R
and any η ≥ 0.

Equation (6.2.34) is equivalent to problem (6.2.30) – (6.2.32) and, by (6.2.29), one has:

B(ξ, η) = L(ξ, η)e
ξ
2 . (6.2.42)

Therefore we have proved the existence and uniqueness of B(ξ, η), that is, of the kernel K(r, ρ) = B(ξ, η)
of the transformation operator (6.1.3). Recall that r and ρ are related to ξ and η by formulas (6.2.20).

Let us formulate the result:

Theorem 6.2.2. The kernel K(r, ρ) of the transformation operator (6.1.3) solves problem (6.2.16)
– (6.2.18). The solution to this problem does exist and is unique in the class of twice continuously
differentiable functions for any potential q(r) ∈ C1(0, a). If q(r) ∈ L∞(0, a), then K(r, ρ) has first
derivatives which are bounded and equation (6.2.16) has to be understood in the sense of distributions.
The following estimate holds for any r > 0:∫ r

0

|K(r, ρ)|ρ−1dρ <∞. (6.2.43)

Proof of Theorem 6.2.2. We have already proved all the assertions of Theorem 6.2.2 except for the
estimate (6.2.43). Let us prove this estimate.

Note that ∫ r

0

|K(r, ρ)|ρ−1dρ = r

∫ ∞

0

|L(2 ln r − η, η)|e−
η
2 dη <∞ (6.2.44)

Indeed, if r > 0 is fixed, then, by (6.2.20), ξ + η = 2 ln r = const. Therefore dξ = −dη, and ρ−1dρ =
1
2 (dξ − dη) = −dη, ξ = 2 ln r − η. Thus:∫ r

0

|K(r, ρ)|ρ−1dρ =
∫ ∞

0

|L(2 ln r − η, η)|e
2 ln r−η

2 dη = r

∫ ∞

0

|L(2 ln r − η, η)|e−
η
2 dη. (6.2.45)

The following estimate holds:

|L(ξ, η)| ≤ ce(2+ε1)[ηµ1(ξ+η)]
1
2 +ε2

, (6.2.46)

where εj > 0, j = 1, 2, are arbitrarily small numbers and µ1 is defined in formula (6.2.52) below, see
also formula (6.2.49) for the definition of µ.

Estimate (6.2.46) is proved below, in Theorem 6.2.2.
From (6.2.45) and estimate (6.2.56) (see below) estimate (6.2.43) follows. Indeed, denote by I the

integral on the right-hand side of (6.2.45). Then, by (6.2.56) one gets:

I ≤ 2 + 2
∞∑
1

[2µ1(2 log r)]n

n!
= 2 exp[2µ1(2 log r)] <∞. (6.2.47)

Theorem 6.2.2 is proved. 2

Theorem 6.2.3. Estimate (6.2.46) holds.
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Proof of Theorem 6.2.3. From (6.2.34) one gets:

m(ξ, η) ≤ c0 + (Wm)(ξ, η), m(ξ, η) := |L(ξ, η)|, (6.2.48)

where c0 = sup−∞<ξ<∞ |b(ξ)| ≤ 1
2

∫ a
0
s|q(s)|ds (see (6.2.31)), and

Wm :=
∫ ξ

−∞
ds

∫ η

0

dtµ(s+ t)m(s, t), µ(s) :=
1
2
es
(
1 + |q(e s

2 )|
)
. (6.2.49)

It is sufficient to consider inequality (6.2.48) with c0 = 1: if c0 = 1 and the solution m0(ξ, η) to (6.2.48)
satisfies (6.2.46) with c = c1, then the solution m(ξ, η) of (6.2.48) with any c0 > 0 satisfies (6.2.46) with
c = c0c1.

Therefore, assume that c0 = 1, then (6.2.48) reduces to:

m(ξ, η) ≤ 1 + (Wm)(ξ, η). (6.2.50)

Inequality (6.2.46) follows from (6.2.50) by iterations. Let us give the details.
Note that

W1 =
∫ ξ

−∞
ds

∫ η

0

dtµ(s+ t) =
∫ η

0

dt

∫ ξ

−∞
dsµ(s+ t) =

∫ η

0

dtµ1(ξ + t) ≤ ηµ1(ξ + η). (6.2.51)

Here we have used the notation

µ1(ξ) =
∫ ξ

−∞
µ(s)ds, (6.2.52)

and the fact that µ1(s) is a monotonically increasing function, since µ(s) > 0. Note also that µ1(s) <∞
for any s, −∞ < s <∞.

Furthermore,

W 21 ≤
∫ ξ

−∞
ds

∫ η

0

dtµ(s+ t)tµ1(s+ t) ≤
∫ η

0

dtt

∫ ξ

−∞
dsµ(s+ t)µ1(s+ t) =

η2

2!
µ2

1(ξ + η)
2!

. (6.2.53)

Let us prove by induction that

Wn1 ≤ ηn

n!
µn1 (ξ + η)

n!
. (6.2.54)

For n = 1 and n = 2 we have checked (6.2.54). Suppose (6.2.54) holds for some n, then

Wn+11 ≤W

(
ηn

n!
µn1 (ξ + η)

n!

)
=
∫ η

0

dt
tn

n!

∫ ξ

−∞
dsµ(s+ t)

µn1 (s+ t)
n!

≤ ηn+1

(n+ 1)!
µn+1

1 (ξ + η)
(n+ 1)!

. (6.2.55)

By induction, estimate (6.2.53) is proved for all n = 1, 2, 3, .... Therefore (6.2.50) implies

m(ξ, η) ≤ 1 +
∞∑
n=1

ηn

n!
µn1 (ξ + η)

n!
≤ ce(2+ε1)[ηµ1(η+ξ)]

1
2 +ε2

, (6.2.56)

where we have used Theorem 2 from [Lev, section 1.2], namely the order of the entire function F (z) :=
1 +

∑∞
n=1

zn

(n!)2 is 1
2 and its type is 2. The constant c > 0 in (6.2.46) depends on εj , j = 1, 2.

Recall that the order of an entire function F (z) is the number ρ := lim supr→∞
ln lnMF (r)

ln r , where
MF (r) := max|z|=r|F (z)|. The type of F (z) is the number σ := lim supr→∞

lnMF (r)
rρ . It is known [Lev],

that if F (z) =
∑∞
n=0 cnz

n is an entire function, then its order ρ and type σ can be calculated by the
formulas:

ρ = lim sup
n→∞

n lnn

ln 1
|cn|

, σ =
lim supn→∞(n|cn|

ρ
n )

eρ
. (6.2.57)

If cn = 1
(n!)2 , then the above formulas yield ρ = 1

2 and σ = 2. Theorem 6.2.3 is proved. 2
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6.3 Uniqueness theorem.

Denote by L any fixed subset of the set N of integers {0, 1, 2, . . . } with the property:∑
`∈L
` 6=0

1
`

= ∞ (6.3.1)

Theorem 6.3.1. ([R10]) Assume that q satisfies (6.1.6) and (6.3.1) holds. Then the data {δ`}∀`∈L
determine q uniquely.

The idea of the proof is based on property C-type argument.
Step 1: If q1 and q2 generate the same data {δ`}∀`∈L, then the following orthogonality relation holds

for p := q1 − q2:

h(`) :=
∫ a

0

p(r)φ1`(r)φ2`(r)dr = 0 ∀` ∈ L, (6.3.2)

where φj` is the scattering solution corresponding to qj , j = 1, 2.
Step 2: Define h1(`) := 22`[Γ(` + 1)]2h(`), where Γ is the Gamma-function. Check that h1(`) is

holomorphic in Π+ := {` : Re` > 0}, ` = σ + iτ, σ ≥ 0, and τ are real numbers, h1(`) ∈ N (where
N is the Nevanlinna class in Π+), that is

sup
0<r<1

∫ π

−π
log+ |h1(

1− reiϕ

1 + reiϕ
)|dϕ <∞,

where log+ x =

{
log x if log x > 0,

0 if log x ≤ 0.
If h1 ∈ N vanishes ∀` ∈ L, then h1 = 0 in Π+, and, by property

Cϕ, p(r) = 0. Theorem 6.3.1 is proved. 2

6.4 Why is the Newton-Sabatier (NS) procedure fundamentally
wrong?

The NS procedure is described in [N] and [CS]. A vast bibliography of this topic is given in [CS] and
[N].

Below two cases are discussed. The first case deals with the inverse scattering problem with fixed-
energy phase shifts as the data. This problem is understood as follows: an unknown spherically symmet-
ric potential q from an a priori fixed class, say L1,1, a standard scattering class, generates fixed-energy
phase shifts δl, l = 0, 1, 2, . . . ,. The inverse scattering problem consists of recovery of q from these data.

The second case deals with a different problem: given some numbers δl, l = 0, 1, 2, . . . ,, which are
assumed to be fixed-energy phase shifts of some potential q, from a class not specified, find some potential
q1, which generates fixed-energy phase shifts equal to δl, l = 0, 1, 2, . . . ,. This potential q1 may have no
physical interest because of its non-physical” behavior at infinity or other undesirable properties.

We first discuss NS procedure assuming that it is intended to solve the inverse scattering problem in
case 1. Then we discuss NS procedure assuming that it is intended to solve the problem in case 2.
Discussion of case 1:

In [N2] and [N] a procedure was proposed by R. Newton for inverting fixed-energy phase shifts
δl, l = 0, 1, 2, . . . , corresponding to an unknown spherically symmetric potential q(r). R. Newton did not
specify the class of potentials for which he tried to develop an inversion theory and did not formulate
and proved any results which would justify the inversion procedure he proposed (NS procedure). His
arguments are based on the following claim, which is implicit in his works, but crucial for the validity
of NS procedure:
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Claim N1: The basic integral equation.

K(r, s) = f(r, s)−
∫ r

0

K(r, t)f(t, s)
dt

t2
, 0 ≤ s ≤ r <∞, (6.4.1)

is uniquely solvable for all r > 0.

Here

f(r, s) :=
∞∑
l=0

clul(r)ul(s), ul :=
√
πr

2
Jl+ 1

2
(r), (6.4.2)

cl are real numbers, the energy k2 is fixed: k = 1 is taken without loss of generality, Jl+ 1
2
(r) are the

Bessel functions. If equation (6.4.1) is uniquely solvable for all r > 0, then the potential q1, that NS
procedure yields, is defined by the formula:

q1(r) = −2
r

d

dr

K(r, r)
r

. (6.4.3)

The R. Newton’s ansatz (6.4.1) - (6.4.2) for the transformation kernel K(r, s) of the Schroedinger oper-
ator, corresponding to some q(r), namely, that K(r, s) is the unique solution to (6.4.1) - (6.4.2), is not
correct for a generic potential, as follows from our argument below (see the justification of Conclusions).

If for some r > 0 equation (6.4.1) is not uniquely solvable, then NS procedure breaks down: it leads
to locally non-integrable potentials for which the scattering theory is, in general, not available (see [R9]
for a proof of the above statement) .

In the original paper [N2] and in his book [N] R. Newton did not study the question, fundamental
for any inversion theory: does the reconstructed potential q1 generate the data from which it was
reconstructed?

In [CS, p. 205], there are two claims:
Claim i) that q1(r) generates the original shifts {δl} ”provided that {δl} are not ”exceptional””, and
Claim ii) that NS procedure ”yields one (only one) potential which decays faster than r−

3
2 ” and

generates the original phase shifts {δl}.
If one considers NS procedure as a solution to inverse scattering problem of finding an unknown

potential q from a certain class, for example q(r) ∈ L1,1 := {q : q = q,
∫∞
0
r|q(r)|dr < ∞}, from

the fixed-energy phase shifts, generated by this q, then the proof, given in [CS], of Claim i) is not
convincing: it is not clear why the potential q1, obtained by NS procedure, has the transformation
operator generated by the potential corresponding to the original data, that is, to the given fixed-energy
phase shifts. In fact, as follows from Proposition 6.4.1 below, the potential q1 cannot generate the kernel
K(r, s) of the transformation operator corresponding to a generic original potential q(r) ∈ L1,1 := {q :
q = q,

∫∞
0
r|q(r)|dr <∞}.

Claim ii) is incorrect because the original generic potential q(r) ∈ L1,1 generates the phase shifts {δl},
and if q1(r), the potential obtained by NS procedure and therefore not equal to q(r) by Proposition 6.4.1
generates the same phase shifts {δl}, then one has two different potentials q(r) and q1(r), which both
decay faster than r−

3
2 and both generate the original phase shifts {δl}, contrary to Claim ii).

Our aim is to formulate and justify the following
Conclusions: Claim N1 and ansatz (6.4.1) - (6.4.2) are not proved by R. Newton and, in general, are

wrong. Moreover, one cannot approximate with a prescribed accuracy in the norm ||q|| : =
∫∞
0
r|q(r)|dr

a generic potential q(r) ∈ L1,1 by the potentials which might possibly be obtained by the NS procedure.
Therefore NS procedure cannot be justified even as an approximate inversion procedure. The NS procedure
is fundamentally wrong in the sense that its foundations are wrong.

Let us justify these conclusions:

Claim N1 formulated above and basic for NS procedure, is wrong, in general, for the following reason:
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Given fixed-energy phase shifts, corresponding to a generic potential q ∈ L1,1, one either cannot
carry through NS procedure because:

a) the system (12.2.5a) in [CS], which should determine numbers cl in formula (6.4.2), given the
phase shifts δl, may be not solvable, or

b) if the above system is solvable, equation (6.4.1) may be not (uniquely) solvable for some r > 0,
and in this case NS procedure breaks down since it yields a potential which is not locally integrable (see
[R9] for a proof).

If equation (6.4.1) is solvable for all r > 0 and yields a potential q1 by formula (6.4.3), then this
potential is not equal to the original generic potential q ∈ L1,1, as follows from Proposition 6.4.1 which
is proved in [R9] (see also [ARS]):

Proposition 6.4.1. If equation (6.4.1) is solvable for all r > 0 and yields a potential q1 by formula
(6.4.3), then this q1 is a restriction to (0,∞) of a function analytic in a neighborhood of (0,∞).

Since a generic potential q ∈ L1,1 is not a restriction to (0,∞) of an analytic function, one concludes
that even if equation (6.4.1) is solvable for all r > 0, the potential q1, defined by formula (6.4.3), is not
equal to the original generic potential q ∈ L1,1 and therefore the inverse scattering problem of finding
an unknown q ∈ L1,1 from its fixed-energy phase shifts is not solved by NS procedure.

The ansatz (6.4.1) - (6.4.2) for the transformation kernel is, in general, incorrect, as follows also from
Proposition 6.4.1

Indeed, if the ansatz (6.4.1) - (6.4.2) would be true and formula (6.4.3) would yield the original
generic q, that is q1 = q, this would contradict Proposition 6.4.1 If formula (6.4.3) would yield a q1
which is different from the original generic q, then NS procedure does not solve the inverse scattering
problem formulated above. Note also that it is proved in [R10] that independent of the angular momenta
l transformation operator, corresponding to a generic q ∈ L1,1 does exist, is unique, and is defined by a
kernel K(r, s) which cannot have representation (6.4.2), since it yields by the formula similar to (6.4.3)
the original generic potential q, which is not a restriction of an analytic in a neighborhood of (0,∞)
function to (0,∞).

The conclusion, concerning impossibility of approximation of a generic q ∈ L1,1 by potentials q1, which
can possibly be obtained by NS procedure, is proved in Claim 6.4.3 section 2, see proof of Claim 6.4.3
there.

Thus, our conclusions are justified. 2

Let us give some additional comments concerning NS procedure.
Uniqueness of the solution to the inverse problem in case 1 was first proved by A. G. Ramm in 1987

(see [R7]) for a class of compactly supported potentials, while R. Newton’s procedure was published in
[N2], when no uniqueness results for this inverse problem were known. It is still an open problem if for
the standard in scattering theory class of L1,1 potentials the uniqueness theorem for the solution of the
above inverse scattering problem holds.

We discuss the inverse scattering problem with fixed-energy phase shifts (as the data) for potentials
q ∈ L1,1, because only for this class of potentials a general theorem of existence and uniqueness of
the transformation operators, independent of the angular momenta l, has been proved, see [R10]. In
[N2], [N], and in [CS] this result was not formulated and proved, and it was not clear for what class
of potentials the transformation operators, independent of l, do exist. For slowly decaying potentials
the existence of the transformation operators, independent of l, is not established, in general, and the
potentials, discussed in [CS] and [N] in connection with NS procedure, are slowly decaying.

Starting with [N2], [N], and [CS] Claim N1 was not proved or the proofs given (see [CT]) were
incorrect (see [R11]). This equation is uniquely solvable for sufficiently small r > 0, but, in general,
it may be not solvable for some r > 0, and if it is solvable for all r > 0, then it yields by formula
(6.4.3) a potential q1, which is not equal to the original generic potential q ∈ L1,1, as follows from
Proposition 6.4.1

Existence of ”transparent” potentials is often cited in the literature. A ”transparent” potential is a
potential which is not equal to zero identically, but generates the fixed-energy shifts which are all equal
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to zero.
In [CS, p. 207], there is a remark concerning the existence of ”transparent” potentials. This remark

is not justified because it is not proved that for the values cl, used in [CS, p. 207], equation (6.4.1) is
solvable for all r > 0. If it is not solvable even for one r > 0, then NS procedure breaks down and the
existence of transparent potentials is not established.

In the proof, given for the existence of the ”transparent” potentials in [CS, p. 197], formula (12.3.5),
is used. This formula involves a certain infinite matrix M . It is claimed in [CS, p. 197], that this matrix
M has the property MM = I, where I is the unit matrix, and on [CS, p. 198], formula (12.3.10), it is
claimed that a vector v 6= 0 exists such that Mv = 0. However, then MMv = 0 and at the same time
MMv = v 6= 0, which is a contradiction. The difficulties come from the claims about infinite matrices,
which are not formulated clearly: it is not clear in what space M , as an operator, acts, what is the
domain of definition of M , and on what set of vectors formula (12.3.5) in [CS] holds.

The construction of the ”transparent” potential in [CS] is based on the following logic: take all the
fixed-energy shifts equal to zero and find the corresponding cl from the infinite linear algebraic system
(12.2.7) in [CS]; then construct the kernel f(r, s) by formula (6.4.2) and solve equation (6.4.1) for all
r > 0; finally construct the ”transparent” potential by formula (6.4.3). As was noted above, it is not
proved that equation (6.4.1) with the constructed above kernel f(r, s) is solvable for all r > 0. Therefore
the existence of the ”transparent” potentials is not established.

The physicists have been using NS procedure without questioning its validity for several decades.
Apparently the physicists still believe that NS procedure is “an analog of the Gel’fand-Levitan method”
for inverse scattering problem with fixed-energy phase shifts as the data. In fact, the NS procedure is
not a valid inversion method. Since modifications of NS procedure are still used by some physicists, who
believe that this procedure is an inversion theory, the author pointed out some questions concerning this
procedure in [ARS] and [R9] and wrote this paper.

This concludes the discussion of case 1. 2

Discussion of case 2:

Suppose now that one wants just to construct a potential q1, which generates the phase shifts corre-
sponding to some q.

This problem is actually not an inverse scattering problem because one does not recover an original
potential from the scattering data, but rather wants to construct some potential which generates these
data and may have no physical meaning. Therefore this problem is much less interesting practically
than the inverse scattering problem.

However, NS procedure does not solve this problem either: there is no guarantee that this procedure
is applicable, that is, that the steps a) and b), described in the justification of the conclusions, can be
done, in particular, that equation (6.4.1) is uniquely solvable for all r > 0.

If these steps can be done, then one needs to check that the potential q1, obtained by formula (6.4.3),
generates the original phase shifts. This was not done in [N2] and [N].

This concludes the discussion of case 2. 2

The rest of the Section contains formulation and proof of Remark 6.4.2 and Claim 6.4.3.
It was mentioned in [N3] that if Q :=

∫∞
0
rq(r)dr 6= 0, then the numbers cl in formula (6.4.2) cannot

satisfy the condition
∑∞

0 |cl| <∞. This observation can be obtained also from the following

Remark 6.4.2. For any potential q(r) ∈ L1,1 such that Q :=
∫∞
0
rq(r)dr 6= 0 the basic equation (6.4.1)

is not solvable for some r > 0 and any choice of cl such that
∑∞
l=0 |cl| <∞.

Since generically, for q ∈ L1,1, one has Q 6= 0, this gives an additional illustration to the conclusion
that equation (6.4.1), in general, is not solvable for some r > 0. Conditions

∑∞
l=0 |cl| < ∞ and Q 6= 0

are incompatible.
In [CS, p. 196], a weaker condition

∑∞
l=0 l

−2|cl| <∞ is used, but in the examples ([CS, pp. 189-191]),
cl = 0 for all l ≥ l0 > 0, so that

∑∞
l=0 |cl| <∞ in all of these examples.
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Claim 6.4.3. The set of the potentials v(r) ∈ L1,1, which can possibly be obtained by the NS procedure,
is not dense (in the norm ‖q‖ :=

∫∞
0
r|q(r)|dr) in the set L1,1.

Let us prove Remark 6.4.2 and Claim 6.4.3.

Proof of Remark 6.4.2. Writing (6.4.3) as K(r, r) = − r
2

∫ r
0
sq1(s)ds and assuming Q 6= 0, one gets the

following relation:

K(r, r) = −Qr
2

[1 + o(1)] →∞ as r →∞. (6.4.4)

If (6.4.1) is solvable for all r > 0, then from (6.4.2) and (6.4.1) it follows that K(r, s) =
∑∞
l=0 clϕl(r)

ul(s), where ϕl(r) := ul(r) −
∫ r
0
K(r, t)ul(t)dtt2 , so that I −K is a transformation operator, where K is

the operator with kernel K(r, s), ϕ′′l +ϕl− l(l+1)
r2 ϕl−q1(r)ϕl = 0, q1(r) is given by (6.4.3), ϕl = O(rl+1),

as r → 0,

ul(r) ∼ sin
(
r − lπ

2

)
, ϕl(r) ∼ |Fl| sin

(
r − lπ

2
+ δl

)
as r →∞,

where δl are the phase shifts at k = 1 and Fl is the Jost function at k = 1. One can prove that
supl |Fl| <∞. Thus, if

∑∞
l=0 |cl| <∞, then

K(r, r) = O(1) as r →∞. (6.4.5)

If Q 6= 0 then (6.4.5) contradicts (6.4.4). It follows that if Q 6= 0 then equation (6.4.1) cannot be uniquely
solvable for all r > 0, so that NS procedure cannot be carried through if Q 6= 0 and

∑∞
l=0 |cl| <∞. This

proves Remark 6.4.2. 2

Proof of Claim 6.4.3. Suppose that v(r) ∈ L1,1 and Qv :=
∫∞
0
rv(r)dr = 0, because otherwise NS

procedure cannot be carried through as was proved in Remark 6.4.2.
If Qv = 0, then there is also no guarantee that NS procedure can be carried through. However, we

claim that if one assumes that it can be carried through, then the set of potentials, which can possibly be
obtained by NS procedure, is not dense in L1,1 in the norm ‖q‖ :=

∫∞
0
r|q(r)|dr. In fact, any potential q

such that Q :=
∫∞
0
rq(r)dr 6= 0, and the set of such potentials is dense in L1,1, cannot be approximated

with a prescribed accuracy by the potentials which can be possibly obtained by the NS procedure.
Let us prove this. Suppose that q ∈ L1,1,

Qq :=
∫ ∞

0

rq(r)dr 6= 0, and ‖vn − q‖ → 0 as n→∞,

where the potentials vn ∈ L1,1 are obtained by the NS procedure, so that Qn :=
∫∞
0
rvn(r)dr = 0. We

assume vn ∈ L1,1 because otherwise vn obviously cannot converge in the norm || · || to q ∈ L1,1. Define
a linear bounded on L1,1 functional

f(q) :=
∫ ∞

0

rq(r)dr, |f(q)| ≤ ‖q‖,

where ‖q‖ :=
∫∞
0
r|q(r)|dr. The potentials v ∈ L1,1, which can possibly be obtained by the NS procedure,

belong to the null-space of f , that is f(v) = 0.
If limn→∞ ‖vn − q‖ = 0, then limn→∞ |f(q − vn)| ≤ limn→∞ ‖q − vn‖ = 0. Since f is a linear

bounded functional and f(vn) = 0, one gets: f(q − vn) = f(q) − f(vn) = f(q). So if f(q) 6= 0 then
limn→∞ |f(q − vn)| = |f(q)| 6= 0. Therefore, no potential q ∈ L1,1 with Qq 6= 0 can be approximated
arbitrarily accurately by a potential v(r) ∈ L1,1 which can possibly be obtained by the NS procedure.
Claim 6.4.3 is proved. 2
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6.5 Formula for the radius of the support of the potential in
terms of scattering data

The aim of this Section is to prove formula (6.5.1) for the radius of the support of the potential in terms
of the phase shifts. Let us make the following assumption.
Assumption (A): the potential q(r), r = |x|, is spherically symmetric, real-valued,

∫ a
0
|q|2dr <∞, and

q(r) = 0 for r > a, but q(r) 6= 0 on (a− ε, a) for all sufficiently small ε > 0.
The number a > 0 we call the radius of compactness of the potential, or simply the radius of the

potential. Let A(α′, α) denote the scattering amplitude corresponding to the potential q at a fixed energy
k2 > 0. Without loss of generality let us take k = 1 in what follows. By α′, α ∈ S2 the unit vectors in
the direction of the scattered, respectively, incident wave, are meant, S2 is the unit sphere in R3. Let
us use formulas (5.1.19) and (5.1.20).

It is of interest to obtain some information about q from the (fixed-energy) scattering data, that is,
from the scattering amplitude A(α′, α), or, equivalently, from the coefficients A`(α). Very few results of
such type are known.

A result of such type is a necessary and sufficient condition for q(x) = q(|x|): it was proved [R, p.131],
that q(x) = q(|x|) if and only if A(α′, α) = A(α′ · α). Of course, the necessity of this condition was a
common knowledge, but the sufficiency, that is, the implication: A(α′, α) = A(α′ · α) ⇒ q(x) = q(|x|),
is a new result [R2].

A (modified) conjecture from [R, p.356] says that if the potential q(x) is compactly supported, and
a > 0 is its radius (defined for non-spherically symmetric potentials in the same way as for the spherically
symmetric), then

a = lim`→∞

2`
e

 sup
α∈S2

−`≤m≤`

|A`m(α)|


1
2`

 = lim`→∞

(
2`
e
|δ`|

1
2`

)
, (6.5.1)

where δ` are the fixed-energy (k = 1) phase shifts. We prove (6.5.1) for the spherically symmetric
potentials q = q(r).

If q = q(r) then A`m(α) = ã`Y`m(α) where ã` depends only on ` and k, but not on α or α′. Since
k = 1 is fixed, ã` depends only on ` for q = q(r). Assuming q = q(r), one takes A(α′, α) = A(α′ ·α) and

calculates A`m(α) =
∫
S2 A(α′ · α)Y`m(α′) dα′ = ã`Y`m(α), where ã` := 2π

C
( 1
2 )

` (1)

∫ 1

−1
A(t)C( 1

2 )

` (t) dt, ` =

0, 1, 2, . . . Here we have used formula (14.4.46) in [RK, p.413], and C
(p)
` (t) are the Gegenbauer polyno-

mials (see [RK, p.408]). Since C( 1
2 )

` = P`(t), P`(1) = 1, where P`(t) are the Legendre polynomials (see,
e.g., [RK, p.409]), one gets: ã` = 2π

∫ 1

−1
A(t)P`(t) dt.

Formula (6.5.1) for q = q(r) can be written as a = lim`→∞

(
2`+1
e |ã`|

1
2`

)
.

Indeed, sup α∈S2

−`≤m≤`
|Y`m| = O

(
`

1
2

)
, as is well known (see, e.g., [MP, p.261]). Thus lim`→∞(

sup α∈S2

−`≤m≤`
|Y`m(α)|

) 1
`

= 1, and formula for (6.5.1) yields:

a =
2
e
lim`→∞

(
`|ã`|

1
2`

)
. (6.5.2)

Note that assumption (A) implies the following assumption:
Assumption (A′): the potential q(r) does not change sign in some left neighborhood of the point a.
This assumption in practice is not restrictive, however, as shown in [R, p.282], the potentials which

oscillate infinitely often in a neighborhood of the right end of their support, may have some new properties
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which the potentials without this property do not have. For example, it is proved in [R, p.282], that
such infinitely oscillating potentials may have infinitely many purely imaginary resonances, while the
potentials which do not change sign in a neighborhood of the right end of their support cannot have
infinitely many purely imaginary resonances. Therefore it is of interest to find out if assumption A′ is
necessary for the validity of (6.5.2).

The main result is:

Theorem 6.5.1. Let assumption (A) hold. Then formula (6.5.2) holds with lim replaced by lim.

This result can be stated equivalently in terms of the fixed-energy phase shift δ`:

lim
`→∞

(
2`+ 1
e

|δ`|
1
2`

)
= a. (6.5.3)

Below, we prove an auxiliary result:

Lemma 6.5.2. If q = q(r) ∈ L2(0,∞), q(r) is real-valued and does not change sign in some interval
(a1, a] where a1 < a, and a is the radius of q, then

a = limm→∞

∣∣∣∣∫ ∞

0

q(r)rm dr
∣∣∣∣ 1

m

,m = 1, 2, .... (6.5.4)

Below we prove (6.5.3) and, therefore, (6.5.1) for spherically symmetric potentials.

Proof of Lemma 6.5.2. First, we obtain a slightly different result than (6.5.4) as an immediate conse-
quence of the Paley-Wiener theorem. Namely, we prove Lemma 6.5.2 with a continuous parameter t
replacing the integer m and lim replacing lim. This is done for q(r) ∈ L2(0, a) and without additional
assumptions about q. However, we are not able to prove Lemma 6.5.2 assuming only that q(r) ∈ L2(0, a).

Since q(r) is compactly supported, one can write

I(t) :=
∫ ∞

0

q(r)rt dr =
∫ a

0

q(r)et ln rdr =
∫ ln a

−∞
q(eu)euetudu. (6.5.5)

Let us recall that Paley-Wiener theorem implies the following claim (see [Lev]):
If f(z) =

∫ b2
b1
g(u)e−iuzdu, [b1, b2] is the smallest interval containing the support of g(u), and g(u) ∈

L2(b1, b2), then

b2 = limt→+∞
(
t−1 ln |f(it)|

)
= limt→+∞

ln |
∫ b2
b1
g(u)etudu|
t

. (6.5.6)

Thus, using (6.5.5) and (6.5.6), one gets:

ln a = limt→+∞

(
t−1 ln

∣∣∣∣∣
∫ ln a

−∞
q(eu)euetudu

∣∣∣∣∣
)
. (6.5.7)

Formula (6.5.7) is similar to (6.5.4) with m replaced by t and lim replaced by lim.

Remark 6.5.3. We have used formula (6.5.6) with b1 = −∞, while in the Paley-Wiener theorem it is
assumed that b1 > −∞. However, for b1 < b2, g 6≡ 0 on [b2 − ε, b2] for any ε > 0, one has:∫ b2

−∞
g(u)etudu =

∫ b1

−∞
g(u)etudu+

∫ b2

b1

g(u)etudu := h1(t) + h2(t).
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Thus limt→∞
h1(t)
h2(t)

= 0, and

limt→∞
ln |h1(t) + h2(t)|

t

=limt→∞
ln |h2(t)|

t
+ lim
t→∞

ln |1 + o(1)|
t

= limt→∞
ln |h2(t)|

t
= ln a.

Therefore formula (6.5.7) follows.
To prove (6.5.4), we use a different approach independent of the Paley-Wiener theorem. We will use

(6.5.4) below, in formula (6.5.19). In this formula the role of q(r) in (6.5.4) is played by rq(r)[1+ ε(r, `)],
where ε = O( 1

` ). Let us prove (6.5.4).
Assume without loss of generality that q ≥ 0 near a. Let I :=

∫ a
0
q(r)rmdr =

∫ a1

0
q(r)rmdr +∫ a

a1
q(r)rmdr := I1 + I2. We have |I1| < cam1 , c1(a − η)m < I2 < c2a

m, where η is an arbitrary small

positive number. Thus, I > 0 for all sufficiently large m, and I1/m = I
1/m
2 (1 + I1

I2
)1/m. One has

a− η ≤ I
1/m
2 ≤ a and I1

I2
→ 0 as m→∞. Since η is arbitrary small, it follows that limm→∞ I1/m = a.

This completes the proof of (6.5.4). Lemma 6.5.2 is proved. 2

Proof of formula (6.5.3). From (5.1.19) and (5.1.23) denoting a` := eiδ` sin δ`, one gets A(α′ · α) =∑∞
`=0 ã`Y`(α)Y`(α′) := 4π

∑∞
`=0 a`Y`(α)Y`(α′), where, a` := ã`

4π , k = 1, and a` = e2iδ`−1
2i = eiδ` sin δ`,

a` = −
∫ ∞

0

dru`(r)q(r)ψ`(r), (6.5.8)

where u`(r) = rj`(r) ∼ sin
(
r − `π

2

)
as r → ∞, j`(r) are the spherical Bessel functions, j`(r) :=√

π
2rJ`+ 1

2
(r), and ψ`(r) solves (5.1.15) - (5.1.17), and the integral

ψ`(r) = u`(r) +
∫ ∞

0

g`(r, s)q(s)ψ`(s)ds, k = 1, (6.5.9)

where
g`(r, s) = −u`(r)w`(s), r < s; g`(r, s) = g`(s, r), (6.5.10)

w`(s) := i

√
πs

2
H

(1)

`+ 1
2
(s), u`(r) =

√
πr

2
J`+ 1

2
(r), (6.5.11)

and H(1)
` is the Hankel function.

It is known [RK, p.407] that

Jν(r) ∼
( er

2ν

)ν 1√
2πν

, H(1)
ν (r) ∼ −i

√
2
πν

( er
2ν

)−ν
,

Jν(r)H(1)
ν (r) ∼ − i

πν
, ν → +∞,

(6.5.12)

and [AR, Appendix 4]: ∣∣∣Jν(r)H(1)
ν (r)

∣∣∣ < (ν2 − 1
16

)− 1
4

, ν >
1
4
. (6.5.13)

It follows from (6.5.12) that u`(r) does not have zeros on any fixed interval (0, a] if ` is sufficiently large.
Define v`(r) := ψ`(r)

u`(r)
. Then (6.5.9) yields

v`(r) = 1 +
∫ a

0

g`(r, s)u`(s)
u`(r)

q(s)v`(s)ds. (6.5.14)
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From (6.5.10) and (6.5.12) one gets

g`(r, s) ∼
r

2`+ 1

(r
s

)`
, r < s, `→ +∞, (6.5.15)

u`(s)
u`(r)

∼
(s
r

)`+1

, `→ +∞. (6.5.16)

Thus

g`(r, s)
u`(s)
u`(r)

∼ s

2`+ 1
. (6.5.17)

This implies that for sufficiently large ` equation (6.5.14) has small kernel and therefore is uniquely
solvable in C(0, a) and one has

ψ`(r) = u`(r)
[
1 +O

(
1
`

)]
as `→ +∞, 0 ≤ r ≤ a, (6.5.18)

uniformly with respect to r ∈ [0, a].
In the book [N] formula (12.180), which gives the asymptotic behavior of S` for large `, is misleading:

the remainder in this formula is of order which is much greater, in general, than the order of the main
term in this formula. That is why we had to find a different approach, which yielded formula (6.5.18).

From (6.5.8), (6.5.11), (6.5.12), and (6.5.18) one has:

a` =−
∫ ∞

0

dr q(r)u2
`(r)

[
1 +O

(
1
`

)]
=−

∫ a

0

dr q(r)r2r2`
[
1 +O

(
1
`

)]
1

4`+ 2

(
e

2`+ 1

)2`+1

.

(6.5.19)

Therefore, using (6.5.4), one gets:

lim
`→∞

(
2`+ 1
e

|a`|
1
2`

)
= lim
`→∞

∣∣∣∣∫ a

0

dr q(r)r2r2`
∣∣∣∣ 1
2`

= a. (6.5.20)

Theorem 6.5.1 is proved. 2

Remark 6.5.4. Since δ` → 0 as ` → +∞, and sin δ` ∼ δ`, eiδ` ∼ 1, as δ` → 0, formulas (6.5.20) and
a` = eiδ` sin δ` imply lim`→∞

(
2`+1
e |δ`|

1
2`

)
= a, where δ` is the phase shift at a fixed positive energy.

This is formula (6.5.3).
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Chapter 7

Inverse scattering with “incomplete
data”

7.1 Uniqueness results

Consider equation (1.2.3) on the interval [0, 1] with boundary conditions u(0) = u(1) = 1 (or some
other selfadjoint homogeneous separated boundary conditions), and q = q, q ∈ L1[0, 1]. Fix 0 < b ≤ 1.
Assume q(x) on [b, 1] is known and a subset {λm(n)}∀n=1,2,3,... of the eigenvalues λn = k2

n of the operator
` corresponding to the chosen boundary conditions is known. Here

m(n)
n

=
1
σ

(1 + εn), σ = const > 0, |εn| < 1, εn → 0. (7.1.1)

We assume sometimes that
∞∑
n=1

|εn| <∞. (7.1.2)

Theorem 7.1.1. If (7.1.1) holds and σ > 2b, then the data {q(x), b ≤ x ≤ 1; {λm(n)}∀n} determine
q(x) on [0, b] uniquely. If (7.1.1) and (7.1.2) hold, the same conclusion holds also if σ = 2b.

The number σ is “the percentage” of the spectrum of ` which is sufficient to determine q on [0, b] if
σ ≥ 2b and (7.1.2) holds. For example, if σ = 1 and b = 1

2 , then “one spectrum” determines q on the
half-interval [0, 1

2 ]. If b = 1
4 , σ = 1

2 , then “half of the spectrum” determines q on [0, 1
4 ]. Of course, q is

assumed known on [b, 1]. If b = 1, σ = 2, then “two spectra” determines q on the whole interval. By
“two spectra” one means the set {λn}∪ {µn}, where {µn} is the set of eigenvalues of ` corresponding to
the same boundary condition u(0) = 0 at one end, say at x = 0, and some other selfadjoint boundary
condition at the other end, say u′(1) = 0 or u′(1) + hu(1) = 0, h = const > 0. The last result is
a well-known theorem of Borg, which was strengthened in [M], where it is proved that not only the
potential but the boundary conditions as well are uniquely determined by two spectra. A version of
“one spectrum” result was mentioned in [L1, p.81].

Proof of Theorem 7.1.1. First, assume σ > 2b. If there are q1 and q2 which produce the same data, then
as above, one gets

G(λ) := g(k) :=
∫ b

0

p(x)ϕ1(x, k)ϕ2(x, k) dx = (ϕ1w
′ − ϕ′1w)

∣∣∣b
0

= (ϕ1w
′ − ϕ′1w)

∣∣∣
x=b

, (7.1.3)

where w := ϕ1 − ϕ2, p := q1 − q2, k =
√
λ. Thus

g(k) = 0 at k = ±
√
λm(n) := ±kn. (7.1.4)
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The function G(λ) is an entire function of λ of order 1
2 (see (1.2.11) with k =

√
λ), and is an entire

even function of k of exponential type ≤ 2b. One has

|g(k)| ≤ c
e2b|Imk|

1 + |k|2
. (7.1.5)

The indicator of g is defined by the formula

h(θ) := hg(θ) := lim
r→∞

ln |g(reiθ)|
r

, (7.1.6)

where k = reiθ. Since |Imk| = r| sin θ|, one gets from (7.1.5) and (7.1.6) the following estimate

h(θ) ≤ 2b| sin θ|. (7.1.7)

It is known [Lev, formula (4.16)] that for any entire function g(k) 6≡ 0 of exponential type one has:

lim
r→∞

n(r)
r

≤ 1
2π

∫ 2π

0

hg(θ) dθ, (7.1.8)

where n(r) is the number of zeros of g(k) in the disk |k| ≤ r. From (7.1.7) one gets

1
2π

∫ 2π

0

hg(θ) dθ ≤
2b
2π

∫ 2π

0

| sin θ| dθ =
4b
π

(7.1.9)

From (7.1.2) and the known asymptotics of the Dirichlet eigenvalues:

λn = (πn)2 + c+ o(1), n→∞, c = const, (7.1.10)

one gets for the number of zeros the estimate

n(r) ≥ 2
∑

nπ
σ [1+0( 1

n2 )]<r
1 = 2

σr

π
[1 + o(1)], r →∞. (7.1.11)

From (7.1.8), (7.1.9) and (7.1.11) it follows that

σ ≤ 2b. (7.1.12)

Therefore, if σ > 2b, then g(k) ≡ 0. If g(k) ≡ 0 then, by property Cϕ, p(x) = 0. Theorem 7.1.1 is
proved in the case σ > 2b.

Assume now that σ = 2b and
∞∑
n=1

|εn| <∞. (7.1.13)

We claim that if an entire function G(λ) in (7.1.3) of order 1
2 vanishes at the points

λn =
n2π2

σ2
(1 + εn), (7.1.14)

and (7.1.13) holds, then G(λ) ≡ 0. If this is proved, then Theorem 7.1.1 is proved as above.
Let us prove the claim. Define

Φ(λ) :=
∞∏
n=1

(
1− λ

λn

)
(7.1.15)
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and recall that

Φ0(λ) :=
sin(σ

√
λ)

σ
√
λ

=
∞∏
n=1

(
1− λ

µn

)
, µn :=

n2π2

σ2
. (7.1.16)

Since G(λn) = 0, the function

w(λ) :=
G(λ)
Φ(λ)

(7.1.17)

is entire, of order ≤ 1
2 . Let us use a Phragmen-Lindelöf lemma.

Lemma 7.1.2. [Lev, Theorem 1.22] If an entire function w(λ) of order < 1 has the property sup−∞<y<∞
|w(iy)| ≤ c, then w(λ) ≡ c. If, in addition w(iy) → 0 as y → +∞, then w(λ) ≡ 0.

We use this lemma to prove that w(λ) ≡ 0. If this is proved then G(λ) ≡ 0 and Theorem 7.1.1 is
proved.

The function w(λ) is entire of order 1
2 < 1.

Let us check that
sup

−∞<y<∞
|w(iy)| <∞, (7.1.18)

and that
|w(iy)| → 0 as y → +∞. (7.1.19)

One has, using (7.1.5), (7.1.15), (7.1.16) and taking into account that σ = 2b:

|w(iy)| =
∣∣∣∣G(iy)
Φ(iy)

Φ0(iy)
Φ0(iy)

∣∣∣∣ ≤ e2b|Im
√
iy|

(1 + |y|)

(
eσ|Im

√
iy|

1 + |y| 12

)−1
 ∞∏
h=1

1 + y2

µ2
n

1 + y2

λ2
n

 1
2

≤ c

1 + |y| 12

 ∏
{n:µn≤λn}

λ2
n

µ2
n

 1
2

≤ c

1 + |y| 12
∏

{n:µn≤λn}

(1 + |εn|) ≤
c1

1 + |y| 12
.

Here we have used elementary inequalities:

1 + a

1 + d
≤ a

d
if a ≥ d > 0;

1 + a

1 + d
≤ 1 if 0 ≤ a ≤ d, (7.1.20)

with a := y2

µ2
n
, d := y2

λ2
n
, and the assumption (7.1.13).

We also used the relation: ∣∣∣∣ sin(σ
√
iy)

σ
√
iy

∣∣∣∣ ∼ eσ|Im
√
iy|

2σ|
√
iy|

as y → +∞.

Estimate (7.1.20) implies (7.1.18) and (7.1.19). An estimate similar to (7.1.20) has been used in the
literature (see [GS]).

Theorem 7.1.1 is proved. 2

7.2 Uniqueness results: compactly supported potentials

Consider the inverse scattering problem of Section 5.2 and assume

q = 0 for x ≥ a > 0. (7.2.1)

Theorem 7.2.1. If q ∈ L1,1 satisfies (7.2.1), then any one of the data S(k), δ(k), f(k), f ′(k), determine
q uniquely.
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Proof. We prove first S(k) ⇒ q. Note that without assumption (7.2.1), or an assumption which implies
that f(k) is an entire function on C, the result does not hold. If (7.2.1) holds, or even a weaker
assumption:

|q(x)| ≤ c1e
−c2|x|γ , γ > 1, c1, c2 > 0, (7.2.2)

then f(k), the Jost function (1.2.5), is an entire function of k, and S(k) is a meromorphic function on C
with the only poles in C+ at the points ikj , 1 ≤ j ≤ J . Thus, kj and J are determined by S(k). Using
(1.2.16) and (1.2.11), which holds for all k ∈ C, because f(k) and f(x, k) are entire functions of k, one
finds sj = iResk=ikj S(k). Thus all the data (1.2.17) are found from S(k) if (7.2.1) (or (7.2.2)) holds. If
the data (1.2.17) are known, then q is uniquely determined, see Theorem 5.2.1.

If δ(k) is given, then S(k) = e2iδ(k), so δ(k) ⇒ q. If f(k) is given then S(k) = f(−k)
f(k) , so f(k) ⇒ q. If

f ′(0, k) is given, then one can uniquely find f(k) from (1.2.11). Indeed, assume there are two f(k), f1
and f2, corresponding to the given f ′(0, k). Subtract from (1.2.11) with f = f1 equation (1.2.11) with
f = f2, denote f1 − f2 := w, and get (∗) f ′(0, k)w(−k) = f ′(0,−k)w(k) or w(k)

f ′(0,k) = w(−k)
f ′(0,−k) . Since

w(∞) = 0, and f ′(0, k) = ik − A(0, 0) +
∫∞
0
Ax(0, y)eikydy, one can conclude that w = 0 if one can

check that w(k)
f ′(0,k) is analytic in C+. The function f ′(0, k) has at most finitely many zeros in C+, and

these zeros are simple. From (∗) one concludes that if f ′(0, κ) = 0, κ ∈ C+, then w(κ) = 0, because
if f ′(0, κ) = 0 then f ′(0,−κ) 6= 0 (see (1.2.11)). Thus w(k)

f ′(0,k) is analytic in C+. Similarly w(−k)
f ′(0,−k) is

analytic in C+. These two functions agree on the real axis, so, by analytic continuation, the function
w(k)
f ′(0,k) is analytic in C+ and vanishes at infinity. Thus it vanishes identically. So w(k) = 0, f1 = f2, and
f(k) is uniquely determined by f ′(0, k). Thus Theorem 7.2.1 is proved. 2

7.3 Inverse scattering on the full line by a potential vanishing
on a half-line

The scattering problem on the full line consists of finding the solution to:

`u− k2u = 0, x ∈ R, (7.3.1)

u = eikx + r(k)e−ikx + o(1), x→ −∞, (7.3.2)

u = t(k)eikx + o(1), x→ +∞, (7.3.3)

where r(k) and t(k) are, respectively, the reflection and transmission coefficients. The above scattering
problem describes plane wave scattering by a potential, the plane wave is incident from−∞ in the positive
direction of the x-axis. The inverse scattering problem consists of finding q(x) given the scattering data

{r(k), kj , sj , 1 ≤ j ≤ J}, (7.3.4)

where sj > 0 are norming constants, kj > 0, and −k2
j are the negative eigenvalues of the operator `o.

It is known [M], that the data (7.3.4) determine q ∈ L1,1(R) := {q : q = q,
∫∞
−∞(1 + |x|)|q|dx <∞}

uniquely. Assume that
q(x) = 0, x < 0. (7.3.5)

Theorem 7.3.1. If q ∈ L1,1(R) and (7.3.5) holds, then {r(k)}∀k>0 determines q uniquely.

Proof. If (7.3.5) holds, then u = eikx + r(k)e−ikx for x < 0, and u = t(k)f(x, k) for x > 0, where f(k, x)
is the Jost solution (1.2.5). Thus

ik(1− r(k))
1 + r(k)

=
u′(−0, k)
u(−0, k)

=
u′(+0, k)
u(+0, k)

=
f ′(0, k)
f(k)

:= I(k). (7.3.6)

Therefore r(k) determines I(k), so by Theorem 3.1.2 q is uniquely determined. 2
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Chapter 8

Recovery of quarkonium systems

8.1 Statement of the inverse problem

The problem discussed in this Section is: to what extent does the spectrum of a quarkonium system
together with other experimental data determines the interquark potential? This problem was discussed
in [TQR], where one can find further references. The method given in [TQR] for solving the above
problem is this: one has few scattering data Ej , sj , which will be defined precisely later, and one
constructs, using the known results of inverse scattering theory, a Bargmann potential (i.e., a potential
which has a rational Jost function) with the same scattering data and considers this a solution to the
problem. This approach is wrong because the scattering theory is applicable to the potentials which
tend to zero at infinity, while our confining potentials grow to infinity at infinity, and no Bargmann
potential can approximate a confining potential on the whole semiaxis (0,∞). Our aim is to give an
algorithm which is consistent and yields a solution to the above problem. The algorithm is based on the
Gel’fand-Levitan procedure of Section 4.3.

Let us formulate the problem precisely. Consider the Schroedinger equation

−∇2ψj + q(r)ψj = Ejψj in R3, (8.1.1)

where q(r) is a real-valued spherically symmetric potential, r := |x|, x ∈ R3,

q(r) = r + p(r), p(r) = o(1) as r →∞. (8.1.2)

The functions ψj(x), ||ψj ||L2(R3) = 1, are the bound states, Ej are the energies of these states. We define
uj(r) := rψj(r), which correspond to s-waves, and consider the resulting equation for uj :

`uj := −u′′j + q(r)uj = Ejuj , r > 0, uj(0) = 0, ||uj ||L2(0,∞) = 1. (8.1.3)

One can measure the energies Ej of the bound states and the quantities sj = u′j(0) experimentally.
Therefore the following inverse problem (IP) is of interest:
(IP): given:

{Ej , sj}∀j=1,2,... (8.1.4)

can one recover p(r)?
In [TQR] this question was considered but the approach in [TQR] is inconsistent and no exact results

are obtained. The inconsistency of the approach in [TQR] is the following: on the one hand [TQR]
uses the inverse scattering theory which is applicable to the potentials decaying sufficiently rapidly at
infinity, on the other hand, [TQR] is concerned with potentials which grow to infinity as r → +∞. It
is nevertheless of some interest that numerical results in [TQR] seem to give some approximation of the
potentials in a neighborhood of the origin.

Here we present a rigorous approach to IP and prove the following result:
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Theorem 8.1.1. IP has at most one solution and the potential q(r) can be reconstructed from data
(8.1.4) algorithmically.

The reconstruction algorithm is based on the Gel’fand-Levitan procedure for the reconstruction of
q(x) from the spectral function. We show that the data (8.1.4) allow one to write the spectral function
of the selfadjoint in L2(0,∞) operator `, defined by the differential expression (8.1.3) and the boundary
condition (8.1.3) at zero.

In Section 8.2 proofs are given and the recovery procedure is described.
Since in experiments one has only finitely many data {Ej , sj}1≤j≤J , the question arises:
How does one use these data for the recovery of the potential?
We give the following recipe: the unknown confining potential is assumed to be of the form (8.1.2), and

it is assumed that for j > J the data {Ej , sj}j>J for this potential are the same as for the unperturbed
potential q0(r) = r. In this case an easy algorithm is given for finding q(r).

This algorithm is described in Section 8.3.

8.2 Proofs

We prove Theorem 8.1.1 by reducing (IP) to problem of recovery of q(r) from the spectral function.
Let us recall that the selfadjoint operator L has discrete spectrum since q(r) → +∞. The formula

for the number of eigenvalues (energies of the bound states), not exceeding λ, is known:∑
Ej<λ

1 := N(λ) ∼ 1
π

∫
q(r)<λ

[λ− q(r)]
1
2 dr.

This formula yields, under the assumption q(r) ∼ r as r → ∞, the following asymptotics of the eigen-
values:

Ej ∼ (
3π
2
j)

2
3 as j → +∞.

The spectral function ρ(λ) of the operator L is defined by the formula

ρ(λ) =
∑
Ej<λ

1
αj
, (8.2.1)

where αj are the normalizing constants:

αj :=
∫ ∞

0

φ2
j (r)dr. (8.2.2)

Here φj(r) := φ(r, Ej) and φ(r, E) is the unique solution of the problem:

Lφ := −φ′′ + q(r)φ = Eφ, r > 0, φ(0, E) = 0, φ′(0, E) = 1. (8.2.3)

If E = Ej , then φj = φ(r, Ej) ∈ L2(0,∞). The function φ(r, E) is the unique solution to the Volterra
integral equation:

φ(r, E) =
sin(

√
Er)√
E

+
∫ r

0

sin[
√
E(r − y)]√
E

q(y)φ(y,E)dy. (8.2.4)

For any fixed r the function φ is an entire function of E of order 1
2 , that is, |φ| < c exp(c|E|1/2), where

c denotes various positive constants. At E = Ej , where Ej are the eigenvalues of (8.1.3), one has
φ(r, Ej) := φj ∈ L2(0,∞). In fact, if q(r) ∼ cra, a > 0, then |φj | < c exp(−γr) for some γ > 0.

Let us relate αj and sj . From (8.2.3) with E = Ej and from (8.1.3), it follows that

φj =
uj
sj
. (8.2.5)
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Therefore
αj := ||φj ||2L2(0,∞) =

1
s2j
. (8.2.6)

Thus data (8.1.4) define uniquely the spectral function of the operator L by the formula:

ρ(λ) :=
∑
Ej<λ

s2j . (8.2.7)

Given ρ(λ), one can use the Gel’fand-Levitan (GL) method for recovery of q(r). According to this
method, define

σ(λ) := ρ(λ)− ρ0(λ), (8.2.8)

where ρ0(λ) is the spectral function of the unperturbed problem, which in our case is the problem with
q(r) = r, then set

L(x, y) :=
∫ ∞

−∞
φ0(x, λ)φ0(y, λ)dσ(λ), (8.2.9)

where φ0(x, λ) are the eigenfunctions of the problem (8.2.3) with q(r) = r, and solve the second kind
Fredholm integral equation for the kernel K(x, y):

K(x, y) +
∫ x

0

K(x, t)L(t, y)dt = −L(x, y), 0 ≤ y ≤ x. (8.2.10)

The kernel L(x, y) in equation (8.2.10) is given by formula (8.2.9). If K(x, y) solves (8.2.10), then

p(r) = 2
dK(r, r)
dr

, r > 0. (8.2.11)

8.3 Reconstruction method

Let us describe the algorithm we propose for recovery of the function q(x) from few experimental data
{Ej , sj}1≤j≤J . Denote by {E0

j , s
0
j}1≤j≤J the data corresponding to q0 := r. These data are known

and the corresponding eigenfunctions (8.1.3) can be expressed in terms of Airy function Ai(r), which
solves the equation w′′ − rw = 0 and decays at +∞, see [Leb]. The spectral function of the operator L0

corresponding to q = q0 := r is
ρ0(λ) :=

∑
E0

j<λ

(s0j )
2. (8.3.1)

Define
ρ(λ) := ρ0(λ) + σ(λ), (8.3.2)

σ(λ) :=
∑
Ej<λ

s2j −
∑
E0

j<λ

(s0j )
2, (8.3.3)

and

L(x, y) :=
J∑
j=1

s2jφ(x,Ej)φ(y,Ej)−
J∑
j=1

(s0j )
2φj(x)φj(y), (8.3.4)

where φ(x,E) can be obtained by solving the Volterra equation (8.2.5) with q(r) = q0(r) := r and
represented in the form:

φ(x,E) =
sin(E1/2x)
E1/2

+
∫ x

0

K(x, y)
sin(E1/2y)
E1/2

dy, (8.3.5)
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where K(x, y) is the transformation kernel corresponding to the potential q(r) = q0(r) := r, and φj are
the eigenfunctions of the unperturbed problem:

−φ′′j + rφj = Ejφj r > 0, φj(0) = 0, φ′j(0) = 1. (8.3.6)

Note that for E 6= E0
j the functions (8.3.5) do not belong to L2(0,∞), but φ(0, E) = 0. We denoted

in this section the eigenfunctions of the unperturbed problem by φj rather than φ0j for simplicity of
notations, since the eigenfunctions of the perturbed problem are not used in this section. One has:
φj(r) = cjAi(r − E0

j ), where cj = [Ai′(−E0
j )]

−1, E0
j > 0 is the j−th positive root if the equation

Ai(−E) = 0 and, by formula (8.2.6), one has s0j = [c2j
∫∞
0
Ai2(r −E0

j )dr]
−1/2. These formulas make the

calculation of φj(x), E0
j and s0j easy since the tables of Airy functions are available [Leb].

The equation analogous to (8.2.10) is:

K(x, y) +
2J∑
j=1

cjΨj(y)
∫ x

0

K(x, t)Ψj(t)dt = −
2J∑
j=1

cjΨj(x)Ψj(y), (8.3.7)

where Ψj(t) := φ(t, Ej), cj = s2j , 1 ≤ j ≤ J, and Ψj(t) = φj−J(t), cj = (s0j−J)2, J + 1 ≤ j ≤ 2J. Equation
(8.3.7) has degenerate kernel and therefore can be reduced to a linear algebraic system.

If K(x, y) is found from (8.3.7), then

p(r) = 2
d

dr
K(r, r), q(r) = r + p(r). (8.3.8)

Equation (8.2.10) and, in particular (8.3.7), is uniquely solvable by the Fredholm alternative: the homo-
geneous version of (8.2.10) has only the trivial solution. Indeed, if h +

∫ x
0
L(t, y)h(t)dt = 0, 0 ≤ y ≤ x,

then ||h||2 +
∫∞
−∞ |h̃|2[dρ(λ) − ρ0(λ)] = 0, so that, by Parseval equality,

∫∞
−∞ |h̃|2dρ(λ) = 0. Here

h̃ :=
∫ x
0
h(t)φ(t, λ)dt, where φ(t, λ) are defined by (8.3.5). This implies that h̃(Ej) = 0 for all j = 1, 2, ....

Since h̃(λ) is an entire function of exponential type ≤ x, and since the density of the sequence Ej is
infinite, i.e., limλ→∞

N(λ)
λ = ∞, because Ej = O(j2/3), as was shown in the beginning of Section 8.2, it

follows that h̃ = 0 and consequently h(t) = 0, as claimed.
In conclusion consider the case when Ej = E0

j , sj = s0j for all j ≥ 1, and {E0, s0} is the new
eigenvalue, E0 < E0

1 , with the corresponding data s0. In this case L(t, y) = s20φ0(t, E0)φ0(y,E0), so that
equation (8.2.10) takes the form

K(x, y) + s20φ0(y)
∫ x

0

K(x, t)φ0(t, E0)dt = −s20φ0(x,E0)φ0(y,E0).

Thus, one gets:

p(r) = −2
d

dr

s20φ
2
0(x,E0)

1 + s20
∫ x
0
φ2

0(t, E0)dt
.
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Chapter 9

Krein’s method in inverse scattering

9.1 Introduction and description of the method

Consider inverse scattering problem studied in Chapter 5 and for simplicity assume that there are no
bound states. This assumption is removed in Section 9.4.

This chapter is a commentary to Krein’s paper [K1]. It contains not only a detailed proof of the
results announced in [K1] but also a proof of the new results not mentioned in [K1]. In particular, it
contains an analysis of the invertibility of the steps in the inversion procedure based on Krein’s results,
and a proof of the consistency of this procedure, that is, a proof of the fact that the reconstructed
potential generates the scattering data from which it was reconstructed. A numerical scheme for solving
inverse scattering problem, based on Krein’s inversion method, is proposed, and its advantages compared
with the Marchenko and Gel’fand-Levitan methods are discussed. Some of the results are stated in
Theorem 9.1.2 – Theorem 9.1.5 below.

Consider the equation for a function Γx(t, s):

(I +Hx)Γx := Γx(t, s) +
∫ x

0

H(t− u)Γx(u, s)du = H(t− s), 0 ≤ t, s ≤ x. (9.1.1)

Equation (9.1.1) shows that Γx = (I +Hx)−1H = I − (I +Hx)−1, so

(I +Hx)−1 = I − Γx (9.1.2)

in operator form, and
Hx = (I − Γx)−1 − I. (9.1.3)

Let us assume that H(t) is a real-valued even function

H(−t) = H(t), H(t) ∈ L1(R) ∩ L2(R),

1 + H̃(k) > 0, H̃(k) :=
∫ ∞

−∞
H(t)eiktdt = 2

∫ ∞

0

cos(kt)H(t)dt. (9.1.4)

Then (9.1.1) is uniquely solvable for any x > 0, and there exists a limit

Γ(t, s) = lim
x→∞

Γx(t, s) := Γ∞(t, s), t, s ≥ 0, (9.1.5)

where Γ(t, s) solves the equation

Γ(t, s) +
∫ ∞

0

H(t− u)Γ(u, s)du = H(t− s), 0 ≤ t, s <∞. (9.1.6)
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Given H(t), one solves (9.1.1), finds Γ2x(s, 0), then defines

ψ(x, k) :=
E(x, k)− E(x,−k)

2i
, (9.1.7)

where

E(x, k) := eikx
[
1−

∫ 2x

0

Γ2x(s, 0)e−iksds
]
. (9.1.8)

Formula (9.1.8) gives a one-to-one correspondence between E(x, k) and Γ2x(s, 0).

Remark 9.1.1. In [K1] Γ2x(0, s) is used in place of Γ2x(s, 0) in the definition of E(x, k). By formula
(9.2.22) (see Section 9.2 below) one has Γx(0, x) = Γx(x, 0), but Γx(0, s) 6= Γx(s, 0) in general. The
theory presented below cannot be constructed with Γ2x(0, s) in place of Γ2x(s, 0) in formula (9.1.8).

Note that
E(x, k) = eikxf(−k) + o(1), x→ +∞, (9.1.9)

where
f(k) := 1−

∫ ∞

0

Γ(s)eiksds, (9.1.10)

and
Γ(s) := lim

x→+∞
Γx(s, 0) := Γ∞(s, 0). (9.1.11)

Furthermore,

ψ(x, k) =
eikxf(−k)− e−ikxf(k)

2i
+ o(1), x→ +∞. (9.1.12)

Note that ψ(x, k) = |f(k)| sin(kx + δ(k)) + o(1), x → +∞, where f(k) = |f(k)|e−iδ(k), δ(k) =
−δ(−k), k ∈ R.

The function δ(k) is called the phase shift. One has S(k) = e2iδ(k).
We have changed the notations from [K1] in order to show the physical meaning of the function

(9.1.9): f(k) is the Jost function of the scattering theory. The function ψ(x,k)
f(k) is the solution to the

scattering problem: it solves equation (1.2.3), and satisfies the correct boundary conditions: ψ(0,k)
f(k) = 0,

and ψ(x,k)
f(k) = eiδ(k) sin(kx+ δ(k)) + o(1) as x→∞.

Krein [K1] calls S(k) := f(−k)
f(k) the S-function, and S(k) is the S-matrix used in physics.

Assuming no bound states, one can solve the inverse scattering problem (ISP): Given S(k) ∀k > 0,
find q(x).

A solution of the ISP, based on the results of [K1], consists of four steps:

1) Given S(k), find f(k) by solving the Riemann problem (9.2.38).

2) Given f(k), calculate H(t) using the formula

1 + H̃ = 1 +
∫ ∞

−∞
H(t)eiktdt =

1
|f(k)|2

. (9.1.13)

3) Given H(t), solve (9.1.6) for Γx(t, s) and then find Γ2x(2x, 0), 0 ≤ x <∞.

4) Define
a(x) = 2Γ2x(2x, 0), (9.1.14)

where
a(0) = 2H(0), (9.1.15)

and calculate the potential

q(x) = a2(x) + a′(x), a(0) = 2H(0). (9.1.16)
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One can also calculate q(x) by the formula:

q(x) = 2
d

dx
[Γ2x(2x, 0)− Γ2x(0, 0)]. (9.1.17)

Indeed, 2Γ2x(2x, 0) = a(x), see (9.1.14), d
dxΓ2x(0, 0) = −2Γ2x(2x, 0)Γ2x(0, 2x), see (9.2.23), and Γ2x(2x, 0)

= Γ2x(0, 2x), see (9.2.22).
There is an alternative way, based on the Wiener-Levy theorem, to do step 1). Namely, given S(k),

find δ(k), the phase shift, then calculate the function g(t) := − 2
π

∫∞
0
δ(k) sin(kt)dk, and finally calculate

f(k) = exp
(∫∞

0
g(t)eiktdk

)
.

The potential q ∈ L1,1 generates the S-matrix S(k), with which we started, provided that the
following conditions (9.1.18) – (9.1.21) hold:

S(k) = S(−k) = S−1(k), k ∈ R, (9.1.18)

the overbar stands for complex conjugation, and

indRS(k) = 0, (9.1.19)

||F (x)||L∞(R+) + ||F (x)||L1(R+) + ||xF ′(x)||L1(R+) <∞, (9.1.20)

where
F (x) :=

1
2π

∫ ∞

−∞
[1− S(k)]eikxdk. (9.1.21)

By the index (9.1.19) one means the increment of the argument of S(k) ( when k runs from −∞ to +∞
along the real axis) divided by 2π. The function (9.1.7) satisfies equation (1.2.5). Recall that we have
assumed that there are no bound states.

In Section 9.2 the above method is justified and the following theorems are proved:

Theorem 9.1.2. If (9.1.18) – (9.1.20) hold, then q(x) defined by (9.1.16) is the unique solution to ISP
and this q(x) has S(k) as the scattering matrix.

Theorem 9.1.3. The function f(k), defined by (9.1.10), is the Jost function corresponding to potential
(9.1.16).

Theorem 9.1.4. Condition (9.1.4) implies that equation (9.1.1) is solvable for all x ≥ 0 and its solution
is unique.

Theorem 9.1.5. If condition (9.1.4) holds, then relation (9.1.11) holds and Γ(s) := Γ∞(s, 0) is the
unique solution to the equation

Γ(s) +
∫ ∞

0

H(s− u)Γ(u)du = H(s), s ≥ 0. (9.1.22)

The diagram explaining the inversion method for solving ISP, based on Krein’s results, can be shown
now:

S(k)
(9.2.34)⇒
s1

f(k)
(9.1.13)⇒
s2

H(t)
(9.1.1)⇒
s3

Γx(t, s)
(trivial)
⇒
s4

Γ2x(2x, 0)
(9.1.14)⇒
s5

a(x)
(9.1.16)⇒
s6

q(x). (9.1.23)

In this diagram sm denotes step number m. Steps s2, s4, s5 and s6 are trivial. Step s1 is almost trivial:
it requires solving a Riemann problem with index zero and can be done analytically, in closed form.
Step s3 is the basic (non-trivial) step which requires solving a family of Fredholm-type linear integral
equations (9.1.1). These equations are uniquely solvable if assumption (9.1.4) holds, or if assumptions
(9.1.18) – (9.1.20) hold.

In Section 9.2 we analyze the invertibility of the steps in diagram (9.1.23). Note also that, if one
assumes (9.1.18) – (9.1.20), diagram (9.1.23) can be used for solving the inverse problems of finding q(x)
from the following data:

80



a) from f(k), ∀k > 0,

b) from |f(k)|2, ∀k > 0, or

c) from the spectral function dρ(λ).

Indeed, if (9.1.18) – (9.1.20) hold, then a) and b) are contained in diagram (9.1.23), and c) follows

from the known formula dρ(λ) =

{ √
λ
π

dλ
|f(

√
λ)|2 , λ > 0,

0, λ < 0.
Let λ = k2. Then (still assuming (9.1.19))

one has: dρ = 2k2

π
1

|f(k)|2 dk, k > 0.
Note that the general case of the inverse scattering problem on the half-axis, when indRS(k) := ν 6= 0,

can be reduced to the case ν = 0 by the procedure described in Section 9.4, provided that S(k) is the
S−matrix corresponding to a potential q ∈ L1,1(R+). Necessary and sufficient conditions for this are
conditions (9.1.18) – (9.1.20).

Section 9.3 contains a discussion of the numerical aspects of the inversion procedure based on Krein’s
method. There are advantages in using this procedure (as compared with the Gel’fand-Levitan pro-
cedure): integral equation (9.1.1), solving of which constitutes the basic step in the Krein inversion
method, is a Fredholm convolution-type equation. Solving such an equation numerically leads to inver-
sion of Toeplitz matrices, which can be done efficiently and with much less computer time than solving
the Gel’fand-Levitan equation (1.5.4). Combining Krein’s and Marchenko’s inversion methods yields an
efficient way to solve inverse scattering problems.

Indeed, for small x equation (9.1.1) can be solved by iterations since the norm of the integral operator
in (9.1.1) is less than 1 for sufficiently small x, say 0 < x < x0. Thus q(x) can be calculated for 0 ≤ x ≤ x0

2
by diagram (9.1.23).

For x ≥ x0 > 0 one can solve by iterations Marchenko’s equation (1.5.13) for the kernel A(x, y),
where, if (9.1.19) holds, the function F (x) is defined by the (1.5.11) with Fd = 0.

Indeed, for x > 0 the norm of the operator in (1.5.11) is less than 1 and it tends to 0 as x→ +∞.
Finally let us discuss the following question: in the justification of both the Gel’fand-Levitan and

Marchenko methods, the eigenfunction expansion theorem and the Parseval relation play a fundamental
role. In contrast, the Krein method apparently does not use the eigenfunction expansion theorem and the
Parseval relation. However, implicitly, this method is also based on such relations. Namely, assumption
(9.1.4) implies that the S-matrix corresponding to the potential (9.1.16), has index 0. If, in addition, this
potential is in L1,1(R+), then conditions (9.1.18) and (9.1.20) are satisfied as well, and the eigenfunction
expansion theorem and Parseval’s equality hold.

Necessary and sufficient conditions, imposed directly on the function H(t), which guarantee that
conditions (9.1.18) – (9.1.20) hold, are not known. However, it follows that conditions (9.1.18) – (9.1.20)
hold if and only if H(t) is such that the diagram (9.1.23) leads to a q(x) ∈ L1,1(R+). Alternatively,
conditions (9.1.18) – (9.1.20) hold (and consequently, q(x) ∈ L1,1(R+)) if and only if condition (9.1.4)
holds and the function f(k), which is uniquely defined as the solution to the Riemann problem

Φ+(k) = [1 + H̃(k)]−1Φ−(k), k ∈ R, (9.1.24)

by the formula f(k) = Φ+(k), generates the S-matrix S(k) by formula (9.1.15), and this S(k) satisfies
conditions (9.1.18) – (9.1.20). Although the above conditions are verifiable, they are not quite satisfactory
because they are implicit, they are not formulated in terms of structural properties of the function H(t)
(such as smoothness, rate of decay, etc.).

In Section 9.2 Theorem 9.1.2 – Theorem 9.1.5 are proved. In Section 9.3 numerical aspects of the
inversion method based on Krein’s results are discussed. In Section 9.4 the ISP with bound states is
discussed. In Section 9.5 a relation between Krein’s and Gel’fand-Levitan’s methods is explained.
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9.2 Proofs

Proof of Theorem 9.1.4. If v ∈ L2(0, x), then

(v +Hxv, v) =
1
2π

[(ṽ, ṽ)L2(R) + (H̃ṽ, ṽ)L2(R)] (9.2.1)

where the Parseval equality was used, ṽ :=
∫ x
0
v(s)eiksds,

(v, v) =
∫ x

0

|v|2ds = (v, v)L2(R). (9.2.2)

Thus I+Hx is a positive definite selfadjoint operator in the Hilbert space L2(0, x) if (9.1.4) holds. Note
that, since H(t) ∈ L1(R), one has H̃(k) → 0 as |k| → ∞, so (9.1.4) implies

1 + H̃(k) ≥ c > 0. (9.2.3)

A positive definite selfadjoint operator in a Hilbert space is boundedly invertible. Theorem 9.1.4 is
proved. 2

Our argument shows that
sup
x≥0

||(I +Hx)−1||L2(R) ≤ c−1. (9.2.4)

Before we prove Theorem 9.1.5, let us prove a simple lemma. For results of this type, see [K2].

Lemma 9.2.1. If (9.1.4) holds, then the operator

Hϕ :=
∫ ∞

0

H(t− u)ϕ(u)du (9.2.5)

is a bounded operator in Lp(R+), p = 1, 2,∞.
For Γx(u, s) ∈ L1(R+) one has

||
∫ ∞

x

duH(t− u)Γx(u, s)||L2(0,x) ≤ c1

∫ ∞

x

du|Γx(u, s)|. (9.2.6)

Proof. Let ||ϕ||p := ||ϕ||Lp(R+). One has

||Hϕ||1 ≤ sup
u∈R+

∫ ∞

0

dt|H(t− u)|
∫ ∞

0

|ϕ(u)|du ≤
∫ ∞

−∞
|H(s)|ds||ϕ||1 = 2||H||1 ||ϕ||1, (9.2.7)

where we have used the assumption H(t) = H(−t). Similarly,

||Hϕ||∞ ≤ 2||H||1 ||ϕ||∞. (9.2.8)

Finally, using Parseval’s equality, one gets:

2π||Hϕ||22 = ||H̃ϕ̃+||2L2(R) ≤ sup
k∈R

|H̃(k)|2||ϕ||22, (9.2.9)

where

ϕ+(x) :=
{
ϕ(x), x ≥ 0,

0, x < 0. (9.2.10)

Since |H̃(k)| ≤ 2||H||1 one gets from (9.2.9) the estimate:

||Hϕ||2 ≤
√

2/π||H||1 ||ϕ||2. (9.2.11)
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To prove (9.2.6), one notes that∫ x

0

dt|
∫ ∞

x

duH(t− u)Γx(u, s)|2 ≤ sup
u,v≥x

∫ x

0

dt|H(t− u)H(t− v)|(
∫ ∞

x

|Γx(u, s)|du)2

≤ c1(
∫ ∞

x

du|Γx(u, s)|)2.

Estimate (9.2.6) is obtained. Lemma 9.2.1 is proved. 2

Proof of Theorem 9.1.5. Define Γx(t, s) = 0 for t or s greater than x. Let w := Γx(t, s)− Γ(t, s). Then
(9.1.1) and (9.1.6) imply

(I +Hx)w =
∫ ∞

x

H(t− u)Γ(u, s)du := hx(t, s). (9.2.12)

If condition (9.1.4) holds, then equations (9.1.6) and (9.1.22) have solutions in L1(R+), and, since
supt∈R |H(t)| <∞, it is clear that this solution belongs to L∞(R+) and consequently to L2(R+), because
||ϕ||2 ≤ ||ϕ||∞||ϕ||1. The proof of Theorem 9.1.4 shows that such a solution is unique and does exist.
From (9.2.4) one gets

sup
x≥0

||(I +Hx)−1||L2(0,x) ≤ c−1. (9.2.13)

For any fixed s > 0 one sees that supx≥y ||hx(t, s)|| → 0 as y →∞, where the norm here stands for any
of the three norms Lp(0, x), p = 1, 2,∞. Therefore (9.2.12) and (9.2.11) imply

||w||2L2(0,x) ≤ c−2||hx||2L2(0,x)

≤ c−2

∥∥∥∥∫ ∞

x

H(t− u)Γ(u, s)du
∥∥∥∥
L1(0,x)

∥∥∥∥∫ ∞

x

H(t− u)Γ(u, s)du
∥∥∥∥
L∞(0,x)

≤ const ‖Γ(u, s)‖2L1(x,∞) → 0 as x→∞, (9.2.14)

since Γ(u, s) ∈ L1(R+) for any fixed s > 0 and H(t) ∈ L1(R).
Also

‖w(t, s)‖2L∞(0,x) ≤ 2(||hx||2L∞(0,x) + ||Hxw||2L∞(0,x)) (9.2.15)

≤ c1||Γ(u, s)||2L1(x,∞) + c2 sup
t∈R

||H(t− u)||2L2(0,x)||w||
2
L2(0,x), (9.2.16)

where cj > 0 are some constants. Finally, by (9.2.6), one has;

‖w(t, s)‖2L2(0,x) ≤ c3(
∫ ∞

x

|Γ(u, s)|du)2 → 0 as x→ +∞. (9.2.17)

From (9.2.15) and (9.2.17) relation (9.1.11) follows. Theorem 9.1.5 is proved. 2

Let us now prove Theorem 9.1.3. We need several lemmas.

Lemma 9.2.2. The function (9.1.8) satisfies the equations

E′ = ikE − a(x)E−, E(0, k) = 1, E− := E(x,−k), (9.2.18)

E′− = −ikE− − a(x)E, E−(0, k) = 1, (9.2.19)

where E′ = dE
dx , and a(x) is defined in (9.1.14).
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Proof. Differentiate (9.1.8) and get

E′ = ikE − eikx
(

2Γ2x(2x, 0)e−ik2x + 2
∫ 2x

0

∂Γ2x(s, 0)
∂(2x)

e−iksds

)
. (9.2.20)

We will check below that
∂ Γx(t, s)

∂x
= −Γx(t, x)Γx(x, s), (9.2.21)

and
Γx(t, s) = Γx(x− t, x− s). (9.2.22)

Thus, by (9.2.21),
∂Γ2x(s, 0)
∂(2x)

= −Γ2x(s, 2x)Γ2x(2x, 0). (9.2.23)

Therefore (9.2.20) can be written as

E′ = ikE − e−ikxa(x) + a(x)eikx
∫ 2x

0

Γ2x(s, 2x)e−iksds. (9.2.24)

By (9.2.22) one gets
Γ2x(s, 2x) = Γ2x(2x− s, 0). (9.2.25)

Thus

eikx
∫ 2x

0

Γ2x(s, 2x)e−iksds =
∫ 2x

0

Γ2x(2x− s, 0)eik(x−s)ds

= e−ikx
∫ 2x

0

Γ2x(y, 0)eikydy. (9.2.26)

From (9.2.24) and (9.2.26) one gets (9.2.18).
Equation (9.2.19) can be obtained from (9.2.18) by changing k to −k. Lemma 9.2.2 is proved if

formulas (9.2.21) – (9.2.22) are checked.
To check (9.2.22), use H(−t) = H(t) and compare the equation for Γx(x− t, x− s) := ϕ,

Γx(x− t, x− s) +
∫ x

0

H(x− t− u)Γx(u, x− s)du = H(x− t− x+ s) = H(t− s), (9.2.27)

with equation (9.1.1). Let u = x− y. Then (9.2.27) can be written as

ϕ+
∫ x

0

H(t− y)ϕdy = H(t− s), (9.2.28)

which is equation (9.1.1) for ϕ. Since (9.1.1) has at most one solution, as we have proved above (Theo-
rem 9.1.4), formula (9.2.22) is proved.

To prove (9.2.21), differentiate (9.1.1) with respect to x and get:

Γ′x(t, s) +
∫ x

0

H(t− u)Γ′x(u, s)du = −H(t− x)Γx(x, s), Γ′x :=
∂Γx
∂x

. (9.2.29)

Set s = x in (9.1.1), multiply (9.1.1) by −Γx(x, s), compare with (9.2.29) and use again the uniqueness
of the solution to (9.1.1). This yields (9.2.21).

Lemma 9.2.2 is proved. 2

Lemma 9.2.3. Equation (1.2.5) holds for ψ defined in (9.1.7).
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Proof. From (9.1.7) and (9.2.18) – (9.2.19) one gets

ψ′′ =
E′′ − E′′−

2i
=

(ikE − a(x)E−)′ − (−ikE− − a(x)E)′

2i
. (9.2.30)

Using (9.2.18) – (9.2.19) again one gets

ψ′′ = −k2ψ + q(x)ψ, q(x) := a2(x) + a′(x). (9.2.31)

Lemma 9.2.3 is proved. 2

Proof of Theorem 9.1.3. The function ψ defined in (9.1.7) solves equation (1.2.5) and satisfies the con-
ditions

ψ(0, k) = 0, ψ′(0, k) = k. (9.2.32)

The first condition is obvious (in [K1] there is a misprint: it is written that ψ(0, k) = 1), and the second
condition follows from (9.1.7) and (9.2.19):

ψ′(0, k) =
E′(0, k)− E′−(0, k)

2i
=
ikE − aE− − (ikE− − aE)

2i

∣∣∣∣
x=0

=
2ik
2i

= k.

Let f(x, k) be the Jost solution. Since f(x, k) and f(x,−k) are linearly independent, one has ψ =
c1f(x, k) + c2f(x,−k), where c1, c2 are some constants independent of x but depending on k.

From (9.2.32) one gets c1 = f(−k)
2i , c2 = −f(k)

2i ; f(k) := f(0, k). Indeed, the choice of c1 and
c2 guarantees that the first condition (9.2.32) is obviously satisfied, while the second follows from the
Wronskian formula: f ′(0, k)f(−k)− f(k)f ′(0,−k) = 2ik.

Comparing this with (9.1.12) yields the conclusion of Theorem 9.1.3. 2

Invertibility of the steps of the inversion procedure and proof of
Theorem 1.1

Let us start with a discussion of the inversion steps 1) – 4) described in the introduction.
Then we discuss the uniqueness of the solution to ISP and the consistency of the inversion method,

that is, the fact that q(x), reconstructed from S(k) by steps 1) – 4), generates the original S(k).
Let us go through steps 1) – 4) of the reconstruction method and prove their invertibility. The

consistency of the inversion method follows from the invertibility of the steps of the inversion method.

Step 1. S(k) ⇒ f(k).
Assume S(k) satisfying (9.1.18) – (9.1.20) is given. Then solve the Riemann problem

f(k) = S(−k)f(−k), k ∈ R. (9.2.33)

Since indRS(k) = 0, one has indRS(−k) = 0. Therefore the problem (9.2.33) of finding an analytic
function f+(k) in C+ := {k : Im k > 0}, f(k) := f+(k) in C+, (and an analytic function f−(k) := f(−k)
in C− := {k : Im k < 0},) from equation (9.2.33) can be solved in closed form. Namely, define

f(k) = exp
{

1
2πi

∫ ∞

−∞

lnS(−y)dy
y − k

}
, Im k > 0. (9.2.34)

Then f(k) solves (9.2.33), f+(k) = f(k), f−(k) = f(−k). Indeed,

ln f+(k)− ln f−(k) = ln S(−k), k ∈ R (9.2.35)
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by the known jump formula for the Cauchy integral. Integral (9.2.34) converges absolutely at infinity,
ln S(−y) is differentiable with respect to y for y 6= 0, and is bounded on the real axis, so the Cauchy
integral in (9.2.34) is well defined.

To justify the above claims, one uses the known properties of the Jost function

f(k) = 1 +
∫ ∞

0

A(0, y)eikydy := 1 +
∫ ∞

0

A(y)eikydy, (9.2.36)

where estimates (1.2.26) and (1.2.27) hold and A(y) is a real-valued function. Thus

f(k) = 1− A(0)
ik

− 1
ik

∫ ∞

0

A′(t)eiktdt, (9.2.37)

S(−k) =
f(k)
f(−k)

=
1− A(0)

ik − 1
ik Ã

′(k)

1 + A(0)
ik + 1

ik Ã
′(−k)

= 1 +O

(
1
k

)
. (9.2.38)

Therefore

lnS(−k) = O

(
1
k

)
as |k| → ∞, k ∈ R. (9.2.39)

Also
ḟ(k) = i

∫ ∞

0

A(y)yeikydy, ḟ :=
∂f

∂k
. (9.2.40)

Estimate (1.2.26) implies∫ ∞

0

y|A(y)|dy ≤ 2
∫ ∞

0

t|q(t)|dt <∞, A(y) ∈ L2(R+), (9.2.41)

so that ḟ(k) is bounded for all k ∈ R, f(k)− 1 ∈ L2(R), S(−k) is differentiable for k 6= 0, and ln S(−y)
is bounded on the real axis, as claimed. Note that

f(−k) = f(k), k ∈ R. (9.2.42)

The converse step f(k) ⇒ S(k) is trivial: S(k) = f(−k)
f(k) . If indRS = 0 then f(k) is analytic in C+,

f(k) 6= 0 in C+, f(k) = 1 +O
(

1
k

)
as |k| → ∞, k ∈ C+, and (9.2.42) holds.

Step 2. f(k) ⇒ H(t).
This step is done by formula (9.1.13):

H(t) =
1
2π

∫ ∞

−∞
e−ikt

(
1

|f(k)|2
− 1
)
dk. (9.2.43)

One has H ∈ L2(R). Indeed, it follows from (9.2.37) that

|f(k)|2 − 1 = −2
k

∫ ∞

0

A′(t) sin(kt)dt+O

(
1
|k|2

)
, |k| → ∞, k ∈ R. (9.2.44)

The function
w(k) :=

1
k

∫ ∞

0

A′(t) sin(kt)dt (9.2.45)

is continuous because A′(t) ∈ L1(R+) by (1.2.27), and w ∈ L2(R) since w = o
(

1
|k|

)
as |k| → ∞, k ∈ R.

Thus, H ∈ L2(R).
Also, H ∈ L1(R). Indeed, integrating by parts, one gets from (9.2.43) the relation: 2πH(t) =

i
t

∫∞
−∞ e−ikt[ḟ(k)f(−k)− ḟ(−k)f(k)] dk

|f(k)|4 := i
tg(t), and g ∈ L2(R), therefore H ∈ L1(R). To check that
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g ∈ L2(R), one uses (9.2.36), (1.2.26) – (1.2.27), and (9.2.40) – (9.2.41), to conclude that [ḟ(k)f(−k)−
ḟ(−k)f(k)] ∈ L2(R), and, since f(k) 6= 0 on R and f(∞) = 1, it follows that g ∈ L2(R). The inclusion
[ḟ(k)f(−k)− ḟ(−k)f(k)] ∈ L2(R) follows from (9.2.36), (1.2.26) – (1.2.27), and (9.2.40) – (9.2.41).

By (9.2.43), the function H ′(t) is the Fourier transform of −ik(1−|f(k)|2)|f(k)|−2, and, by (9.2.44),
k(|f(k)|2− 1) = −2

∫∞
0
A′(t) sin(kt)dt+O

(
1
|k|

)
, as |k| → ∞, k ∈ R. Thus, H ′(t) behaves, essentially,

as A′(t) plus a function, whose Fourier transform is O
(

1
|k|

)
. Estimate (1.2.27) shows how A′(t) behaves.

Equation (9.1.1) shows that Γx(t, 0) is as smooth as H(t), so that formula (9.1.17) for q(x) shows that
q is essentially as smooth as A′(t).

The converse step
H(t) ⇒ f(k) (9.2.46)

is also done by formula (9.1.13): Fourier inversion gives |f(k)|2 = f(k)f(−k), and factorization of |f(k)|2
yields the unique f(k), since f(k) does not vanish in C+ and tends to 1 at infinity.

Step 3. H ⇒ Γx(s, 0) ⇒ Γ2x(2x, 0).
This step is done by solving equation (9.1.1). By Theorem 9.1.4 equation (9.1.1) is uniquely solvable

since condition (9.1.4) is assumed. Formula (9.1.13) holds and the known properties of the Jost function
are used: f(k) → 1 as k → ±∞, f(k) 6= 0 for k 6= 0, k ∈ R, f(0) 6= 0 since indRS(k) = 0.

The converse step Γx(s, 0) ⇒ H(t) is done by formula (9.1.3). The converse step

Γ2x(2x, 0) ⇒ Γx(s, 0) (9.2.47)

constitutes the essence of the inversion method.
This step is done as follows:

Γ2x(2x, 0)
(9.1.14)⇒ a(x)

(9.2.18)−−(9.2.19)⇒ E(x, k)
(9.1.8)⇒ Γx(s, 0). (9.2.48)

Given a(x), system (9.2.18) – (9.2.19) is uniquely solvable for E(x, k).
Note that the step q(x) ⇒ f(k) can be done by solving the uniquely solvable integral equation (1.2.6):

with q ∈ L1,1(R+), and then calculating f(k) = f(0, k).

Step 4. a(x) := 2Γ2x(2x, 0) ⇒ q(x).
This step is done by formula (9.1.16). The converse step

q(x) ⇒ a(x)

can be done by solving the Riccati problem (9.1.16) for a(x) given q(x) and the initial condition 2H(0).
Given q(x), one can find 2H(0) as follows: one finds f(x, k) by solving equation (1.2.6), which is uniquely
solvable if q ∈ L1,1(R+), then one gets f(k) := f(0, k), and then calculates 2H(0) using formula (9.2.43)
with t = 0:

2H(0) =
1
π

∫ ∞

−∞

(
1

|f(k)|2
− 1
)
dk.

Proof of Theorem 9.1.2. If (9.1.18) – (9.1.20) hold, then, as has been proved in Section 5.5, there is a
unique q(x) ∈ L1,1(R+) which generates the given S-matrix S(k).

It is not proved in [K1] that q(x) defined in (1.19) (and obtained as a final result of steps 1) – 4))
generates the scattering matrix S(k) with which we started the inversion.

Let us now prove this. We have already discussed the following diagram:

S(k)
(9.2.34)⇔ f(k)

(9.1.13)⇔ H(t)
(9.1.1)⇔ Γx(s, 0)⇒Γ2x(2x, 0)

(9.1.14)⇔ a(x)
(9.1.16)⇔ q(x). (9.2.49)

To close this diagram and therefore establish the basic one-to-one correspondence S(k) ⇔ q(x), one
needs to prove Γ2x(2x, 0) ⇒ Γx(s, 0). This is done by the scheme (9.2.48).
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Note that the step q(x) ⇒ a(x) requires solving Riccati equation (9.1.16) with the boundary condition
a(0) = 2H(0). Existence of the solution to this problem on all of R+ is guaranteed by the assumptions
(9.1.18) – (9.1.20). The fact that these assumptions imply q(x) ∈ L1,1(R+) is proved in Section 5.5.
Theorem 9.1.2 is proved. 2

Uniqueness theorems for the inverse scattering problem are not given in [K1]. They can be found in
Section 5.5

Remark 9.2.4. From our analysis one gets the following result:

Proposition 9.2.5. If q(x) ∈ L1,1(R+) and has no bounds states and no resonance at zero, then Riccati
equation (9.1.16) with the initial condition (9.1.15) has the solution a(x) defined for all x ∈ R+.

9.3 Numerical aspects of the Krein inversion procedure.

The main step in this procedure from the numerical viewpoint is to solve equation (9.1.1) for all x > 0
and all 0 < s < x, which are the parameters in equation (9.1.1).

Since equation (9.1.1) is an equation with the convolution kernel, its numerical solution involves
inversion of a Toeplitz matrix, which is a well developed area of numerical analysis. Moreover, such an
inversion requires much less computer memory and time than the inversion based on the Gel’fand-Levitan
or Marchenko methods. This is the main advantage of Krein’s inversion method.

This method may become even more attractive if it is combined with the Marchenko method. In the
Marchenko method the equation to be solved is (1.5.13) where F (x) is defined in (1.5.11) and is known if
S(k) is known. The kernel A(x, y) is to be found from (1.5.11) and if A(x, y) is found then the potential
is recovered by the formula: Equation (1.5.11) can be written in operator form: (I + Fx)A = −F . The
operator Fx is a contraction mapping in the Banach space L1(x,∞) for x > 0. The operator Hx in (9.1.1)
is a contraction mapping in L∞(0, x) for 0 < x < x0, where x0 is chosen to that

∫ x0

0
|H(t − u)|du < 1.

Therefore it seems reasonable from the numerical point of view to use the following approach:

1. Given S(k), calculate f(k) and H(t) as explained in Steps 1 and 2, and also F (x) by formula (1.5.11).

2. Solve by iterations equation (9.1.1) for 0 < x < x0, where x0 is chosen so that the iteration method
for solving (9.1.6) converges rapidly. Then find q(x) as explained in Step 4.

3. Solve equation (1.5.13) for x > x0 by iterations. Find q(x) for x > x0 by formula (1.5.12).

9.4 Discussion of the ISP when the bound states are present.

If the given data are (9.1.15), then one defines w(k) =
∏J
j=1

k−ikj

k+ikj
if indRS(x) = −2J and W (k) =

k
k+iγw(k) if indRS(k) = −2J − 1, where γ > 0 is arbitrary, and is chosen so that γ 6= kj , 1 ≤ j ≤ J .

Then one defines S1(k) := S(k)w2(k) if indRS = −2J or S1(k) := S(k)W 2(k) if indRS =
−2J − 1. Since indRw

2(k) = 2J and indRW
2(k) = 2J + 1, one has indRS1(k) = 0. The theory of

Section 9.2 applies to S1(k) and yields q1(x). From q1(x) one gets q(x) by adding bound states −k2
j and

norming constants sj using the known procedure (e.g. see [M]).

9.5 Relation between Krein’s and GL’s methods.

The GL (Gel’fand-Levitan) method in the case of absence of bound states of the following steps (see
Chapter 4, for example):
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Step 1. Given f(k), the Jost function, find

L(x, y) :=
2
π

∫ ∞

0

dk k2

(
1

|f(k)|2
− 1
)

sin kx
k

sin ky
k

=
1
π

∫ ∞

0

dk
(
|f(k)|−2 − 1

)
(cos[k(x− y)]− cos[k(x+ y)])

:= M(x− y)−M(x+ y),

where M(x) := 1
π

∫∞
0
dk
(
|f(k)|−2 − 1

)
cos(kx).

Step 2. Solve the integral equation (1.5.4) for K(x, y).

Step 3. Find q(x) = 2dK(x,x)
dx . Krein’s function, H(t), see (9.1.13), can be written as follows:

H(t) =
1
2π

∫ ∞

−∞

(
|f(k)|−2 − 1

)
e−iktdk =

1
π

∫ ∞

0

(
|f(k)|−2 − 1

)
cos(kt)dk. (9.5.1)

Thus, the relation between the two methods is given by the formula:

M(x) = H(x). (9.5.2)

In fact, the GL method deals with the inversion of the spectral foundation dρ of the operator − d2

dx2 +
q(x) defined in L2(R+) by the Dirichlet boundary condition at x = 0. However, if indRS(k) = 0
(in this case there are no bound states and no resonance at k = 0), then (see (1.2.21)): dρ(λ) ={

2k2dk
π|f(k)|2 , λ > 0, λ = k2,

0, λ < 0,
so dρ(λ) in this case is uniquely defined by f(k), k ≥ 0.
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Chapter 10

Inverse problems for the heat and
wave equations.

10.1 Inverse problem for the heat equation

Consider problem (1.5.25) – (1.5.28). Assume

a(t) = 0 for t > T,

∫ T

0

a(t)dt <∞, a(t) 6≡ 0. (10.1.1)

One can also take a(t) = δ(t) where δ(t) is the delta-function. We prove that the inverse problem of
finding q(x) ∈ L1[0, 1], q = q, from the conditions (1.5.25) – (1.5.28) has at most one solution.

If (1.5.28) is replaced by the condition

ux(0, t) = b0(t), (10.1.2)

then q(x), in general, is not uniquely defined by the conditions (1.5.25), (1.5.26), (1.5.27) and (10.1.2),
but q is uniquely defined by these data if, for example, q( 1

2 −x) = q( 1
2 +x), or if q(x) is known on [ 12 , 1].

Let us take the Laplace transform of (1.5.25) – (1.5.28) and put v(x, λ) :=
∫∞
0
u(x, t)e−λtdt, A(λ) :=

v(1, λ), B(λ) := vx(1, λ), B0(λ) := vx(0, λ). Then (1.5.25) – (1.5.28) can be written as

`v + λv := −v′′ + q(x)v + λv = 0, 0 ≤ x ≤ 1, v(0, λ) = 0, v(1, λ) = A(λ) (10.1.3)

v′(1, λ) = B(λ) (10.1.4)

and (10.1.2) takes the form
v′(0, λ) = B0(λ). (10.1.5)

Theorem 10.1.1. The data {A(λ), B(λ)}, known on a set of λ ∈ (0,∞), which has a finite positive
limit point, determine q uniquely.

Proof. Since A(λ) and B(λ) are analytic in
∏

+ := {λ : <λ > 0}, one can assume that A(λ) and B(λ)
are known for all λ > 0. If k = iλ

1
2 and ϕ is defined in (1.2.3) then v(x, λ) = c(k)ϕ(x, k), c(k) 6= 0,

A(λ) = c(k)ϕ(1, k), B(λ) = c(k)ϕ′(1, k), so

B(λ)
A(λ)

=
ϕ′(1, k)
ϕ(1, k)

. (10.1.6)

Thus the function B(λ)
A(λ) is meromorphic in C, its zeros on the axis k ≥ 0 are the eigenvalues of ` =

− d2

dx2 + q(x), corresponding to the boundary conditions u(0) = u′(1) = 0 and its poles on the axis k ≥ 0
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are the eigenvalues of ` corresponding to u(0) = u(1) = 0. The knowledge of two spectra determines q
uniquely (Section 7.1). 2

An alternative proof of Theorem 10.1.1, based on property Cϕ, is: assume that q1 and q2 generate
the same data, p := q1 − q2, w := v1 − v2, where vj , j = 1, 2, solves (10.1.3) – (10.1.4) with q = qj , and
get (∗) `1w = pv2, w(0, λ) = w(1, λ) = w′(1, λ) = 0. Multiply (∗) by ϕ1, `1ϕ1 + λϕ1 = 0, ϕ1(0, λ) = 0,
ϕ′(1(0, λ) = 1, and integrate over [0, 1] to get∫ 1

0

pv2ϕ1dx = 0 ∀λ > 0. (10.1.7)

By property Cϕ it follows from (10.1.7) that p = 0. Theorem 10.1.1 is proved. 2

Theorem 10.1.2. Data (10.1.3), (10.1.5) do not determine q uniquely in general. They do if q(x) is
known on [ 12 , 1], or if q(x+ 1

2 ) = q( 1
2 − x).

Proof. Arguing as in the first proof of Theorem 10.1.1, one concluded that the data (10.1.3), (10.1.5)
yields only one (Dirichlet) spectrum of `, since ϕ′(0, k) = 1. One spectrum determines q only on “a half
of the interval”, b = 1

2 , see Section 7.1. Theorem 10.1.2 is proved. 2

10.2 What are the “correct” measurements?

From Theorem 10.1.1 and Theorem 10.1.2 it follows that the measurements {ux(1, t)}∀t>0 are much more
informative than {ux(0, t)}∀t>0 for the problem (1.5.25) – (1.5.27). In this section we state a similar
result for the problem

ut = (a(x)u′)′, 0 ≤ x ≤ 1, t > 0; u(x, 0) = 0, u(0, t) = 0, (10.2.1)

u(1, t) = f(t). (10.2.2)

The extra data, that is, measurements, are

a(1)u′(1, t) = g(t), (10.2.3)

which is the flux. Assume:

f 6≡ 0, f ∈ L1(0, 1), a(x) ∈W 2,1(0, 1), a(x) ≥ c > 0, (10.2.4)

W `,p is the Sobolev space. Physically, a(x) is the conductivity, u is the temperature. We also consider
in place of (10.2.3) the following data:

a(0)u′(0, t) = h(t). (10.2.5)

Our results are similar to those in Section 10.1:
data {f(t), g(t)}∀t>0 determine q(x) uniquely, while data {f(t), h(t)}∀t>0 do not, in general, deter-

mine a(x) uniquely.
Therefore, the measurements {g(t)}∀t>0 are much more informative than the measurements {h(t)}∀t>0.

We refer the reader to [R9].

10.3 Inverse problem for the wave equation

Consider inverse problem (1.5.20) – (1.5.24). Our result is

Theorem 10.3.1. The above inverse problem has at most one solution.
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Proof. Take the Fourier transform of (1.5.20) – (1.5.24) and get:

`v − k2v = 0, x ≥ 0, v(x, k) =
∫ ∞

0

eiktu(x, t)dt, (10.3.1)

v(0, k) = 1, v(1, k) = A(k) =
∫ ∞

0

a(t)eiktdt. (10.3.2)

From (10.3.1) one gets v(x, k) = c(k)f(x, k), where f(x, k) is the Jost solution, and from (10.3.2) one
gets v(x, k) = f(x,k)

f(k) and A(k) = f(1,k)
f(k) = eik

f(k) , because q = 0 for x > 1. Thus f(k) = eik

A(k) is known. By
Theorem 7.2.1, q is uniquely determined. Theorem 10.3.1 is proved. 2

Remark 10.3.2. The above method allows one to consider other boundary conditions at x = 0, such as
u′(0, t) = 0 or u′(0, t) = hu(0, t), h = const > 0, and different data at x = 1, for example, u′(1, t) = b(t).
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Chapter 11

Inverse problem for an
inhomogeneous Schrödinger
equation

In thisSecyion an inverse problem is studied for an inhomogeneous Schrödinger equation. Most of the
earlier studies dealt with inverse problems for homogeneous equations. Let

`u− k2u := −u′′ + q(x)u− k2u = δ(x), x ∈ R1,
∂u

∂|x|
− iku→ 0, |x| → ∞. (11.1.1)

Assume that q(x) is a real-valued function, q(x) = 0 for |x| > 1, q ∈ L∞[−1, 1]. Suppose that the data
{u(−1, k), u(1, k)}, ∀k > 0 are given.

The inverse problem is:
(IP) Given the data, find q(x).
This problem is of practical interest: think about finding the properties of an inhomogeneous slab

(the governing equation is plasma equation) from the boundary measurements of the field, generated
by a point source inside the slab. Assume that the self-adjoint operator ` = − d2

dx2 + q(x) in L2(R) has
no negative eigenvalues (this is the case when q(x) ≥ 0, for example). The operator ` is the closure in
L2(R) of the symmetric operator `0 defined on C∞0 (R1) by the formula `0u = −u′′ + q(x)u. Our result
is:

Theorem 11.1.3. Under the above assumptions IP has at most one solution.

Proof of Theorem 11.1: The solution to (11.1.1) is

u =

{
g(k)
[f,g]f(x, k), x > 0,
f(k)
[f,g]g(x, k), x < 0.

(11.1.2)

Here f(x, k) and g(x, k) solve homogeneous version of equation (11.1.1) and have the following asymp-
totics:

f(x, k) ∼ eikx, x→ +∞, g(x, k) ∼ e−ikx, x→ −∞, (11.1.3)

f(k) := f(0, k), g(k) := g(0, k), (11.1.4)

[f, g] := fg′ − f ′g = −2ika(k), (11.1.5)

where the prime denotes differentiation with respect to x-variable, and a(k) is defined by the equation

f(x, k) = b(k)g(x, k) + a(k)g(x,−k). (11.1.6)
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It is known that
g(x, k) = −b(−k)f(x, k) + a(k)f(x,−k), (11.1.7)

a(−k) = a(k), b(−k) = b(k), |a(k)|2 = 1 + |b(k)|2, k ∈ R, (11.1.8)

a(k) = 1 +O(
1
k

), k →∞, k ∈ C+; b(k) = O(
1
k

), |k| → ∞, k ∈ R, (11.1.9)

[f(x, k), g(x,−k)] = 2ikb(k), [f(x, k), g(x, k)] = −2ika(k), (11.1.10)

a(k) in analytic in C+, b(k) in general does not admit analytic continuation from R, but if q(x) is
compactly supported, then a(k) and b(k) are analytic functions of k ∈ C \ 0.

The functions

A1(k) :=
g(k)f(1, k)
−2ika(k)

, A2(k) :=
f(k)g(−1, k)
−2ika(k)

(11.1.11)

are the data, they are known for all k > 0. Therefore one can assume the functions

h1(k) :=
g(k)
a(k)

, h2(k) :=
f(k)
a(k)

(11.1.12)

to be known for all k > 0 because

f(1, k) = eik, g(−1, k) = eik, (11.1.13)

as follows from the assumption q = 0 if |x| > 1, and from (11.1.3).
From (11.1.12), (11.1.7) and (11.1.6) it follows that

a(k)h1(k) = −b(−k)f(k) + a(k)f(−k) = −b(−k)h2(k)a(k) + h2(−k)a(−k)a(k), (11.1.14)

a(k)h2(k) = b(k)a(k)h1(k) + a(k)h1(−k)a(−k). (11.1.15)

From (11.1.14) and (11.1.15) it follows:

−b(−k)h2(k) + h2(−k)a(−k) = h1(k), (11.1.16)

b(k)h1(k) + a(−k)h1(−k) = h2(k). (11.1.17)

Eliminating b(−k) from (11.1.16) and (11.1.17), one gets:

a(k)h1(k)h2(k) + a(−k)h1(−k)h2(−k) = h1(k)h1(−k) + h2(−k)h2(k), (11.1.18)

or
a(k) = m(k)a(−k) + n(k), k ∈ R (11.1.19)

where

m(k) := −h1(−k)h2(−k)
h1(k)h2(k)

, n(k) :=
h1(−k)
h2(k)

+
h2(−k)
h1(k)

. (11.1.20)

Problem (11.1.19) is a Riemann problem for the pair {a(k), a(−k)}, the function a(k) is analytic in
C+ := {k : k ∈ C, Imk > 0} and a(−k) is analytic in C−. The functions a(k) and a(−k) tend to one as
k tends to infinity in C+ and, respectively, in C−, see equation (11.1.9).

The function a(k) has finitely many simple zeros at the points ikj , 1 ≤ j ≤ J , kj > 0, where −k2
j

are the negative eigenvalues of the operator ` defined by the differential expression `u = −u′′ + q(x)u in
L2(R).

The zeros ikj are the only zeros of a(k) in the upper half-plane k.
Define

ind a(k) :=
1

2πi

∫ ∞

−∞
d ln a(k). (11.1.21)

94



One has
ind a = J, (11.1.22)

where J is the number of negative eigenvalues of the operator `, and, using (11.1.12), (11.1.22) and
(11.1.20), one gets

indm(k) = −2[ind h1(k) + ind h2(k)] = −2[ind g(k) + ind f(k)− 2J ]. (11.1.23)

Since ` has no negative eigenvalues, it follows that J = 0.
In this case ind f(k) = ind g(k) = 0 (see Lemma 1 below), so indm(k) = 0, and a(k) is uniquely

recovered from the data as the solution of (11.1.19) which tends to one at infinity, see equation (11.1.9).
If a(k) is found, then b(k) is uniquely determined by equation (11.1.17) and so the reflection coefficient
r(k) := b(k)

a(k) is found. The reflection coefficient determines a compactly supported q(x) uniquely [R9],

but we give a new proof. If q(x) is compactly supported, then the reflection coefficient r(k) := b(k)
a(k)

is meromorphic. Therefore, its values for all k > 0 determine uniquely r(k) in the whole complex k-
plane as a meromorphic function. The poles of this function in the upper half-plane are the numbers
ikj , j = 1, 2, ..., J . They determine uniquely the numbers kj , 1 ≤ j ≤ J, which are a part of the standard
scattering data {r(k), kj , sj , 1 ≤ j ≤ J}, where sj are the norming constants. Note that if a(ikj) = 0
then b(ikj) 6= 0: otherwise equation (11.1.6) would imply f(x, ikj) ≡ 0 in contradiction to the first
relation (11.1.3). If r(k) is meromorphic, then the norming constants can be calculated by the formula
sj = −i b(ikj)

ȧ(ikj)
= −iResk=ikj

r(k), where the dot denotes differentiation with respect to k, and Res denotes
the residue. So, for compactly supported potential the values of r(k) for all k > 0 determine uniquely
the standard scattering data, that is, the reflection coefficient, the bound states −k2

j and the norming
constants sj , 1 ≤ j ≤ J. These data determine the potential uniquely. Theorem 11.1.3 is proved. 2

Lemma 11.1.4. If J = 0 then ind f = ind g = 0.

Proof. We prove ind f = 0. The proof of the equation ind g = 0 is similar. Since ind f(k) equals to the
number of zeros of f(k) in C+, we have to prove that f(k) does not vanish in C+. If f(z) = 0, z ∈ C+,
then z = ik, k > 0, and −k2 is an eigenvalue of the operator ` in L2(0,∞) with the boundary condition
u(0) = 0.

From the variational principle one can find the negative eigenvalues of the operator ` in L2(R+)
with the Dirichlet condition at x = 0 as consequitive minima of the quadratic functional. The minimal
eigenvalue is:

−k2 = inf

∫ ∞

0

[
u′2 + q(x)u2

]
dx := κ0, u ∈

◦
H 1(R+), ||u||L2(R+) = 1, (11.1.24)

where
◦
H 1(R+) is the Sobolev space of H1(R+)-functions satisfying the condition u(0) = 0.

On the other hand, if J = 0, then

0 ≤ inf

∫ ∞

−∞
[u′2 + q(x)u2] dx := κ1, u ∈ H1(R), ||u||L2(R) = 1. (11.1.25)

Since any element u of
◦
H 1(R+) can be considered as an element of H1(R) if one extends u to the whole

axis by setting u = 0 for x < 0, it follows from the variational definitions (11.1.24) and (11.1.25) that
κ1 ≤ κ0. Therefore, if J = 0, then κ1 ≥ 0 and therefore κ0 ≥ 0. This means that the operator ` on
L2(R+) with the Dirichlet condition at x = 0 has no negative eigenvalues. This means that f(k) does
not have zeros in C+, if J = 0. Thus J = 0 implies ind f(k) = 0.

Lemma 11.1.4 is proved. 2
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Remark 11.1.5. The above argument shows that in general

ind f ≤ J and ind g ≤ J, (11.1.26)

so that (11.1.23) implies
indm(k) ≥ 0. (11.1.27)

Therefore the Riemann problem (11.1.19) is always solvable.
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