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PLATES

I. Plot of x—ray yield as a function of target gas pressure in microns
of Hg.

11, Branching percentages for the decay of a hydrogenlike system. AIll
values are rounded to two significant digits and expressed as per-
centages,

III. A schematic diagram of the experimental beam line including the
incident charge preparation equipment, the gas cell region and the
charge spectrometer.

IV, The geometry for the determination of the solid angle correction fac-
tor. Pg, P and Pg are all points on the beam line, H and P5 are
points defined by the limiting aperture through which the detector
looks, and the circle is the active area of the detector. R connects
an arbitrary point P on the detector to an arbitrary point Po on the
beam line. The parameters defining the system are L, d, E and
Ss.

V. Plot of Si(Li) detector efficiency as a function of energy for two dif-
ferent Beryllium window thicknesses (x).

VI. Sample spectrum showing yield plotted as a function of channel num-
ber.
VII. High resolution spectrum from the experiment by Macdonald et al.
VIII, Sample plot of x-ray yield against detector channel number (a function

of x-ray energy). The circles represent actual data points while the
smooth line represents the fit to the data calculated by adding together
four gaussian peaks.

X, Plot of cr oss sections as a function of incident projectile energy.
Points connected by a smooth line are hydrogenic x—ray production cross
sections of fluorine projectiles measured in this paper. Points con—
nected by the dashed line are single electron capture cross sections
measuread by Chaio . Lines are drawn only to guide the eye. The
solitary circle represents the x-ray production cross section calcula-
ted with the 2p —-1s relative intensity equal to 1.5,

b Sample plot of x-ray yield against detector channel number (a function
of x-ray energy). The circles represent actual data points while the
smooth line reprosents the fit to the data calculated by adding together
four gaussian peals. The low shoulder was not possible to fit without
changing the relative intensities.



Introduction

Collisions between atoms and highly charged ions travelling at keV
energies and above often result in inner shell vacancy production in both
the target and the projectile. There are at least three ways to produce
such inner shell vacancies: collision induced inner shell excitation or
ionization which is reviewed by Garcia, Fortner, and Kavanagh1 , electron

2, and electron capture

promotion which was suggested by Fano and Lichten
which is well covered by Betza. Since these vacancies are filled by

higher level electrons decaying by either radiative (x ray producing) or
Auger type transitions, the collision process can be studied by observing
the characteristic x-ray production cross sections. Theoretically calcu-
lated fluorescence yields (for example, those by McGuire4) can then be
used to convert x-ray producticn cross sections to inner shell vacancy
production cross sections (i.e., radiative plus Auger processes).

Over the past decade such collision induced x rays have been the
subject of extensive study, with target x rays being the ones most commonly
investigated. This thesis, however, is a study of hydrogenlike projectile
x rays resulting from electron capture by fully stripped fluorine icons
incident on an argon gas target.

Since in hydrogenic decay there are no other electrons to take part
in Auger decay processes, the fluorescence yield for the system studied
is unity. Furthermore, a bare fluorine ion initially has no electrons to
undergo excitation or promotion so that electron capture to excited states
becomes the only vacancy producing process. Although electron capture

. e R
has been studied by many researchers” > 7 most of this work has con-



cerned capture to the ground state. By using a variation of the Brinkman-
Kramers approximation, Nikolaev has developed a formula for electron
capture by protons in any target. However, currently there is very little

8)6—9 for hea\/}" ion projectiles on

literature on capture to excited states
heavy targets. In general, there have been relatively few studies of x-
ray production in projectiles undergoing heavy ion collisions of any kind;

a brief summary of what has been done follows.

The lifetimes of various states have been studied by measuring the
intensity of collision-induced projectile x rays as a function of time of
flight by sampling the x ray intensity along the beam at selected distances
from the collision point. A deviation from normal exponential decay in
the intensity time curve has been used to indicate long-lived states. Using
a proportional counter with a Bragg cyrstal spectrometar in beam foil

1. 10 hoticed a long-lived component in some of

experiments, Sellin et a
their exponential decay curves hinting at metastable states with inner—-shell
vacancies in oxygen ions. With a Si(Li) detector Schmieder & J’\/Lar*m.is11
R ; 5 : 12
have measured lifetimes in He-like Ar while Cocke et al. have measured
. 13 :

x ray metastable states of Cl1. Richard et al. have used a high resolu-
tion crystal spectrometer to study fluorine metastable x rays using the
beam foil procedure,

Researchers have also investigated the dependence of projectile x
ray production cross sections on target atomic number (22). Kavanagh

14 . . .
et al, measured copper projectile L x—-ray production cross sections

and noticed a strong cyclic dependence on Zs. They suggested a dramatic

influence on vacancy production depending on the relative spacing of levels



3
between the target and projectile. In experiments with Cl projectiles on
. 15 . -

gas targets by Winters et al. the x ray production cross sections ex—
hibited a nonmonotonic dependence on the target atomic number. Kubo,

16 . . . ; ;
Jundt, and Purser studied projectile K x-ray production cross sections
in nickel and bromine and suggested that processes involving promotion
of 2p vacancies are significant as high as 1.5 MeV/amu. Datz et al. 7
studied iodine L x rays for collisions of iodine on various targets and
noticed a variation in the formation of vacancies in the 2p 1/2° Eps/g’

and 2s subshells with slight changes in Z Woods et al. 18 cbserved

1/2 2°
Cl projectile x rays under high resolution and observed a peaking effect
in the ratio of double K shell to single K shell vacancy production as a

function of Z A molecular orbital mechanism was suggested to promote

21
both K shell electrons to higher levels.
Both total and differential projectile x ray cross sections have been
. . ) 19
measured as a function of impact parameter. Stein et al. measured
L x rays produced in I on Te collisions in coincidence with the scattered
iodine ions. They observed a maximum L x-ray production for impact

0

parameters comparable to L shell radii. Cocke et a1.2 observed

chlorine x rays in collisions involving Cl1 on Al, Ti, and Cu in coincidence
with the scattered C1 ion. For comparable Z val.ues in the C1--Ti colli-
sions as a function of impact parameter, the excitation probability shows
an enhancement in magnitude and, in addition, an altered curwve shape

when compared to asymetric collisions. A promotion mechanism has

also been suggested as being responsible for this difference.
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Recently Macdonald et al.e1 used a high resoclution crystal spec-
trometer to study the relative distribution of highly charged fluorine
projectile x rays when 7, 8 and 9+ fluorine ions were incident on argon
gas. They measured the relative intensities of transitions in fluorine ions
and showed the importance of electron exchange processes in collisions
in which inner shell excitation occurs.

In the high resolution experiment of Macdonald et al.21 , the hydro-
genic fluorine x ray lines were resolved and their relative intensities
were measured, but the absolute cross sections for x ray production could
not be determined since the absolute efficiency of the high resolution detec—
tor was not known. The present work is an experiment designed to
measure the absolute total cross section for hydrogenic x ray production
by fluorine 9+ ions incident on argon gas. Since the incident beam is fully
stripped fluorine, hydrogenic x rays can only occur as a result of single
electron capture to excited states. Thus, this experiment allows a com-
parison between the total cross section for capture to all excited states
but the 2s and capture to all states as measured by Chiam.22

The cross sections reported here were measured using a thin gas
target. Although a gas target is much harder to set up and use than a
solid target, single collision conditions for charge exchange are available
with a gas target. This is shown by the linearity of the x ray yield against
pressure curve in Plate I. Both the initial and final states of the projec-
tile ion can be determined in such collisions with gas targets. In addition,

with a thin gas target, stopping power formulas are unnecessary in the



5
analysis, and self absorption by the target gas of the x rays is negligible.
Finally one can obtain a continuous range of target thicknesses by changing

the gas pressure,






Plate I

Plot of x-ray yield as a function of target gas pressure in microns

of Hg.
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Theory

To produce projectile characteristic x rays, electrons must be
able to decay down to innershell vacancies. These vacancies may be
produced in several ways: 1) by collision induced inrershell excitation
or ionization, 2) by electron promotion to higher lewvels during a collision
(thus creating a vacancy), or 3) by electron exchange or capture. For
fully stripped projectiles where there are no electrons present to undergo
excitation or promotion, electron capture into excited states is the only
process.

Electron capture has been extensively studied for simple cases such
as protons, helium ions, or hydrogen like ions passing through similarly
light atoms.? Oppenheimer assumed capture into s states only and showed
that alpha particles capture electrons from hydrogen-like atoms into ex-—
cited states according to the relation:

o= g (Ve V) ( |
where n is the principal guantum number and Vo is egual to ez/‘h or

8
2.2 x 10 cm/sec. Although there have been some improvements in the

8,23 24

details of the calculation it has been suggested that Egn., (1) is a
useful approximation. In collision systems for which this estimate is
correct, about 85% of the electrons céptur*ed are captured to ground state.
For lower velocities (v=vo) Jackson and Schiff?® and Schiff°® have shown
that capture into the 2p state is larger than into the 2s state. Omidvar 8
has suggested that for n sufficiently large, n electron capture is propor-

tional to 1/n2. Howewver, for capture by highly charged particles, the

lincar Stark splitting assumed by Omidvar is probably no longer lincar
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so that his calculations may not apply to this experiment.

For collisions involving partially stripped heavy ions and heawvy
targets there is very little information available. Bohr and L.indhar-d2
estimate on general grounds that fast heavy ions capture electrons from
heavy targets into modestly high excited states. Recently Dmitr*iev6
offered indirect experimental evidence that electron capture in ions with
Z >4 is mainly to excited states. Experimentally, the electron capture
cross sections to all states (including ground state) have been measured>>
for single electron capture. A comparison of these cross sections with
those for capture to excited states are discussed in the present work.

No unfolding of the cascading process to obtain the excited state
distribution produced by electron capture has been undertaken in this work
as the solution cannot be unigquely found without a theoretical model of the
distribution of capture to various substates of each shell. Depending
upon which excited state the electron is captured to, there are a variety
of decay modes resulting in a np-1s x ray transition. Plate II shows the
branching percentages for a one electron fluorine ion calculated from the
theoretical transition probabilities.28

Assuming that electrons can be captured to any level and so have
any allowed combination of quantum numbers n and 1, an equation can be
written to combine the various branchings possible that would result in
a particular xhr[;ay: - —_— B . B””’Q:_ :} (2

= an an+B|sZXn'g’[Bni ¥ N NP el
where Inp is the number of electrons making the transition from np-1s,

X is the number of electrons captured to state nl, BE;V

Nl 1s the branching
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Plate II
Branching percentages for the decay of a hydrogenlike system. All

values are rounded to two significant digits and expressed as percentages.
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12
fraction for the transition from n'l' to nl and the summation is taken over
altn', 1', n'',1'; ... (subject to selection rules) with np corresponding
to the np—-1s transition to be studied. The "X" on the right side of the
equation are the unknowns while "I'" can be experimentally determined
using methods described later in this paper. Since there will be an
equation for each different np-1s transition (1) while there are usually
several "X" for each "I", there are clearly more unknowns than there
are eguations. Thus, using experimentally determined values for np-1s
X ray transitions and branching equations such as Egn. (2), it is not pos-
sible to solve for the relative distribution of capture to various states.
Howewver, in the future, when theoretical models for the distribution Xl
are available, equation (2) can be used to test the model with the results
of this thesis.

Alternatively, one could assume a tentative model for the distribu-
tion of captured electrons and use the previous system of equations to test
it. Although there is no well accepted model for heavy ions on heavy tar—
getss, several light ion—-atom models can be tried and the results compared
to the relative intensities from reference 21: 1.00, 0.26, 0.12, 0.08,
(hormalized to the 2p-1s transition intensity). Table I shows the results
of three such models. Apparently none of these models is an adequate
description of the capture process since in all three tests the relative in—
tensities of the higher energy transitions were much smaller than the high
energy intensities actually measured by experiment.21

The x-ray transitions for the system involve a hydrogenic decay

scheme, and a Z1—~squarﬂed Lyman serics formula gives the energies:
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E = 72 (13.6eV) (1 - Vp.2) (3

where 21 is the projectile atomic number and ni is the guantum number
of the initial state for the x ray transition np-is (ni:2,3,4,5, ce.)e In this
thesis, the x rays have been observed in a Si(Li) detector with approxi-
mately 150 eV resolution at ~ 1keV. Thus the separate lines have not

been resolved experimentally, but a fitting procedure has been used to

obtain the total spectral distribution and absolute intensity of the x rays.
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Table 1

Relative intensities of the first four x—ray lines for hydregenic decay
in fluorine. Three electron capture models are tested against the relative
i . 2| )
intensities from the work by Macdonald et al. The first model assumes

3
a level distribution of 1/n with capture to s states only. The second model
3 : ;

also assumes 1/n~ but the electrons are distributed over the 1 states pro-

portionally to 21+1., The third model assumes 1/n2 with a 21+1 distribution,
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Table 1
Measured 1/n3 ‘I/r\3 ‘l/n2
WIntensities s only 21+1 21+1
2p-1s 1.00 1.00 1.00 1.00
3p-1s 0.26 0.10 0.08 0.11
4p—-1s 0.12 0.01 0.02 0.03
S5p-1s 0.08 0.002 0.007 .01
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Experimental Design

The fluorine projectiles for these experiments were accelerated by
the Kansas State University Tandem Van de Graaff accelerator. The
fluorine ions are accelerated up to the desired energy and then momentum
analyzed by a 900 magnet whose energy window is about 10 keV. The ions
are then passed through a stripping foil which gives the beam a distribution
of charge states all at one selected energy. A switching magnet selects
out the fluorine S+ ions to be used in this experiment. This ion beam is
focused down the beam line where it is collimated by two adjustable tantalum
slits before reaching the target gas cell. The gas cell is differentially
pumped by three oil diffusion pumps. The beam line pressure was about
5 x 10_7 torr.

The target for this experiment was argon gas at pressures up to 5 or
6 microns of Hg and temperatures in the neighborhood of 20° . Target
gas pressures were regulated by an MKS Baratron, type 90 capacitance
Manometer, coupled to a Granville-Phillips 213 Automatic Pressure Con-
troller. In addition to its factory calibration, the manometer was cali-
brated while on the gas cell by a GM~-100A Mcl.eod gauge which was itself
calibrated at the National Bureau of Standards. The accuracy of the
manometer was better than 10% at préssures between 1 micron and 1 torr.
Since the detection system was sensitive to noise vibrations, the pressure
controller was turned off during actual runs. Ths gas pressure was moni—
tored during each run and allowed to vary, monotonically, to a maximum
of 5%. In this experiment 1 to 20 na of beam were typically available at

the entrance to the gas cell and about 30% of this passed into and through
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the interaction region. By means of a series of Faraday cups within the

cell, 100% transmission through the cell was guaranteed.

The gas cell, shown in Plate III, had four beam slits made of graphite
to reduce x-ray background. Slit sizes were: s1 =1.0mm, 52 = 1.5mm,
53 =2.5mm, 84 = 3.0mm. Between s1 i 52 and 52, 83 there were movable
Faraday cups with -500V suppressor rings used to focus the beam through
the slits. The beam was focused to insure 100% transmission between s
and 34. This was a critical factor since cross section analysis requires
knowledge of the number of ions passing through the interaction region of the
gas cell with 100% transmission. The beam current was monitored behind
54 in a large Faraday cup suppressed by a -500V suppressor ring and inte—
grated by a Brookhaven current integrator. A retractable target holder

. 55 .
was used inside the gas cell to support an  Fe x ray source and various

solid targets to calibrate the x ray detector,

A charge spectrometer, consisting of a magnet and a position sensi-
tive particle detector was mounted behind the last Faraday cup (see Plate
III). The charge purity of the incident beam was measured to insure that
the incident beam was better than 99% pure bare nuclei. Projectile final
charge state distributions were measured so that the gas target thickness
could be set to insure that less than 5% of the beam underwent charge ex—
change. In addition, the charge spectrometer was used to measure the
cross section for single electron capture (summed over all states) for
F9+ ions on ar*gong2

The detection system consisted of a liquid nitrogen cooled Si(L1i)

29 ; ' .
detector mounted in the gas cell at right angles to the beam line. The
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Plate III
A schematic diagram of the experimental beam line including the
incident charge preparation equipment, the gas cell region and the charge

spectrometer,
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detector had an active area of 80mm2 and was maintained under separate
vacuum by a .025mm berylliurm window. The resolution was in the neigh-
borhood of 200 eV FWHM at 6 keV photon energy.

In order to extract absolute cross sections from the observed x-ray
intensities, the solid angle integrated over the interaction region (n{)
for the geometry of the detector—-beam combination must be known. A first
approximation can be made by multiplying the beam line interaction length
() seen by the detector by the solid angle subtended by the detector area

from an arbitrary point on the beam line. This would give

NI = 47?)(2 i (H_

where "a" is the detector active area and "x" is the distance from the de-

tector to the beam linre. Howewer, this approximation ignores edge
"shadow" effects which become important since the detector must be close
to the beam line to optimize the counting statistics. Alternately, an exact
analytical expression can be written for the solid angle in the form of a
triple integral. Plate IV shows a diagram of the geometry. The solid

angle at an arbitrary point P can be written as:

' rdv«c 2 L«'rd)a-f—r’fokg+2mr.axl—.-‘.g
amy-ff » R

gt RE (5

Integrating over the entire interaction length Egives:

O Ef ; f// k'cJY'cJG'Ja (é.

Q i = %T ]rf f (l_ul) v+ (avaina)u ra?
(7
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The third integral can be solved analytically using trigonometric identities

to yield:
>{3 CJU{ _ l st X’g'i'r‘.oi,wﬁ _ -1 —Y_?fF’A,LV\G]
fy R 7 4 D N D v D (8'
2

D= ‘(‘Qc;m?e + (L"'CJ)Q

Y3 : .
doa 1 o O ) e
R? N D v Vo {v3(-7) + r2ain?o +( Y3~ 7a) m;no}

_y‘z
Expr*essmns for ys and y can be derived from Plate V:

X. +v, % =2 X,—i“u:ma ¥, = a0

i ) 2

Ye= =Y = [ Xy =% szt %yt = BTaxg

-7~ d Led T L+d
[ >i _ VeV B st o L2t¥
L +d L L+d

Y_z: L+I)? o 8 i Lf-d)F ccl B

Substituting these expressmns for y and y and collecting terms we hawve:

Of = {r‘Jrj {F ce,e ¢ (1o

] (”[L?C])/“'jl\' 2 .
'F(r- a) ~ r2+(L+H:(,_Q"‘/;)+QJ e r -—rq.ﬁx»-."
The following expression 15 then numemcally integrated by computer‘

03 ¥ T Z w' fFwaf 0

= :
The result of .0208071 cm is the value for (L I computed from 50 incre-

ments for both r and 8. This was equal to the value obtained (to six sig-
nificant digits) when only 10 increments were used for r and 8.

The x ray production cross section is given by the following equation;

o = Y It .
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Plate IV
The geometry for the determination of the solid angle correction
factor. PO, PE’ and PS are all points on the beam line, P1 and P5 are
points defined by the limiting aperture through which the detector locks,
and the circle is the active area of the detector. R connhects an arbitrary

point P1 on the detector to an arbitrary point PO on the beam line. The

parameters defining the system are L, d, ﬁ, and 82
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where th:: is the total x-ray yield per micron of pressure corrected for the
efficiency of the detector and the electronic dead time, n is the number of
target atoms per unit volume at 1 micron pressure and 200 C, N is the num-
ber of incident particles, and ,S'ZT is the solid angle integrated over the inter-
action length.

Since the experiment was conducted with a thin gas target, only
single collision phenomena occur. The x-ray yield is linear with pressure
and, as Plate I shows, the single collision assumption is good to much higher
pressures than were used in this experiment. The corrected x-ray yield
per micron of target gas pressure is obtained by plotting the number of x
rays in a peak against the target pressure in microns of Hg. The method
used to obtain the yield of x rays from the spectra will be discussed later.
A least squares fitting routineso is used to calculate the required slope
Yt in X rays per micron and the result is divided by the efficiency of the
detector at that particular energy.

For x rays below 1 keV in energy, absorption between the source
and the detector is by far the most important factor in determining x-ray
yields. For the x rays observed in this work from the transitions be-
tween one-electron fluorine states, over 90% of the x rays are absorbed.
Since thin gas targets are used in this experimen;, self absorption by the
gas is negligible (less than .0133)31. The major absorption is due to the
beryllium window with a smaller contribution from the gold and insensitive
silicon layers of the detector.

At present there are no published experimental efficiency curves

for Si(Li) detectors in the region of 1 kaV and lower because of the extreme
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sensitivity of efficiency to such factors as detector window thickness. How-
. ‘ . 32,33
ever, a comparison of the available experimental efficiency curwves
at much higher energies and theoretical calculations of such curves sug-
gests that low energy efficiency curves might be obtained from theory. A
large error is immediately introduced because the thicknesses of the ab-
sorbing layers are not accurately known. At energies between 0.5 and 1.0
keV the absorption is due primarily to the beryllium window so that the un-—
certainty in the gold and silicon layers becomes less important,
Initially an efficiency curve was calculated for the system assuming
the following thicknesses: 0.025mm % 20% Be, a dead layer equivalent of
: ; ; 29
0.1 microns Si at 6 keV as estimated by the manufacturer™ and an average
20ug per cm2 of Au. Absorption coefficients were taken from the work by
31 . s
W. J. Veigele . The results are shown in Plate VV as the solid line. The

dominent feature in this curve is due to the beryllium window absorption

with the transmission given approximately by:

S, = e (13

where x is the window thickness, E is the x-ray energy, and a is a constant
representing the beryllium absorption coefficient. These calculations ig-
nore the possibility of impurities in the beryllium. Although the specified
purity from the manufacturer is better than 99.99.5% any impurities are of
much larger atomic number and thus a source of systematic error which
was not covered in this work.

A pulsed optical feedback preamplifier was used with the x ray detec—
tor so that a significant dead time occured during data accumulation and a

correction was necessary for proper beam normalization. This was done
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Plate V
Plot of Si(Li) detector efficiency as a function of energy for two

different Beryllium window thicknesses (x).
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electronically by using an amplifier gating pulse, indicating the busy time
in the analysis, to gate off the integration of the beam current. In this
way the beam current was counted only during the time the detector ampli-
fier was live. Count rates of up to 5000 x rays per second, with resulting
dead time of up to 80% were used to test the accuracy of the correction pro-
cedure., In all cases, the electronic correction agreed within 10% of
counting rates taken with a faster amplifier. During data accumulation
for the actual experiment, the counting rate was always less than 1000
cts/sec (and usually much less) and the dead time correction never exceeded
20%. In the event of counting rates that were too high, the beam current
was reduced. The corrected x-ray vields used include all such dead time
corrections and the normalization procedure is estimated to be accurate
to within 5%.

A sample x-ray spectrum obtained with fluorine 9+ ions passing
through argon gas is shown in Plate V1. In deciding how to analyze such a
spectrum, several options are open. The arza of the entire peak, taken
from limits set at the points where the peak fades into the background,
can be integrated to give a total yield of cbserved x rays in the spectrum.
Ordinarily this would permit x—-ray production cross sections to be ob-
tained, but with these x-rays from the fluorine pr:ojectiles, a choice must
be made as to what detector efficiency to use to account for the x—-ray
absorption. Since the efficiency changes by almost an order of magnitude
over the range of the peak from about 850 to 1100 eV, this choice is criti-
cal. Furthermore, the shoulder on the low energy side of the spectrum

hints at the presence of more than oneline. If one assumes that the spec—
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Plate VI
Sample spectrum showing vield plotted as a function of channel

number.
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trum contains just two lines, the efficiency for the lower ernergy line is
much smaller than for the "main" line of the spectrum and one might sus-—
pect that the low energy shoulder corresponds to a line containing a very large
number of x rays.

Howewver, when one considers that the origin of the lines must be
from electron capture to excited one—-electron states, then one would expect
the entire np-1s Lyman series to be present in the spectrum. The first of
these occurs at 827 eV, the second at 980 eV, and the rest between approxi-
mately 1030 eV and 1100 eV (the series limit for the Lyman series is at
1103 eV), with the high energy lines being closer together than the low
energy lines. The spectroscopy of this system has been investigated in a
high resolution expe:r‘imemt21 using a Bragg crystal spectrometer, and a
sample spectrum of the fluorine Lyman series of x~rays is shown in Plate
VII. Such a set of lines could fit the low resolution spectrum shown in
Plate VII with the first line producing the shoulder (or lower peak) and the
remaining lines, grouped close together, forming the main peak of the
spectrum. It is important to note here that at such low energies (below
1 keV) tha energy calibration of the solid state detector system is not
necessarily linear because of the electronics of the analysis system. An
x ray energy is converted to a voltage pulse WhiCh. is digitized in an ADC.
The nonlinearity in the digital representation of the x—-ray pulse arises from
a number of poorly understood complications such as the difference in DC
levels of the DC coupled system and possible misadjustment of the time-to-

peak setting of the internal gate of the analyzer. For a large voltage pulse

(high energy x ray) this is only a small effect, but for the low energy x rays
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Plate VII

High resolution spectrum from the experiment by Macdonald et al.
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linearity is a significant source of error in the energy calibration. Thus
the overlap of the lines on the spectrum may be slightly greater or less
than a comparison of their energies would indicate.

To make the analysis of the spectra for the work of this thesis, a
method was used based on the relative intensities of the lines observed
under high resolution. The first four lines of the decay series were used
assuming that the higher energy lines were negligibly small. Each line
was spread into a gaussian peak and the resulting four peaks were added
to produce a theoretical spectrum. In order to fit such a curve to the
experimental spectrum, knowledge of the relative number of x rays in
each line was considered essential in order to achieve a unique fit to the
experimental data. The experiment done by Macdonald et a‘i.21 studying
the same collision system by using a high resolution detection system
(FWHM of about 2 eV), provided the crucial relative intensities. The
results for the first four hydrogenic fluorine lines produced by electron
capture by F9+ ions in argon normalized to the 2p~1s line are: 1.0, 0.26,
0.12, 0.08.

A computer program was used to calculate the required gaussians,
compute the resulting curve, display the curwve along with the data to be
fit, and calculate a chi-square test for the fit (See. Appendix 1). The un-
knowns for the system included the peak positions, the peak width, the
relative peak intensities followiny absorption in the detection system and
an overall height multiplication factor (M) that permits normalization to
the total number of x rays observed. The peak positions were theoreti-—

cally known from the theoretical energy of cach line, but due to the un-
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cally known from the theoretical energy of each line, but due to the un-
certain energy calibration of the analysis system in this energy region,
they were varied within a limited range about their predicted values. The
peak width was assumed to be the same for all peaks and was also varied
around an initial value taken from the Ne K x-ray line produced by 3 MeV
proton bombardment of a neon gas target during each run of these experi-
ments. The relative peak intensities were initially fixed to the values
obtained in a high resolution experiment, each line modified by the appro-
priate absorption of the Si(LLi) detector for that energy. Then, these in-
tensities were varied to see if this might improve the fit. By alternately
varying one variable at a time and checking the resulting plot comparison
and chi sguare test, the optimum values for the four peak positicns, the
peak width, the height multiplication factor (M) and a new set of normalized
peak intensities slightly different from the coriginal were obtained.

After extensive attempts to fit the data, it was found to be impossible
to produce the low energy shoulder on the spectrum when the peak intensi-
ties remaired fixed to their original values. By increasing thes low energy
line intensity, however, the final fit (Table II) was achiaved., This implied
that an intensity distortion occured somewhere in the systerm. The ob-
served spectral shape can be altered or distorted .by several different
factors. For example, there is a low energy tail on all peaks measured
by the Si(l.i) detector which is not considered in this analysis. Although
the magnitude of this tail is small, the assumption of a gaussian shape for
the x-ray peaks may be responsible in part for the distortion of the spectrum.

However, from previous experimental observations, the gaussian shape is
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Table II

Final fit values for the four peak positions (given in channel numbers),
the four relative peak heights (normalized), the peak width (FWHM), the
pressures in microns for each run at that energy and the resulting intensity
normalization factor (M). Sorme experimental runs were taken using a
different total number of ions passing through the interaction region so that
these results had to be normalized in order to obtain x-ray yield per micron
pressure values., For 20.25 MeV, a fit was run for two different values of
2p-1s peak intensity (1.0 and 1.55). The numbers given with the energies

are experimental run designations.
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probably a good approximation and cannot account for the inability to fit the
main features of the spectrum.

The biggest factor involved in the distortion of the spectrum is the
efficiency of transmission of the different x-ray lines into the detector.
The relative intensities used in this analysis were calculated by attenuating
the relative intensities from the high rzasolution experiment of Macdonald
et al .21 by an absorption factor approximately proportional to exp
(-axE_S) where x is the beryllium window thickness (known to within £
20%). Because of the strong energy dependence within the exponential
function, small variations in the thickness of the beryllium will dramati-
cally change the relative intensities of the x-ray lines. Making the window
thickness somewhat thinner results in a slightly weaker energy dependence
for the efficiency. This means that the resulting attenuated relative peak
intensities produce smaller high energy peaks or, alternatively, a bigger
low energy shoulder. By varying the relative intensities in order to fit
the shoulder of the observed spectrum and by comparing the increased
magnitude of the low energy peak to each of the high ensrgy peaks a new
value for the window thickness was obtained. A good fit was obtained with
a thickness Be of only 2.2><1O_8cm, only 13% less than the specified value
of 2.5x10_30m. The dashed line on Plate V shows: the transmission curve
of the detector using this new window thickness.

For any one energy, the spectrum was largest and details of spec-
trum shape and proportion were clearest for experiments run at high tar-
get gas pressure. Therefore, the final values for all variables were fit

to a high pressure run, Only M was changed to fit the remaining lower
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pressure runs, since the other variables should remain constant at cre
energy for different target thicknesses. This assumption was checked in
the course of the data fitting and no significantly better low pressure fits
could be found. Final values of these variables for each energy are given
in Table Il. Excellent data fits were obtained for two energies (35.5 and
80.0 MeV) studied, but the fit for the third energy (20.25 MeV) was very
poor (as discussed in the results section of this paper). Since there are
a wide set of values that could produce such a poor fit, the actual values
used to determine M were not considered significant,

It should be noted that, with six interdependent variables available,
it is hard not only to locate the best fit, but also to estimate the errors
inherent in the results of such a fit. The nonlinear energy calibration,
responsible for four of these variables and the assumption that the peak
widths were all the same, introduce an uncertainty in the intensity of the
various x-ray lines. Another source of error in determining the proper
distribution of the x-ray intensity arises from the gaussian distribution
assumed for each peak. It is well established that Si(Li) detectors show
a low energy tail which results in an asymmetric peak84. However, the
biggest error involved with this method of analysis was the strong de-
pendence of the efficiency of the detector for the different energy photons
on the thickness of the Be window. A change of only 13% produced a big
difference in efficiency; for example, at 827 eV the efficiency went from
-006 to .011, at 981 eV from .04 to .06, at 1035 eV from .065 to .09 and
at 1059 eV from .078 to .105. In this analysis, the calculated curves

chosen to provide the height multiplication factor M was near enough to
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the actual data curves so that M was known to within at least 3% and
usually to within 1%. In the future, better results could be obtained by
using a much thinner window. This would 1) significantly increase the
efficiency and 2) decrease the energy dependence of the efficiency.
Plate VIII is a simple data fit spectrum in the final form. The

c
total corrected yield "Y " needed for Egn. (12) is given by:

APV AR &

where i refers to the particular peak being considered (2p-1s, 3p-ls,

21
« )y Ki is the relative intensity from the high resolution experiment ,

M is the overall multiplication factor, 1 is the slope of the intensity

AP
against pressure plot made for each x-ray peak, and ?zis the efficiency
factor for each x-ray peak.

To complete the calculation for the x-ray production cross section

/’

(Egn. 13, the target gas thickness (n) and the incident ion flux (N) must be
calculated. The ideal gas law is sufficient to calculate the gas thickness
(or number of atoms per unit volume) since the gas pressure was less than
10 microns of Hg. For a temperature of 20° © and a pressure of 1 micron

£ 13 3
Hg, (n) is equal to 3.283x10  atoms/cm . The humber of incident particles
was measured by integrating the current on the last Faraday cup (see

' L 11
Plate III). The total projectile flux for each run was 1.389x10  ions for

the 20MeV and 35MeV runs, and 1.667’)&011 ions for the 30MeV run.
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Plate VIII
Sample plot of x-ray yield against detector channel number (a
function of x-ray energy). The circles represent actual data points while
the smooth line represents the fit to the data calculated by adding together

four gaussian peaks.
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Results

In this work x—ray production cross sections have been measured
for bare fluorine nucleii incident on argon gas at energies of 20, 30, and 35
MeV., These cross sections, along with the experimental cross sections
for single electron capture to all states 6. reported by Chiao22 are plotted
as a function of energy on Plate IX. A summary of this data is included in
Table 111, The cross sections for single electron capture to excited states
e 2re numerically equal to x-ray production cross sections since all of
the captured electrons emit x rays while decaying to the ground state.
However, some of these electrons may decay to the 2s state before going
to the ground state. A final transition from 2s to 1s is not measured in
this experiment due to several factors: 1) The 2s state is metastable with
a lifetime of about 2.3)(10__7 sec35. Since the fluorine projectile is within
the interaction region for about 2x 1072 sec, very few 2s-1s transitions
will occur within sight of the detector. 2) The most likely decay mode
for a 2s-1s transition involves the release of two photons whose total
energy is equal to the energy of the transition (E). Hence, the spectrum
will be continuous and occur at energies too low to be seen by the detection
system due to the extremely low efficiencies below E = 800 eV. As a
result the electron capture cross sections to excited states determined
in this work ( G;_ ) do not include electron capture to or cascading to the
2s state,

The x-ray production cross sections given in Plate IX show a
decreasing trend with increasing energy similar to the encrgy dependence

of the electron capture cross sections. Table III includes the capture
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Plate IX
Plot of cross sections as a function of incident projectile energy.
Points connected by a smooth line are hydrogenic x-ray production cross
sections of fluorine projectiles measured in this paper. Points connected
by the dashed line are single electron capture cross sections measured
22
by Chaio . Lines are drawn only to guide the eye. The solitary circle

represents the x-ray production cross section calculated with the 2p-1s

relative intensity equal to 1.5,
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Table III
X~-ray production cross sections ( d, ) and single electron capture
22
to all states  cross sections ( §. ) for three energies. The correspond-

ing capture percentages (C) are also listed.
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Table III
Energy Cross Sections cm /atOm
Mev =17 s I C %
Cr)( X [C (j_c X /o
20.25 2.57 5.23 49%
30.0 1.20 3.25 37%
35.5 .847 2.46 38%
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percentage C, defined as:

C:cre/a; X |oo (1

The percentages range from 37% to almost 50%. Most electron capture
theor‘ies7_8 predict that electron capture is proportional to 1/r*|3 so that
about 17% of the total electrons captured would be to excited states.
Nikolaevs, for example, has dewveloped a closed form of the Brinkman-—
Kramers approximation for electron capture from any media (although for
proton projectiles only). A 1/h2 model has also been sugges;ted9 and
this would predict about 37% of the electrons captured are to excited
states. Future experiments of this type would help in interpreting the
relative magnitude of electron capture to excited states.

In order to obtain a rough approximation of what percentage of
electrons captured to excited states are lost to the 2s state, a ‘l/n2
electron capture model may be assumed. In this model, each level
captures a total number of electrons proportional to 1/:'12 (levels 2-6
only) and these electrons were assumed to be distributed among the 1
states proportional to (21 +1). Using this model and the branching per-
centages given on Plate 1, the percentage of electrons ending up in the
2s state compared to the total captured to all excited states is about 149%.
A second calculation done with capture permitted only to n levels 3,4,5
and 6 gives a percentage of 3.2%. Since the only contribution of the n=2
shell to 2s states is due to electrons initially captured to 2s, about 11%
of the capture is directly to the 2s state in this model. According to this

model then, the cross sections measured in this work comprise 86% of
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the total capture cross sections to excited states and that most of the dif-
ference is due to capture directly to the 2s state (almost five times that
due to decay to 2s). It should be emphasized here that this is only a tenta-—
tive approximation taken from one out of many possible choices for models.

The major error in the determination of the cross sections in this
work is from the efficiency of detection of the x rays. Since the efficiency
was, in part, determined by the beryllium window thickness and the fitting
technique and is also highly energy dependent, the error in the efficiency
depends on a number of variables. For example, variations of up to 15%
in the efficiency produce data fits that are quite close to the optimum fit.

It is estimated that the error due to the efficiency is probably no more
than 35%. Other errors include the manometer calibration (10%), solid
angle correction (15%), charge state impurities in the incident ion beam
(.5%), and statistics and data analyzing procedures (10%). The total error
due to these factors is less than 21% (not including the error due to the
efficiency).

The relative error between the cross sections taken at the two higher
energies is considerably less than the absolute error since errors due to
efficiency, solid angle, and manometer calibration can be ignored. The
estimated relative error is less than 710% as long as the procedure used in
this work for peak fitting is valid. However, the relative error for the
data at 20 MeV may be as great as the absolute error. In fitting the
spectra, the sarme efficiency and relative intensity values were used for
all three incident ion energies. While good fits were obtained for 35

and 30 MeV, the 20 MeV spectrum proved impossible to fit (see Plate ).
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Differing experimental conditions might be responsible for altering the
spectrum shape although this is considered unlikely. Unless there is an
x-ray energy shift because of a different satellite distribution at different
incident ion energy there is no reason for the detector efficiency to change
from 20 to 30 MeV. However, the problem is possibly due to a difference
in initial relative intensity in the excited state distribution. Since the
relative intensities reported by Macdonald et al. & were taken at 35 MeV/,
the relative intensities at an energy 15 MeV lower might be different due
to a difference in the distribution of captured electrons among the excited
states. As single electron capture to all states is energy dependent, this
is a reasonable cause for this variation. A good fit was achieved by in—
creasing the 2p-1s relative intensity from 1.0 to 1.5 and the resulting
cross section is displayed in Plate X as the open circle. Its value is
20% higher than the result obtained by keeping the intensity ratios fixed.

It is suggested that future experiments of this type be conducted with
either a much thinner detector window or in a different photon energy
range in order to reduce the errors due to the efficiency. A wider range
of incident energies should also be used to 1) test whether the decrease in
Cross sections with increase in incident energy is a general phencmenon

and 2) check the dependence of the capture percentage C on the incident

energy.
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Plate X
Sample plot of x-ray yield against detector channel number
(a function of x—ray energy) for 20 MeV fluorine ions. The circles
represent actual data points while the smoeoth line represents the fit to
the data calculated by adding together four gaussian peaks. The low

shoulder was not possible to fit without changing the relative intensity

of the 2p-1s transition.,
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Conclusion

X-ray production cross sections for hydrogenic decay in fluorine
resulting from fully stripped fluorine ions incident on argon gas are re-
ported here for three incident energies. Ignoring effects of capture and
decay to the 2s state, these cross sections are numerically equal to cross
sections for single electron capture to excited states. When compared
with total single electron capture (to all states) these cross sections are
found to be from 37% to 50% of the total, thus showing that a larger per-
centage of electrons are captured to excited states than is predicted by a
1/n:3 model.
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Definition of Symbols

atomic number of projectile ion
atomic number of target atom
principle quantum number

solid angle correction factor seen by the detector from an arbitrary
point

interaction length of the beam line
x—-ray production cross section in cm
number of incident particles

number of target atoms per unit volume at one micron of Hg pressure
at20 C

total x-ray yield per micron of pressure corrected for 1) detector ef-
ficiency and 2) electronic dead time

AL ﬁ total solid angle correction factor

cross section for capture of one electron to any state

cross section for capture of one electron to any excited state
o-‘é'/o"': x 100 capture percentage

overall multiplication factor which converts normalized x-ray in-
tensities to actual x—ray intensities,
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APPENDIX

A COMPUTER PROGRAM
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GaUuSC YO Bt USED WITH PLTIC AND SYMC

& PKOGRAM TG TEAKE INPUT INFORMATION AND CONSTRUCT FOUR
GLUSIAN PEAFS, ACD THEM TOGETHER AND DISPl.AY THE
RESULTING CURVE ALONG WITH A DATA SPECTRUNM,

AN UNNOKMALIZED CHY SQUARED CALCULATYION IS ALSD MADE,
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HOF = - " " 3P=-18 . ” "
SIMILAR FOR H4P AND HLHP

L?P THRU LSk ARE SIMILAR TO ABOVE EXCEPT THEY REFER TO

PEAnR FOSITION CHANNELS -
CTHER PROGRA4M VARIABLES INCLUDE:

FILE=THE FILE # (DO MOT INCLUDE BIN)

SPEC=SPcCTRLI ¥

SIZE=# CHANNELS 1N SPECTRUM

LG=LO=ER LIRIT FCR SPECTRUM DISPLAY AND CHI SQUARED CALC,

HI=UPPER LIIIT (AS FOR L0)

LPVAL=DISPLAY VARIABLE; =¢ FOR DISPLAY ON SCOPE, =i FOR
DiSPLAY UN LLINE PRINTER, =2 FUR NO DISPLAY

FCRL=LISFLAY VARIAPRLE; =¢ TGLNQRE, =1 GN TU hEAD OF
PRUOLKAM FOR A NEW FILE, =2 DISPLAY CURRENT VALUES OF
ALL YARIAELES ON TELETYPE

TO USE: LOAD I'ROGPAMS OGAUSC,SYMC,PLITC
(NOTE: MOMITUR TAPE MUST KAVE KELLER'S READER PROGRAM
On IT; FOR EXAMPLE, USE FXTENDED MONJIVOR)

SELECT FILE &, AFTEH VARIABLES ARE PRINTED ULUT,CHANGE ANY
REDUIRKED BY TYPING FOR EXAMPLE (FWHM=20;), HIT ALT
KEY WHEN UONWE aAND POGKAM hILE EXECUTEFE,

hEBL M,1,CrY,PI,N,SIG,LEM,haX,Th
FESL FILE(2),FRnr ,CURVE ,KISL,5K150

FrAL h2P,h3P;HdP.prpC2P,C3F,CGP,C5P,PHI2,PhIS,PHIé,PHIS
FEAL SOKT,EXF,ArmaXd

INTEGER TT»1P,DT,LC,HI,1,Jd,r,%X,VP,LPVAL

INTEGER [aTi,bASFE,817E,SPEC,FCNG

LORICAL FOUKD,PASS?2

CumMION LAYA (406D

DAaTA TT,LFE.DT,PI,N/1,2,3,3.14159,1,00/,VP,LPVAL/8,0R/
DATA HZ2F,H3F ,H4P,h5P /). ¥,Y.37,.94,.73/

DATA C2F,C3F,C4F,C5P/81,5,101.0,105,2,11R,. P/

DATA LDy, b vidM,8128/70,124,2),3,1¢24/,FCRG/U/

DATA FILE(?)/7aH BINZ,FILE(L),SPEC/5HX2113,1/

F(F,C)=tivbhe (CXP(=(C~Y) s (C=Y)/(2.0+SIG+SIG)))/0EM

CLLL SYMWC(FCKG,SPEC,SIZE,LOC,F1,FAKM, M, H2P,K3P,H4P,F5P,
L2P,L3F,L4P,CSP,LPVAL,TH)

WRITE(TT,S50F)
FORPATLYIAR FILE NANE, A5)
et (TT,602)FILECY)
FORNAT (AS)
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CaALL FSTAY(UT,FI c,FOURD)
1F (FOUNDYGCD TO §v @
rRJTE(TT, <) FILE

FuorhAT (b FILE ,A2,+4,18KH NGT FOUND)

GO TO 1u7

CalL SEEL(DI,FILE)

Lu %9 J=%,41.66,064
J=1+53

FEAD(LTY (LATA(K)K=T,d)
CaLL CLOSE(ULT)

JKFuUT

LPVAL=E
FChG=1s

rRITE(TT 503)S51¢E, LU, K], Fbm,, 2P, B3P ,H4P,E5P,

C2P,CLF,L4FP,CSP,FILE,SPEC,L
FOR=AT (2t~ .EFALLY VALUES ARE:
.“H L'J;?‘I = p?(IAIIXJllgH
1iR WoP~rGP = ,A4(F7.3),1X,1
eH FIle = ,25,44,2%,8H SFEC
“Hd LPVaL = ,15i,'8H4 (LFP=1,VF
&Y FCl' = s 11,82 (NER FILE

CLIL rREADEFI3H OK)
Ir (l"_'l'[-7'l')‘i 1,102,1v¢4
IFfLPYaL..ri,3)CalLL LPCTL (F,-8

TEST

I=ta

Lu 3, Js=si,7

JPCf] ER,S12L)GD Tu 2m

I=0+]1

VRkITE(TT,¢v1)SI7E

FURMLT LY Y EakOk STZE = ,14)
Gu TO 1a .
IF(SPEC.CE.Y AL OPEC«SIZE.LE,
rFPITE(Q(IT,eny)ST1ZE,SPEC

FORRAT (¢4 ERRUK S)ZE GR SPEC
0 Y0 Inr

izl 0 -

[=zk]

S=8172¢

IF(Aa LT LEP,AND,COSP.LT, b, AND.B
el TE(TT,dM3)L0,HT,C2P,CAP,C4P
FURMAT(2Zr ERSINK LIMITS Ok PDS
U Tu 1.

PVAL FCNG
+/8H SIZE = ,14,4X,
FHHH s 'F6.2'7H M = lF‘?.S/
1H C2P=-C5P = ,4(F6,1,1X)/
= ,12/
=0, NONZ2)
=1, DISPLAY VALUES=?2))

&,2)

4r96)60 TO 3/

ND, ,214)

+LE,S)GOD 10 av

+CSP
ITIGNS ,214,2%x,4(F8,2,1¥%))

JE Tkl T.S0P , ARD.C3P. LT, C4P,AND,CAP,LT,.CH5P)GO TD 132

en)] {E(TT,403)C2P,L3F,C4P,C5P
FLEDaT(e)n iPROK 1IN PUSLITIGCNS
G 10 Y

Fribealh INTTIELIZATION

FESS2=.F 5L,
FEYZ=] L0

t4(FB,2,1x))



61

131 SKRISG=¢,.0U
XeLO=1
SIG=FWHM/2,3548
DEM=SIGSCRT(2,0+PI)

PROGRAM

OoOon

DD 148 1=1,10070

X=x+}

Y=¥x

PHI?sF (HZP,L2P)
PRISSFIRZF,LIP)

Pr.Y4asF (H4F,(4P)

Fnib=F (hSF,LS5P) -
CURVE=PRHI2+FrH]3+PHI4+PHIS

RaSt=SIZEs (SFEC=1)
JsRASE+X '

D=NATALJ)
K18G=(CUFVE~D)+ (CURVE=D)
SEISR=5rISG+K]ISh
HAYZAMAXL(MAX,D,CURVE)

132 IF(PASSZ2)CALL PLYC(CURVE,D,MAX,X,LPVAL)
1445 LUNTINMUE

1F(LPYAL.FQ.2)GO TO 1@3
740 IFIPASSZYGO TQ 10w

Pass2=,TPLL,

IF(LPVAL.LE.1)GU TO 183

C
BR)TE(LP:?M4)FILErSPEC .
764 " FUFRAT(11] 1éH FILE NO, ,AS5,A4,4%X,14H SPECTRUM ND, ,12/7)
“rJTE(LP,7¢Y)LO,HI, FHRM, M, C2P,C3P,C4P,C5P
791 FURMAT(24Fk LINITS OF SPECTRUM ARE ,l4,[4,6X,
1 GH Fwbh = F6,2,6X,25H HULTTPLICATION FALTOR = ,F12,.3/
Z 230 rE/R FOSYITIUNS 2P=5P L,4(F7.2,2X)) :
WRITE(LP,7VB)YH2P, HAP,HAP , HEF,5K150
705 FORMATLOH KELATIVE PEAK HEIGHTS 2P=5P dACF7.3,39%X)7
1 154 Ch) HAOUARED = ,E12.6//
2 128 Cipl Clikve DATAYY
GO0 TO 131
C
1ho REITE(TY,70F)S8K1SW
7¢2 FUPHAT( 18H CHI SWUARED = ,E12,.,6/)
IF(LPVYAL.EY,Z2)CU TO 100
FRITE(VE,7*3)SK SO
7v3 FuktaT (11t )54 CKI SQUARED = ,E12.6)
LL TO a1
s10P

bad
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SUBROUTINE SYMC
INTEGER 'FCAG!
INTEGER 'SPEC!
INTEGER 'SJIZE!
INTEGER 1LO!
INTEGER 'HI!

REAL ITFRHM!
REAL 'M!
REAL 'H2pP!
REAL 'H3P!
REAL '"H4P)
REAL 'H5P!
REAL tC2pP?
REAL 'C3P!
REAL tCapP!
REAL csp!
INTEGER YLPVAL!
REAL 'TH!
RETURN

EnD

NO EKROR ILINES



120
121
122
123

130
131

149
141

150
154
152
153

154

Shi

164

S¢2
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SUBRQUTINE PLTC FOR GAUSC
SUBROUTINE PLIZ(C,D,MAX,X,LPV)

REAL C,D4MAX,L.NEC45),LIN(123),BLANK,CSYH,DSYHM
INTEGER LP,VP,X -1,J,K,KID,LPV,ID,IC,ICURYV,IDAT
DATA LP,VP/2,8/

DATA BLANK,CSYM,DSYK/IH ,1RC,1Hs/

IF(LPV,EGQG,1)YG0 TO 121
nlD=435

00 120 K=1,wID
LINE(K)YsSBLANK

GO TO 123

KID=10d

Co 122 K={,WID
LIK{K)=BLANK

ip=D
IC=C
ICURV=C
IDAT=D

IF(ID=-WID) 140,131,131
ID=1N/1¢

GO TO 138

IF (IC=WID)15A, 141,141
1C=IC/te

GO 7O 149
IF(IC)154,151,152
IC=1

IF(ID) 153,153,154
ID=1

IF(LPY,EQ,{)GO TO 16@

LINE(CIC)=CSYM

LINE(CID)=DSYM

hEITE(VP, 531X, ICURV, IDAY, (LINE(K),K=1,KkID)
FORMAT(I5,16,16,45A1)

KETURN

LINCIC)=CSYM
LIN(ID)=DSYM
KRITE(LP,5¥2)X,ICURY, IDAT, (LIN(K),K=],w1D)
FORMAT(IS,I7,1x,16,123A1)

KETURN

ST10P

END
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PROJECTILE X-RAY CROSS SECTIONS FOR
FULLY STRIPPED FLUORINE IONS CN ARGON

Fluorine x-ray yields were measured as a result of fully stripped
fluorine projectiles incident on argon gas at incident projectile energies
of 20, 30 and 35 MeV. X-ray yields as a function of argon gas pressure
under single collision conditions were measured with a Si(Li) x-ray detec-
tor. The resulting x—-ray spectrum was resolved and analyzed using pre—
vious high resolution data and computer technigues assuming single elec—
tron capture to an excited state and the resultant radiative decay. The x-
ray production cross sections were compared with single electron capture
cross sections and a percentage of single electron capture to excited states
was obtained that was significantly higher than the usual ‘l/n3 model would
predict,





