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CHAPTER I

INTRODUCTION

There have been some cpproaches to investigate
scientifically the social, psychological, and biological
phenomena by quantifying the qualitative data. The aim
of quantification is to synthesize the numerical repre-
sentation of qualitative data, not optionally but on the
basis of a theoretical and statistical point of view, in
order to withdraw the useful information from them to
solve the individual problems. So quantification should
be done only depending on the purpose of the problem under
investigation: that is, "quantification should be made
from the best point of view and by the most reasonable
means that may answer our purpose, as we wish either to
~acquire some reasonable knowledge on something or to make
reasonable, effective, and positive criteria how we have
to act or behave ourselves in managing some affairs"
Hayashi (1950). Thus it is not an arbitrary assignment
of numerical values, but rathér, it is an attempt to give
them operationally and functionally to seemingly related
gualitative data in order to utilize those data to solve
the problem more efficiently and informatively.

Quantification is dependent upon the quality and
number of adopted factors, the varieties of popuiation
and methods of treatment or experiﬁental procedures.

e



Generally speaking, quantification can be applied to
any kind of data, as long as the data can be categorized.

Hayashi (1975) has given the following two tables
summarizing the general ideas of quantification methods
according to the situations encountered in the actual

problems:
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In this report some special methéds of quantification
will be discussed with illustrative numerical examples. We
shall mainly review only the one-dimensional case.

In Chapter II, we shall treat the quantification when
the judgments are obtained by paired comparisons. Two
cases are considered: the case of ordinary comparison
(Section 2.1) where things compared may be items or objects
themselves, and the case (Section 2.2) where the comparisons
are made on combinations of items or objects.

Chapter III contains the quantification methods when
an outside criterion is given. When an outside variable
is numerical (Section 3.1), the quantification will be
on the basis of the ideas of prediction or regression,
while for the case where an outside variable is categorical
(Section 3.2), the quantification will be done by applying
the idea in the discriminant or classification analysis.
For each case some artificial numerical examéle will be
given to illustrate how to compute the desired numerical
values. |

Finally we shall consider, in Chapter IV, a quantifi-
cation method of giving numerical values to types of persons
and factors through their association. |

As seen in Tables 1.1 and 1.2, there are various quan-
tification methods according to the actual situations or
purposes of investigation. The present reporter wishes to
.continue the study on other quantification methods, in

particular, the multi-dimensional quantification methods.



It should be noted that, although the numerical examples
given below are artificial and based on a small numer of ob-
servations, the method is essentially for the case of a large
number of observations; so in the actual application, we need

to keep this in mind.



CHAPTER II

THEORY OF QUANTIFICATION WHEN THE JUDGMENTS

- ARE OBTAINED BY PAIRED COMPARISON
2.1 Introduction

The problem of paired comparison arises when it is de-
sired to obtain numerical values for a set of n things with
respect to one characteristic such that these values will
represent the judgments of population of N individuals.

It is noted that in comparing two things at a time,
inconsistencies may be allowed to appear within the judg-
ment of an individual, while it is sometimes harder in prac-
tice for people to judge n things simultaneously than to
compare them two at a time, hence in this case a paired
comparison method is applied.

The judgment véries from person to persoh and the prob-
lem is to determine a set of numerical values for the things
compared so that they will, in some sense, best represent
or average the judgment of the whole population.

Now let us define:

(a) Ordinary comparison is for the case where the things
compared may be single items or objects,

(b) Comparison of combination of things or objects is
for the case where the things béing compared may be a com-

bination of items or objects.

-



This section is devoted to the presentation of quanti-
fying comparisons or rank orders with applications to the
ordinary comparison and to the comparison of combination
of two things. An example of a major practical use of this
approach was given by Guttman (1946) on the demobilization
score card of the United States Army. The problem was to de-
termine the number of points to assign each of the variables
on the score card according to.the opinions df soldiers them-
selves. In a survey of enlisted men throughout the world by
means of a questionnaire administered by field teams of the
Research Branch, there were five variables to be considered
on the score card in order to determine order of demobili-
zation. They were: -

1. length 6f time in the Army,‘

2. length of time overseas,

3. amount of combét,

4. age,

5. number of children.

Thus the problem there was to determine how much weight to
give.each of these variables in obtaining total scores. For
‘this case the ordinary paired comparisons are not suitable.
For example, one may ask, "Who should get out first after
the war: a man who has two children or a man who has been
in two battles?" But respondents certainly refuse to judge
such a comparison because there is insufficient basis for

. judgment; the battle experience of the first man is not



specified, and the number of children of the second man is
not given.

Therefore, in actﬁal research on this example, judg-
ments were based on the comparison of combinations of items
in the following fashion:

"Here are three men of the same age, all overseas the
same length of time. Check the one you would want to have
let out first:

A single man . . . through two campaigns of com-
bat

A married man with no children . . . through one
campaign of combat

A married man with two children . . . not in
combat."

In this section, we however shall discuss on the quan-
tification both for the case of the ordinary paired compari-
sons and for the case of comparison of combinations of two
things. The basic érinciple in deriving numefical values
for things being compared requires that the values of things
a given person judges higher than other things should be as
different as possible from the values of the things he judges

to be lower than other things; in other words, our principle

calls for minimizing the variation within individuals com-

pared with that within the group as a whole.
2.2 Ordinary comparisons

Let O .. On be n things to be compared. Each

ll 02'
of N individuals is asked to make judgments of the form that
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0j is higher (or lower) than Oy (j # K). We assume that
judgments of equality are excluded and that all people
compare all the pairs. Hence there are N sets of n(n-1)/2

comparisons. Let

1, if individual i judges 0j > 0K

nJ‘.Il()= 0, if individual i judges O < Oy (2.1)

0, for j = K.

for i =1, ***, Nand j, k=1, -+, n. Then it is obvious
that
(i) _ g fd}
£jK' =1 = '&kj =
. , 2.2)
(1),  (i)_ - (
Eij + ij =1 (3 # K).

Let now f;l) be the number of things such that the in-
dividual i judged to be lower than Oj' and let ggi) be the

number of things such that he judged to be higher than Oj'

Then
(1) _ (i) (i) (i)
s i =) & : =) & 243
i LAk 957 =L il
and
(1) (1) ¥ (i) (1)
b o + gL = s (&, + 2% = n-1. .
Let
F = %n(n-l) = the total number of comparisons made

by each person

- (i) _ (1)
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c = the number of times each 0. was judged in the
whole experiment, J

n

N(n-1) = § (£33 4 g{1)y (2.6)
g j

C = the total number of judgments in the experiment
= nc = Nn(n-1). : ' (2:7)

Now then, let xj be the numerical value to be given
for 0. on the basis of the comparisons. In order to calcu-
late the sum of squares B between individuals and the sum of

squares W within individuals, let

= % ) xkfél) = the mean of the x values of the

k things individual i ranked highér
than the other things
(2.8)
g @) 2T —e (D)2 (0) | 2.0 pe (D)2 (2.3)
_k k k k K7k )

and similarly let

ud) = %{xkg}gl) = the mean of the x values of the
k things individual i ranked lower
than the other things,
(2.10)
(4 - (i), 2 2 (i) ()2 (2.11)
z = E(xk-u )< = Exkgk - Fu

Let V be the mean of all the x-values in the experi-
ment:

1
] x.c = H}Z{xk. (2.12)
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Then the total sum of squares T for the experiment is de-

fined by

]

T E(xk-V)zc = czxi - vV°C (2.13)

which is the sum of B and W; T = B + W, where

i

22
= Fy (P T D7y 20 (2.14)
i
w=JyWPez)y 20 -8 (2.15)

Now our principle is to quantify the judgments by ob-
taining the x-values such that they make W as small as possi-
ble compafed with T, which is equivalent to making B as
large as possible compared with T. Thus if we define the

correlation ratio n by

2

_ W

|
I
=
I

then the problem is to determine the xj that will maximize

n.

Since nz is invariant with respect to translations of

the x-values, we can without loss of generality set
vV =0; (2.17)
hence B and T are expressed as

oy 2 .y 2
B = FZ(t‘l) + a7y, T = (2.18)

i k
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Now let us find the maximizing xj for nz by 4 2/dxj==0,

which gives us

B o_n? ., j=b, o+, n (2.19)
3
From (2.18), we obtain
. (i) . (i)
3B _ 2 (i) 9t (i) 3u
. - F Lt g tu g ]
i T j j
5 .
- F [ £y e o (zxkgklhg;”]
. 2 (i) o (i) (4) (1)
k
dT
Tk 2cxj.
Let
1 (1), (1) , (1) (i),
hjk == E (fj £, + 95 9 ); (2.20)
then the equation (2.19) can now be written as
} h..x, = n’x., j=1, ***, n (2.21)

Jk7k J
which are the equations to be solved numerically for the

maximizing xj.

Note 1. Summing both members of (2.21) over j=1,---,

n and using (2.20), (2.5), and (2.6), we easily obtain
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or

(l—nz)V =0

Therefore if n2 # 1, we must have V = 0. Since a perfect
correlation ratio will not occur in practice, condition

(2.17) will in general be satisfied by a solution of (2.21).

Let
( 7 ( ) e A
Xy hyy by, h,
%5 hyy by, T Bon
X = . ' H = . . .o . H
Xn hnl hn2' e hnn J
L J L
(2.22)

then the equation (2.21) can be written in the metric form

Hx = nzx (2.23)

The non-trivial solution X is a characteristic vector

corresponding to a characteristic root n2 of H. Since we

want the largest possible correlation ratio, our final

solut%on X is the characteristic vector corresponding to
5 _

the largest root n2 of the equation |H-n"1I = 0.
m ~ n

Note 2. H is singular, since thk =1 for j=1, ---, n
k
or Zhjk =1 for k=1, --+, n. It is seen from this that n®=1
k
is always the characteristic root of H, which gives us the

trivial solution and should be excluded here.
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Illustrative Numerical Example. Suppose there are four

objects to be compared and judged bv fifteen persons. Table
2 is an artificial result obtained by these people. Let us

follow the procedures which are mentioned in Section 2.2,

From equations (2.1} - (2.4) and Table 2, we calculate
(1) (1) (i) (i) (i) (1) (1) (1)
fl r f2 r f3 ’ f4 and ql r qz ’ g3 r 94

For example, the wvalues of the first person are

(l) (1), (1), (1) 3 (L) (1), (1) (1), (1)

ey tejy tey3 ey s 91 "Te11 *e21 *e31 T4 =0
{1) (1) (1) (l) (1) (1) (1) (1) (1)_
£y =eyy teyy ey +624 1 gy '=ejy tey, tegy e, 5 =2

f(1) (i) . (1) (1)

_ (1) (l) (1) (l) (1)
3 T€3] fTejyitejyiteg,=1  gyii=ejyide 3 tegiite, 0=2
(1) (i) (1) (1) (l) (1) (l) (l) (l)
£y 7=y Yeyp teyyitey sl gy T=e e i teg et

1]
.

Others are given in the following figure:

g (i) (1) (1) (i) (i) (l) (1) (l)
Personi £,7° 1 £577| £377| 4 917" |92 | 93| 94
(i)

1 3 |1 1 1 0 2 2 2
2 3 1 0 5 0 2 3 T
3 1T 3 > 0 2 0 1 3
2 30 > 1 0 3 1 2
5 10 Z T 0 3 1 ;
3 T2 2 1 2 1 I y
7 T 10 3 2 , 3 0 1
8 71 3 0 1 > 0 3
5 310 2 1 0 3 1 2
10 T3 > 0 T 1 T 3
11 513 0 1 T 0 3 >
) 71 > 1 T ¥ 1 2
13 31 2 0 0 5 1 3
14 T 1 c i 2 5 0 >
15 T 132 T ) 2 T , 1
/2 = 4(3)/2 = 6 c = N(n-1) = 15(3) = 45

F = n(n-1
' C = Nn(n-1) = 15(4)(3) = 180



Table 2

AA A VY A A AV

AV A A A ANV A

vV V VvV AV V V V

A A A ANV AN AV

v A A A A ANV A

A A AV A AV V

|Person

10
1l
12
13
14
15

16



According to the equations (2.20),

have

Now we calculate the characteristic root n2

\

istic vector x.

0.18
0. 37
0.2

0. 25

0.24
0.2
0.35

0.21

(2.21),

17

(2.22), we

J

and character-

According to Notes 1 and 2, our solution

is the characteristic vector corresponding to the largest

non-trivial characteristic roots (n2 # 1) of |H - nz 4[ =0

where H has been given above.

and the corresponding vector is

N,
o

-.58

P

The result is n2

= 0.210368
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2.3 Comparing combinations of two things

Consider a set of n things or items, the jth of which
has mj categories. Let ij (k=1, =**, mj; j=1, ***, n) be
the ath category of the jth item. Each of N individuals is
asked to make judgments of the form that the combination

(Oja' OkB) is greater than (or less than) the combination

(0 Here the jth and the kth are combined. As in

5v" ke
the case of ordinary comparisons, we assume that all people
compare each of the pairs of combinations and that the

judgments of equality are excluded.

Let
(i) 1, if the individual i judges
Yik|aB,ys = O3qr Oxg)  (Ogyr Og)
0, otherwise. (2.24)

Definition (2.24) implies that

(i) = (i)

YiklaB, v = *k5|Ba, sy (symmetry)  (2.25)

and that

0, if individual i omits the com-

- . . ?grlsog of (Oja' OkB) with

g (1) +g (1) - jy" "k$

jk|aB,ys “jk|vs,aB

l, if he judges these two combina-
tions to be unequal.

(2.26)

The following notations and definitions are used:



(1)
okl

(i)
jk|

ap

aB

€5k ]aB

£ (i)

jo

|
|

= Z(agi)

jk]aB,YG

fhe number of combinations individual
i judged to be lower than (Oja' OkB)

p{i) (i)
Pyilga = Zzejklyﬁ,aﬁ

the number of combinations individual

i judged to be higher than (Oja' OkB)'

(i) =. '
£%%5k[ag ¥ Pik|as) T °kjla

the number of comparisons'for all
individuals involving (Oja' OkB)'

(i) (1) - (i)
£gajk[aﬁ’ 950 Egbjk]aﬁ
— (1) (i)
zzcjkIaB = g(fja * 94y )

19

(2.25)

)

(2.26)

(2.27)

(2.28)

the total number of times in the entlre

experiment that 0] was involved.

= 1) = [Isj
jo

the total number of comparisons made by
each person.

s

= 2NF.

total number of judgments in the whole
experiment.

(2.29)

(2.30)
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By using these notations and definitions, we now con-

sider the determination of the

0.
JpP

from the judgments.

xjp—values to be given to

To do so, we obtain, as in the

case of ordinary comparisons, the sum of squares B between

individuals for the experiment and the sum of squares W

within individuals.

e =1 1T ey

(1)

(1)

(1)

_% ngksgkﬁ

First of all, let

(1)

t Fpg)s jk|aB

jkapB

2 (i)
= ¥y X afyg (2.31)
kB

the mean of the x-values of the combinations
individual i judged to be higher than other
combinations,

(1)
jk|aB

~IZZfo

+ x .)b
jka kp

(1) (2.32)

the mean of the x-values of the combinations
individual i judged to be lower than other
combinations,

(1)) a(l)

L) (xy, + x
Skaf kB jk|aB
2

2 (4.3 (1)
Eﬁgg‘ + %) jk|ag "t F (2.33)

_ o (4), 2, (4)
%%gg(xja * Xpg T 4T ) Pyklag

.\ 2

JILT (xg B) (;1as - o@)7F (2.34)

jkaB
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Then the total sum of squares T for the experiment can now

be expressed as

T = IOk + Xy - V) ey g

jkaB

2 2
= gégg(xja kB) cjk|u3 - V°C (2.35)

where

vV = Zzzztx ot Xxg)C (2.36)
cjkaB kB’ “jk|aB

2
szkB k8

- is the grand mean of all x-values in the entire experiment,

and B, W as

B=Jl(tWn?+ @Pwnr
1

2 D
= FZ(t(l) + a7y - V2, (2.37)
1
w= Yy Pz By 2 g - g, (2.38)
i .

We again use the square of correlation ratio n

2B w2 :
n“eg =1-g (2.39)

as our criterion for determining the xju: that is, we wish

to determine the xja that will maximize nz.
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Exactly the same as in the previous case, we can put

V = 0 without any loss of generality, so that

B = Fz[t<i’2+ufi)2] T = IIII(xy, j &
' *ee! Siklog
(2.40)

2.3.1 The unrestricted case

In this case, the computation of the x-values maxi-
mizing n2 defined by (2.39) is carried out in the exact
same way as in the case of ordinary comparisons, once we

get the B, W, and T. The stationary equations are

3B 2 0T .
= 7 a=1l, +++, m.; j=1, <+, n (2.41)
ijﬂ. axja r J
where
9B 8 ZZ (i) - (1) (i) (i)
== 2ix JETE T 4gg ) (2.42)
axja_ F ™ 2t k 3 Ik
Lz
axja — 4[Xja Ja'l'zzxkecjklasl- (21 43)
If we let
- 1 (1) gd), (i) (1) .
then the simultaneous equations to be solved is
(2.45)

ngkshjklas 2” {xja ja ZéxkﬁcjklaB}

for a=1, =*--, mj; j=1, ";, n.
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It is shown that as in the case of ordinary comparisons,
the condition V = 0 will in general be satisfied by a sol-
ution of (2.45). |

The system of the simultaneous equations can be ex-

pressed in matric form in the following way:

XS Drpyettn Ry b ¥ppe T Ko T ¥pp, *am_ )
[ . .
f11  Hyg e S my
Hy1  Hyp  evee Hyy m,
15 = ‘« e o e s e e TR ‘e v w LI
gnl §n2 T Enn ) mn
ml m2 ..-.. ] mn
where Ekj are mk b4 mj submatrices;
f ‘ . '
Bykjir Bykjar . e hjk[mjl
Rikji2 Bykj22 777 hjk[mjz
I}kj - ] ® & 8 » - ’
h- h. . a0 e h.
x jkllmk jk|2mk Jk|mjmkJ




g
Il

Ekj

]
Il

e 00

&
jk|my

~11

Fo1

P12

~22

~n2

. e

e @

24
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It is noted here that K and G are both symmetric matrices

of order m=ml+~-LLMn. Then (2.45) can now be written as

A (xD+xG)

~ e A

XK

AxX (D+G) : (2.46)

~ A e

where l=%n2. Since (9+§) is generally non-singular, (2.46)

becomes

xK (D+G) " = Ax. (2.47)

~ e~ e e

This shows that A is a characteristic root of K(D+G)—1

and x is the characteristic vector corresponding to A.
Since we want the largest possible correlation ratio, the
desired numerical solution X can be obtained by computing
the characteristic vector corresponding to the largest

root lm of the matrix §(Q+§)-l.

2.3.2 The restricted case

For some problems, the Oja may be quantitative and it

may be desired within each item to keep the distances be-

X, s o v
tween ..JP proportionate to the distances between the Oﬁq.

This was the case for the score card, where a linear system
of weighting had to be used to be practicable for the army.
It was necessary to derive a constant multiplier for length

of service, a constant multiplier for time overseas, etc.,

even though there were curvilinearities in the judgments.
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Thus we set the x-values in the form

(2.48)

-
-
u
=
-
-
.
-
=]
]

xja= Ej +ucj, o=1l, **°, mj

hence the Ej and Cj are now the basic unknowns to be solved

for maximizing the correlation ratio n. It is noted that

xjd - ij = (G_B);j (2-49)

which is equivalent to the above statement that (oja - ojB)
is proportional to (a-B8) within the jth item.
Under these linear restrictions, the stationary equa-

tions for maximizing n2 are now obtained by

3B _ 2 3T 2 9T

ar =N r n (2.5’0)
8Ej 9k . a;J acj

Let us introduce the following notations:

p (i)

o 12[(2f‘1’)(2f ) + (Zg(l))\ngl))]. (2.51)

(l]a

Py sk = FZI(Zaf(l))(Zf(l)) + (Zag(l’)(fg(l))]. (2.52)
By FI[(Zaf‘l’) (Zsf‘l’) + zZag‘”) (gsgﬁg’n.
(2.53)
- r -
dp 5k = ggu S5k a8’ dll,jk = gg“scjkluB (2.54)
Expressing B and T in terms of £j and cj and differentiating
them with respect to Ej and cj, the stationary equations in

(2.50) can now be written as
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_ 1.2

+ (Gydg, 5x*2x91, 5%) ] (2.55)
XG +T,p ) = In2Y1E.d, Lotrad, L)
4 xP1,4k" "kPr2,4k 27 £ TR, 4k

g d) etndyy )], (2.56)

As in the previous case, we can show that a solution
of (2.55) and (2.1.56) will satisfy V = 0. First of all,

V of (2.36) is expressed as follows:

_2 :
V_E E[Ek(gdlfjk)+€k(§dl,jk)]- (2.57)

Summing the both sides of (2.55) with respect to j shows

that

2
(1-n“)J(e(Jd, . )+5, (Jd, +.)]1 =0
% 3 0,jk k 3 1,3k
so that
(l—nz)V =0

Thus if n° # 1, V = 0.

We shall finally express the system of the stationary

equations (2.55) and (2.56) in matric form. Let

X = {Ell Ezl LR ALY En=Cer2: ct Cn)c (2.58)
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Po.21

pO,nl
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Py,21
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P1,11
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Py, 12

Py,22

P1.n2

{It must be noted here

while P31,k # pl,kj')

ra_ .

k m, jk B Dmrj"

=
I

pl,nn

P1,11

P;.12

Py,1n
Py, 11

Py,21

Py, n1

that Py, 5k = Po,kn’

0,1,2
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P1,n1

;N2

(2.60)
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Then our stationary equations can be written as

yP = AyQ (2.62)
or
yPQ 1 = 2y, (A=3n°) (2.63)

since Q is in general non-singular. Thus A is a characteris-
tic root of gg-l and y is a characteristic vector corre-
sponding to a A. Since we want the largest correlation
ratio, our desired vector ¥ is obtained as the character-
istic vector corrésponding to the largest root of Am of

Pt



CHAPTER III

. QUANTIFICATION OF QUALITATIVE DATA

WHEN AN OUTSIDE CRITERION IS GIVEN

3.1 The case where the outside variable is numerical: pre-

diction of an outside variable from a response pattern.

We draw a random sample of size N from a population.
Suppose that each person is asked to respond to the ques-
tionnaires in the following manner: the questionnaires con-
sist of M items, Il’ 12, e o IM: each Ij has the kj sub-
categories le, Cj2’ A Cjk' (j=1, ==+, M). Each person
is asked to check in only one subcategory for each item
which he thinks to be most appropriate as his response.
Suppose that a numerical value is given to each person as
an outside criterion from another survey. Thus the re-
sponse patterns with numerical values of an outside varia-
ble Y of N persons are given, for example, as in the table
in the next page.

The problem considered here is to predict the outside

variable from a known response pattern of a person, and to

establish an appropriate formula for quantifying the response
‘pattern to do so.
*
Let X. (j=1, ***, m) be the random variable represent-

ing the j-th item and let

1t

* % *
P(Xj=cja) pjal P(Xj=cjar Xk=ck8) = pjklaB (3-1)

=37~
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where gpja=l for all j, Egpjklaszl for all j#k, and

=0 for all o#B, p.

PijlaB jjlaa” P

ja’

Now let Xso0 Ad=1, s~y kj; j=1, «++., M be the numeri-
cal values to be given to Cja so as to predict the outside
variable from a response pattern as efficiently as possi-

ble. Let Xj (j=1, *++, m) be the corresponding random

*
iable to X. taking values over (x. =**_  X.. ). Then
vari j g ( 1 jkj

*
P(X.=X. = P(X.=c. = P,
: J xJa) ( ] J“) e

* *
P(szxja' xk=xk8) = P(Xj=cja' xk= CkB) = pjklaB (3.2)

We define the score to be given to a person by

S = Xl + x2 + ="+ xM (3.3)

as the first approximation.

Note 1. (3.3) can be interpreted in another way; that
is, let

7 _ 1, if a person responds to cja
Jo 0, otherwise. ' (3.4)

Then the score S can be expressed as

5 = Kygdagt "t Xqp Typ, ¥ Xyplagt Ut ¥ X Zoy
1 1 2 2
+ e + x Z 4+ ces + X Z
M1 M1 MkM MkM. (3.5)
and here P(Z., = 1) = p. . Hence x. are weight attached to
jo ja jo

the Zja or subcategories cja'
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then to quantify the response pattern or to

e values of x._ so that the correlation co-

Jo

between Y and S is maximum or equivalently

are error of the prediction E(Y-S)2 is minimum.

expression (3.5), P is interpreted as the

YS

relation coefficient between Y and (Z

LR B

lll’ r
2 .
zlkl’ v Iy . ZMkM) and E(Y-S)“ is the residual
variance after we determined the optimum values of xja's.
E(v-5)% = E(v%)-2E(¥s) + E(5?)
M M
= E(Y?%)-2 ) E(YX ) E[XJ)+ ¥ E(ijk) (3.6)
j=1 3=1 j#k

Each- term in

terms of x.
ja

E(YXj)

where E(Y|X

2
E(Xj)

E(Xij)

the right side of (3.6) can be expressed in

as follows
k &

]
= ] {E(YX |x =% O P(Xy=%5,)
a=1 ja
-
= E(Y = ‘D
azlxj ( ]X xja) B
;j (j=1 ) (
= X: Wi Pa j=1, ==+, M 3.7)
jarjat ja
a=1
’Z"j 2 5, | ’I‘j ,
X5 P(X.=x, = RE fia (j=1, -=*-, M)
=t R e B A s [l [
(3.8)
kj kk
=3 ) xjaxkﬁpjk|a8° (j#k) (3.9)

a=1 B=1
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Hence b kj M kj
2 2 . 2
E(Y-S) “=E(Y°) - 2 ] }ox. u. p. 4+ ] ) X P
! j=1 a=1 ja joT ja j=1 a=1 jaFja
M M kj kk
+ ) 1 I 1 X5 0%k Pk o (3.10)

j=1 k=1 a=1 B=1
(3#k)

Now then we differentiate (3.10) with respect to xja and

equate the resultant to zero, which gives us

pjaxja+ % g jk|aB k8~ Pjyalja (3.11)
(#3)
a:l’ o w kj' j:l’ --f., M

If we knowlﬁa, p._ and pjklaB’ then the desired wvalues of

Ja
xja's are obtained by solving (3.11). Since this is not
the case in a practical situation, we need to use their
estimates based on the sample. Before this,_we calculate
the minimum mean square errors: that is, denoting the

solution of (3.11) by gja' we obtain

E(Y§) XE(YX ) = JIx.

T3 5a ¢ 30P5a
= ZZ PioRyq £g2k8p3k|aﬂj [¥(3.12)]
, (#3)

A2 A A
JE(RD) +11 B(X.Z,)
IR

E(582) (3.13)
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where S, Xj are random variables when ﬁja are used. Thus

we have

Min {E(Y-8)%} = E(¥%)-E(§%)

E(Y?)-E(¥8) (3.14)

From this, it is seen that E(¥YS) > 0, and E(YS) has been
maxinized by minimizing BI-5)2.

To obtain the estimates of Migr Pugr and pjklaB' let

] ]
nja = the number of persons (or marks "v") respond-
ing to c,, among N persons, so that In. = N
] 5 3
for all J.

njkluB = the number of persons (or marks "i") respond-
ing simultaneously to cjaand Cyg among N

persons, so that
njk|aB - nkj|Ba'

= N for all j and k, gnjklaﬁ = nja for all

24"k os
j and o

anklaB = nkaor all k and B,
a

tja = the sum of Y-values of persons (or for the mark "V")
di . .
responding to cja

Then the parameters or population quanfities involved in

the equations (3.11) can be estimated by

Lo

= nja/N'

ja
Pjk|ag = ik |as’N”
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Using these estimates, the simultaneous equations of xja

are now replaced by

% . _— i
Pja*ja F k(;j) % "k |a8*k8 T “ju (3n16)

a=l, **r, kyi 3=1, v, M
In the actual computation, they are the equations to be

solved numerically.

To have a matric form, let

f’.‘11 ‘ ' fll ’
;lkl lel
le le

% = ;2k2 g = éZkz ’
k;MkM } | éMkM J
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1
B4 . i ‘.‘12/11""'_‘12/1k2 E i ?lMlll""nlﬂllkM
. [ | i .
I I «oe |
. | . . i |
1 ] ]
0 | I .n . n : : ; .n
n se s
1k1 I 12/k11 12/klk2 | ! 1M/kll 1M/k1kM |
__________________ ..{...._..............._..._..__.._..._.}....._..{..___..___________..-.._'
n . 1 1 I n | | n .n
] 21/11 ) 21/11:1 i 21 0 i E ] 2M/11 2M/1kM
- - | ' | -
. . | * | | F
| . I |
A= ; . ! B . ! ' . s i
-~ n LY -n ' ' ' ﬂ n 1
21/k21 21/k2k1 i n2k2 : = 2M/k21 2M/k K
—————————————————— -I-—-————-———————————1————r——————-—---:---._--.—-——
| ] |
1 ] ] »
I . 1°" .
. | I ]
| . I I »
__________________ e T T
]
"1/11°" "ML/ 1k, E "2/11°" " TM2/1k, ! E W 0
. . - . eye § :
" I, I I s
| 1 |
- - : L] L = : 5
- s 8w ' LI ] l l
LS V'S Ry VS S 7 S R L A e, |
| 1 | Y
1 ] 1 J
Then (3.16) can be rewritten as
AX = t (3.17)

Since

fn. + ¥ Yin. = MN for all j=1, -+=-, M, (3.18)
o 3% Kk(#j) ap JklaB |

then A is singular and has the rank equal to

(kl + k2

+ e +kM) - (M —l)l
Hence to solve the equation (3.17), it is convenient to
reduce (3.17) to a non-singular equation by putting, for

example,
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xlkl = 0’ X2k2 - 0' LR I xM"'l' k . = 0 (3-19)

and deleting the kl—st, kz—nd, e, kMrlth columns and rows

from A and tk ; tk , v, t from t. Let x*, t* and A*
% 2 M-1 - ~

be the resultant shrinked vectors and matrix; then we have

A¥x* = t* (3.20)
and hence
x* = é*_IE* (3.21)
where
§* - (xll' vee, xl,kl-l: Xopr™ "™ x2,k2—i; "':XM_l'l

“r xm_l']&_l-l;--lew =Ty xM;kM)'

Thus we obtain as our solution (""" is attached)
X.: (le, sz, LR xj,kj—l,g)' j=1, ==+, M-1

~

XM: (le, Xyor " kaM). (3.22)

Since we have assumed that Y = S + ¢ = X1+ e 4 XM + €

and E(Y) = E(xl) + oo+ E(Xy)s (E(e) = 0),
Y - E(Y) = [Xl-E(Xl)] +: Wi o [xM-E(xM)]+e.

or

YD = xlD + e 4 XMD + ; (3.23)

where Y, = Y-E(Y), XjD = Xj—E(Xj). So if we consider the

problem in this form, the numerical calculation is carried
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out by the following adjustments: calculate first

N
- =1 .
Yip=¥;~Ys ¥Y=§ ')j Y;r i=1, -+¢, N (3.24)
i=1
and tja based on these adjusted values Yipi then solve the
equation (3.20) to obtain the solution (3.22). We finally

calculate i
J
= 1
X.== ) n. x. (3.25)
R S s i [

to obtain the adjusted values of ;j

xja’D=xja-xj, Cl.=1, s kj; J:l’ L M. (3-26)
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Illustrative numerical example.

The following example is prepared just for the illus-
tration of the numerical calculation. Data are responses
made by N = 20 persons on the 3 items; Il: income, 12:70ccu-
pation, and I3: habit of buying new production. Each per-
son has one response in each item. The outside variable is
the expenditure for-clothing per month. BaSed on these
given responses and outside variables, we wish to find
suitable nuﬁerical values {xju},so that we can predict the
expenditure for clothing on the basis of the information on
the items. The response pattern is given in Table 3.2.

Now let us carry out the calculation according to the

procedure explained above. The simultaneous equations of

X. 1in a matric form are as follows:

Ja
A*xk=t*
where
(7 0.2 1 3.3 4] rtll‘ (~195, 8]
0,874 1 275 3 €, 5.5
A* = |2 4+8 0 0 5 3 tr = L4 =
1 1.0 4 0.2 2 ta 40.8
3,270 0 52 3 2, 4.4
3 5.5 2 2,11 0 £y 145, B
43'323'09J
L - .
t -54.6
.324 \ J
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.2110 -0.2372

|
(=]

[ 0.4132 0.2461 .-0.055 0.0593 -0.1197

0.2461  0.3660 .-0.0409 0.0495 =-0.0925 "-0.2071 =-0.1979
-0.0055 -0.0409 . 0.4652 0.3316  0.3409 .=0.3137 —0.3263
12| 0.0593 0.0495. 0.3316 0.5986 0.3242 .-0.3572 -0.3945
-0.1197 -0.0925 . 0.3400 0.3242 0.5850 .~0.2456 ~0.2967
~0.2110 -0.2071 5-6.31;7.~5.3572 ~0.2456 ' 0.4948  0.4286

-0.3263 -0.3945 -0.2967

o

-0.2372 -0.1979 .4286 0.5778

“

tij's are calculated based on the adjusted values of YD

= Y.-Y. For example,

i
t11 = -27.4 -35.4 -7.4 -19.4 - 35.4 -43.4 - 27.4 = 195.8,
tyj, = 4.6 - 19.4 + 20.6 - 27.4 - 11.4 - 35.4 +32.6 -44.6 = 8.8
Thus x* = 5*-1t

~

[ 0.4132  0.2461 --0.055 0.0593 -0.1197 ,-0.2110 -0.2372

0.2461 0.3660 «-0.0409 0.0495 -0.0925 -0.2071 -0.1979

. L] . - - - - . . - . - - - . . - . - - - L] - - - . - - L] -

0.4652 0.3316 0.3409 --0.3137 -0.3263

0.3316 0.5986 0.3242 --0.3572 -0.3945

0.3409 0.3242 0.5850 +*-0.2456 -0.2967

. . L] . - * ® . e e e @ * o . - - . . s =

-0.0055 =-0.0409
0.0593 0.0495

x* = [-0.1197 -0.0925

e . . . - . . - L]

-0.2110 -0.2071 +-0.3137 -0.3572 -0.2456 + 0.4948 0.4286

-0.2372 -0.1979 --0.3263 -0.3945 -0.2967 -+ 0.4286 0.5778

\ . L] E

(-195.8 ) [ -54.06 )
8.8 -29.06
40.8 2.26
. 94.4 13.90
-145.0 = | -14.92
54.6 32.42
-54.6 29.02

. / L 4
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Based on these x* values, we find El' '}?2 and §3, which

enables us to find Xpy-

1

_ ) s 4 _ 1 } _
X) =4p (0 % + 0,%,) =45 {7(-546) + 8(-29.06)1}

-30.734

(% (-54.6 +30.73, =29.06 + 30.73, 30.73)

11,0’ *12,p’ *13,p’

(-23.871, 1.67, 30.73)

- 1

=30 (Mpy¥Xyy + myoXoot nyaRy3) =55 18 (2.26)

bl
N

+ 4(12.9) + 5(-14.92) = 0.046

p's ) = (2.26 + 0.046, 13.9 + 0.046,

(%31,0" *22,p" ¥23,p" ¥24,p

- 14.92 + 0.046, 0.046)

{2.:31, 13.95, =14.87; 0.05)

potsd _— 1 A A _ 1 )
X3 =55 (n3yr &5y + ng,R5,) =55 [11 (32.22) + 9(29.02]
= 30.78
(%39 pr %3, p) = (32.22 - 30.78, 29.02 -30.78) = (1.44, -1.76)
[ 2 %) - Y-
11,0 [ -23.87
X152 b 1.67
%13 30.73
X = %1, | = 231
fzz"D 13- 95 —
fza”D _14-87
X241 0.05
f3l,n 1.44
)"32,[) J -1.76
\ . P
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From this x_ we calculate the score for each person, i.e.,

Si,D as follows?
Sl,D = xll,D + x21'D + x31,D = 23.87 + 2.31 + 1.44
= 20.12,
SZ,D = xll,D + x23,D + x32,D = =23.87 - 14.87 - 1.76
= -40.50,
S3,D = x12,D + XZl'D + x31'D = 1.67 + 2.31 + 1.44
= 5,42,

Other scores are given as:

S4'D = 29.02' SS'D = _22-38, SG'D = -14-96f S?,D = 5.42
SS'D = -3n73; SB’D = 42-92, Slo’D = —23-32f Sll’D = 34.48
Slz,D = —11076; Sl3’D = 2-22r Sl4,D = _4005, SlS'D = 46.12
SlG,D = 3.16, Sl?,D = 11.68, slS,D = 2.22, SlQ,D = 34.48
SZO,D = 17.06 _
s
From these results we obtain _Z S; D2 and p.
.i=1 r
5 2
} s = 14,178.5
s f l’D
‘i=1
n n
2 _ 2 _ 1 2 _
{_ (¥;-y) ‘ZYi,n = 20296.8, ﬂ).{ Y p = 1014.9
4=1 i=1
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Iy, p2-1 Si,nz ~ 20296.8 - 14178.5336 = 6118.3

_ I (Y;-¥) (8;-8) ) L(Y;-y) (8; p) 14177.4

o
=

p - =
YS —— -
Jf}yi_y)zsi,pz /ﬁ(yi—y)z siJf ¥ (20296.8) (14178.5)

= 0.84

Thus the minimum of the average of the squared differences
between Y-values and scores, which corresponds to (3.14),
is

2

1 2
\ “ib[zYLu

2

- Isi’D ] = 305.9 or Vv = 17.5.

Hence the relative rate of the reduction of the variation

. )
of Yi s is

2
(1 = ey ) x 100 = ( 73922 ) x 100 = 69.86 (%).
1 2 *
20 Z %,p
Pyg = 0.84 shows us that the method of quantification

is pretty good; that is, we can predict a value of the
outside variable for a person from the score value given
to him with a good accuracy.

It must be noted here that the numerical example given
above is an artificial one. For the actual apblications,
sample size N = 20 is very small because the numerical
values'{xja}have not enough accuracy. To apply the method
effectively, we need a sample large enough to guarantee
the stable values of {xja}' The sample size fqr this
depends on the total number of categories which we intend

to give the numerical values.
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3.2 The case where the outside variable is categorical; an

application of classification analysis.

When the outside variable Y is categorical, how cate-
gories cja's in the last section are quantified in order to
predict the response of a person on Y as effectively as
possible? Let Gl' Gz, o Gs are s categories of Y. The
response on Y by each person is also assumed to be only one
of them. The quantification in this situation can be solved
by .regarding s categories Gl' TEE, és as s groups and by
~ applying the concept and technique of classification analysis.

Let L be the probability that a randomly chosen person
responds to Gv, {v=1, **+, s), 50 that g“v=l' Let the varia-
bles Xl(v)’ P XM(v) be the item variables Xyr "y Xy
restricted in the v-th category (group) Gv' and

2 = X+ttt o+ X

Z(\j) = X(\))l+ soee L X(U)M. (3.27)

We use the same notations as in the last section. The values
of xja to be determined are now those maximizing the corre-

lation ratio n2==ch/cT2where GBZ is the between variance for

Gl’ sa-y Gs and oTz is the total variance of 7. Here the role

of discriminator are played by 2 = X, + -+ + X, Or Z(v)

LA

= X(\))l + + X(U)M'

Now we need to express GBZ and GTZ in terms of xja's.
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0. = § v {E(z,.,) - E(2)}?
B pa) v (v)
S M kj kj 5
- 1 ““{j£1 azlxjap(v)ja-jzlazlxjapja]
s M M K Kk
) v£1““ j£1k£1a£1 g;l *5a*ke P (v)5 “Pia’

(P (v) kg~ Pxg) ’ (3.28)

where

. = =%, ) = P(X.=x, |¥=
Pv)ja= PX(v) 5750 (Xy=x5,1¥=G,)
= the probability that the category Cja of the
j-th item is responded by a person under the
condition that his response on the outside
variable Y belongs to Gv'
M M

2 2 ¥ 2
E(z°) - E“(2) = | ) E(XX)-[ ] E(X.)]
: j=1 k=1 j=1 J

Q
]

M M kj kk

‘ M
X. X 5 - x. )
j=1 k=1 =1 L %50%gPik|ag ~ L1 L %5aPyq)

(3.29)

Y11 {p, = P; Ppglx. X
Skag jk|aB Fja kB Tja kB
The maximization of n2 is equivalent to the maximization of

2w ;
Op under Op = 1l; that is, let

_ 2 2 _ ¢
¢ = og l(cT 1) . (3.30)
where A is the Lagrange multiplier, and we solve the equation
a¢/axja = 0 for a=1, -**, kj; j=1, **», M. This gives us the
following simultaneous-equations:
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s M kk
u£1 kEk leﬂv[p(v)ja_pja] [P(v)yke ~Pxs)*xke
Mk f (3.31)
8k § ¥ [Par|arPiaPralX
k=1 B=1 JkldB ja kB kB
a=l, ==, k.; j=1, -+, M

J

Multiplying the both sides of (3.31) by xja and summing up
with respect to j and a, we find that.A='n2; so the desired
values of xja's can be obtained by the solution {gja}
corresponding to the largest characteristic root of the
determinental equation in X obtained from (3.31).

Now consider the (3.31) obtained by substituting the
estimates of population parameters. Let us define addition-

al notations:

N, = the number of persons responding (belonging) to

Gv among N persons,

n(v)ja = the number of persons responding to cja

among Nv persons belonging to Gv'

Then the simultaneous equations (3.31) are replaced with

M kk s 4 1
k=k B=1 [vzlﬁ”n(v)janiv)kﬁ - ﬁnjankB]ka
M kx 1
= ) _ -1 ]
k£1 le %5k 1a™ ¥ 5a"ke! *ke (3.32)

for a=1l, «--, kj and j=1, +--, M, since

Ty = N/Ne Pruyie™ Py 3e/y
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and éNv = N, zn(v]ja = nja'

\Y

In order to express (3.32) in matric form, let

? 2 n n -ln Ni.n =N
y=1 Ny (V) ja  (VIkB N ja kB jk|aB

1 =
Mk |aB” N Pj0"k8 = Fik|aB (3.32)
and
’X ] rF F . F 9
11 A1l £22 ¥im
: Far Fao 70 Eon
X
x=| M e I
*21
- E‘Ml §M2 . W E‘MM
; J
X
2k,
*M1
X
MkMJ




i
Il

where

It is noted that g and F are both

+ --- ky) and symmetric matrices.

written as

Hx =

-~

’

.

fix/11

£ix /21

hjk/kjl

AFx or (H-)AF)x

o Him

tUe Hom

. 8- Ijm
fik12
£ix /22 e
fix k.2

j

hyy /22 .
hjk/ka T

= 0.

h.
sk

J

Then (3.32) can now be

51

(3.34)
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It is seen from this equation that x should be the charac-

teristic vector corresponding to a root A of the equation
|[H - AF] =0 (3.35)

Since X is found to be the square of the sample correlation
ratio, our desired solution is the characteristic vector
ﬁm corresponding to the largest root im of the equation

~

{3.,.35) ..

Note 3.1. Matrices ij and ij are singular, since

k- K= "
J . % 3 5 i 3
azlhjklus— vzl(ail ﬁﬁn(v)ja)n(v)ks ﬁ(a£l nja)nke
s
Zln(v)ks “Dyp= 0, (5,k=1,*+*,M;
v B:l’ ¢ i kk)
i - P & Pnon - = 0
o1 3% |a8 azl jklag” N £ %3a' "k T "kgT"kp T

(3, k=1, *++, M; B=1, -+, k) -

Consequently, in the solving of (3.34) and (3.35), we may,

at the beginning, put, for example, X =0, X =0,
lkl 2k2
LR ng = 0 and correspondingly we may delete from H and
- -
F the kl—column and row, kz—column and row, *°*--, kM-column

and row.



Note 3.2. When s=2, i.e. in the case of two categories

(groups), we have

g £ o Ty {E(Z

2 | e
. ) - E(2)}° + 1, {E(Z,,) - E(@))

(1)

‘ : 2

. : : 2
+ 7, {E(Z(z)) - Ty E(Z(l)) - T, E(th))}

_ : : _ 2
= 2ﬂ1W2{E(Z(l)) E(Z(z))} .

Hence the maximizing nz is equivalent to the maximizing

. 2
{E(Z(l)},— E(ZEZ))}

E(Z2) - E2(%)

33



54

Illustrative Numerical Example. In this example, let

us use the same data sets that appeared in the last example.
Thus, we have the same response pattern for each person except
that the outside variables are not given as numerical values.
Instead, the outside variable is now represented as the re-
sponse of each person, and in this example, it is the response
of renting an apartment or owning a house. Table 3.3 is the
response pattern of this example.

Again we wish to find the suitable numerical values for
{xja}, so that we can predict the type of housing for each
person on the basis of the given information. According to

the Note 3.1, the calculation is carried out as follows:

The simultaneous equations in xja are expressed as:

H*x* = AF*x* or (H*-AF*)x* = 0; (3.36)

in other words, X* is the characteristic vector correspond-

ing to the characteristic root X of the following equation:
[t~ E®] = 0 (3.37)

where

x*, H*, and F* are vector and matrices formed by the

~

deletion in Note 3.1, and
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0.19 -0.3 -0.09 -0.26 0.32 ° 0.15
-0.3 0.47 ° 0.13 0.4 -0.5 * -0.23
-0.09 0.13 . 0.04 0.11 -0.14 . -0.07
H* = | -0.26 0.4 . 0.11 0.34 0.43 . -0.2
0.32  -0.5 . -0.14 -0.43 0.54 0.25
0.15 =0,9% * =0.07 =0.2 0.25 0.12
([ 4.55 -2.8 " -0.8 -0.4 1.25 * -0.85 )
-2.8 4.8 0.8 -0.6 0 * 0.6
-0.8 0.8 . 4.8 -1.6 -2 . 0.6
F* = | -0.4 -0.6 . -1.6 3.2 -1 . -0.2
1.25 0 . =2 -1 3.75 . -0.75
-0.85 0.6 ° 0.6 0.2 -0.75 ° 4.95
L J

20

hjklaB and fjkluB are calculated based on the equation (3.33);
for example,
11/, _— L L.
h 11 = 14 (4) (4) + 6 (3) (3) =20 (7)(7) = 0.19
1 1 1
11/ _— == _ -
£ 11/11 = 7 - - (7)(7) = ; 55
20 i
114 L
f 12 =0 - (7)(8) = -2.8
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Others are given in the same way.
By solving equations (3.36)and (3.37), we find the
largest characteristic root A = 0.401 with corresponding

characteristic vector x*

-0.65

-0.24

\ 4

According to x*, we have El’ Ez, §3, and x_ calculated as

D
follows:

1 1

(0.24=0.32, 0.59-0.32, -0.32)

(xll'D; 212’]), 212'1)) =

= (-0.08, 0.27, -0.32)
- X ;
X5 = 90 (8[0.08]+4[0.32])+5[-0.65]) = -0.0665

(X21'D, X22’D, x23'D, x24'D) (0.08+0.0665, 0.32+0.0665,

-0.65+0.0665, 0.0665)

n

(0.14, 0.38, -0.57, 0.07)

1

§3 = 2_6 (11[-0.241)

-0.132
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(231,p° %35,p) = (-0.24+0.132, 0.132) = (-0.108, 0.132)

-0.32
0.14
0.38

»
|

-0.57
0.07
-0.108

0.132
\ J

To see whether this method of quantification is effective or

not, we can use the XD valve to find the correlation ratio

which is
2 - 20T, (2(2,1-E[2,1) % 2(35) () (0.259)

Il
o
.
~J

E(z%)-(E[2])? 0.1441
From the observed u2, we see that this is a good method of
quantification.

-Finally the same comment on the sample size stated at

the end of the last example is also necessary here.



CHAPTER IV. QUANTIFICATION THROUGH THE ASSOCIATION

Suppose there are M factors Fl' cee, FM to be ma@e the
response by each of N individuals or persons. Suppose each
individual can choose or respond to any number of M factors.
For example, the factors are M kinds of T.V. programs and
each of N persons is asked to check a number of them which
he likes. Individuals may be N species of a certain family
of plants or animals and factors may be M qualitative charac-
ters. The responses made by N individuals will show various
types. Suppose there are s types. Then the result of the

experiment or survey will be summarized as in the table

below:
TABLE 4.1 Observation Pattern
Factors e ‘
Fl F2 F3 F4 FM—l FM
Types T
2Pe Yi | Y2 | Y3 | Y4 Ym-1| ¥m
Tl Nl xl . v v V 5.8 . s.w V
T2 N2 X, v v e g v
T3 N, X4 Y v coeene v
T4 N4 X4 v Y o s e ® V
— X T T} T«" - T — T T T D 2T T30 T T T8
. . L - l: 14 r ’ k] *
. L . . . . P e 8 & o= . fud
Ts-l Ns-l xs-l v v e v
T3 NS Xs Vv R RS Vv
Total | N

—59Q.
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In the table n, (i=1, *++, s8) is the number of individuals

s
showing the i-th response type, so that X ni=N, and xi's
: i=1

and yj's are numerical values which we are going to determine
under the consideration explained below.

First of all we must state the purpoée of the analysis.
We assume that the individuals having the similar natures
choose or respcond to the factors having the similar charac-
teristics. We are interested in the information "what among
M factors are chosen or responded by individuals of what
types and vice versa." In other words, the purpose of the
study is to have the classification method by which we may
predict or classify the factors chosen or responded by the
individuals by knowing what type they belong to and, at
the same time, predict or classify the types of individuals
by knowing what factors are chosen or responded by them.

To accomplish the simultaneous classificafion of this
kind, the following procedure may be considered: we try |
to rearrange the types of individuals in such a way that if
they have the similar response patterns in the choice of
factors, then we put them near eachrother; on the other hand
if their response patterns are dissimilar, then we put them
far from each other. At the same time we try to rearrange
the factors in wuch a way that if the factors are chosen by
similar types of individuals, then we put them near each
other; on the other hand, the-factors, which are chosen by

different types of individuals, are put far from each other.
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For example, from the original pattern shown in Table 4.2a,
we try to obtain the rearrangements of the types and factors
shown in Table 4.2b. This means that we try to rearrange
them so that "V's" gather along the main diagonal as near

as possible.

TABLE 4.2a TABLE 4.2b.
Factors|l 2 3 4 5 Factors|l 5 3 4 2
Types Types
1 v Vv 5 v Vv
2 \' \' v 2 v VvV V
3 \' v 6 v Vv
4 v Vv 1 v V
5 v v 4 \' v
6 v A" 3 v Vv

If numbers of types and factors are so small, we may do
this work just by inspection, but this in general is not the
case in the many practical problems. To carry out this when
those numbers are large, the following quantification tech-
nique is useful: Let Xs 4 i=1l, -, x and Yj' ?=1, s, M
be the numerical values to be given to s types and M factors
respectively in order to work out the aim explained above.
Hence a(xi, yj) corresponds to each response "V". The problem

of gathering "V's" along the main diagonal is now translated
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into the problem of gathering the corresponding (xi; yj)'s
along a line as near as possible. This is again equivalent

to the problem of maximizing the correlation coefficient ny

between a random variable x taking values Xy "0t 0 X and a
random variable Y taking values Yyr 0 Ypi that is, our
quantification is now formulated as the determination of

values of xi's and yj's so that

P = C (4.1)

XY xy/ %x%

is maximum, where C v is the covariance of X and Y, and

X

are standard deviations of X and Y, respectively.

Oyr O

Xty

Now let
1, if an individual of the i-th type
Gi(j) = chooses the j-th factor

0, otherwise. (4.2)
Then
M
m, = ) 6.(5) (4.3)
is the number of marks "V" chosen by the i-th type, and

n.m, (4.4)

NM = L Ml

Il ~1t0

i
is the total number of marks "V" chosen by N individuals.

n,
= L ‘
Pij = - 6i(u) (4.5)

is the proportion of the marks "V" in the cell (Ti, Fj).

Hence
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. M ni M , nimj
Pi = le pij = Nm jZl Gi(]) = Nm ! (4.6)
2 1 3 .

.are the proportions of the marks "V" for Ti and for Fj' re-
spectively. We can now regard (X,Y) as a bivariate random

variate with

P(X=xy, Y=y,) = P,, i=1, -+, s; =1, cee, M. (4.8)

ij

2 2
Then Cyy’ Oy and oy are expressed as
S M S M
= X.V.P:s: - X.P. et 4.9
€y 121 jzl 1¥5Pi 5 (i£1 1pl)(j£1qu3)' (4.9)
S S
2 _ 2 _ 2
oy" = 151 X;°py ‘-Elxipi) ; (4.10)
- .- o 2
oy” = I vyay- (1 vap”. (4.11)
i=1 j=1

Now then we calculate {xi} and {yi} maximizing Pyy?

that is, we calculate

oP aP
XY _ g

ox.
i

XY

Sy
¥y

=0 (4.12)

i=1l, «--, S; j=1, ««-, M.

i 3 2 1 2
Since log P - i-log Oy = 5—109 GY_' we have

xy = 109 Cyy
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2
Pxy _ Pxy kv Pxy %% _
Bxi CXY Bxi 2cx2 axi
oP P aC P ac 2
XY _ “XY XY _ XY p A
P S Ty m*
and hence
2
oC 1 Yo}
W o § 2 (4.13)
0X, 9X.
i 2 3
2
Tac);Y = i A 2;‘{ (4.14)
i 2 J
where Al = PXYGY/cx'and 12 = PXch/Uy. Calculating the de-

rivatives by using the expressions (4.9), (4.10), and (4.11),

we obtain the simultaneous equations to be solved for xi's

and yj's,
) }
(pP;s-P;q.)y. = Ay (x,- ) X, P )P, (4.15)
j=1 ij FiF374 3 " P ¢ e k k1
) )
(P: :=P:g.)x. = A, (Y- Y ds Yg. (4.16)
j=1 13 Ti73771d 2°3 91 e ey |

(j=lr '.' -, M)

Multiplying the both sides of (4.15) by (fig/Pi) and the summing

up with respect to i, we obtain -
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o] (1 R
{ - qg,q.} y. = A X:P;g = g X, P
j=1 i=1 P; 273 j 1 j=1 1 i L ] K%k

5

Substituting this into (4.16),

( % PiiPis _ . .} 2 % )
1 igy pi - qqu Yj = pXY YE j=1 quj qn

Il e~

J
(2=1, -, M) (4.17)

Similarly we have

T PryPiy N s
.z {_El qi - Pipk} Xi = {Xk-izlxipi} pk_ (4.18)

(k=1, «--, s).

It is easily seen that the solutions {xi} of (4.18) and {yj}

of (4.17) do not depend on the origin and hence we may put

S M

'21 x;p; = 0, .Zl Y494 = 0 (4.19)
l= J=

Thus we can finally express the simultaneous equations to be

solved as

N 8 PiiPip 2 '
I 0D Ay = ppeagyy. A5l cce, M (4.20)

= p2 - )
i - pXkaxk' _l, Lyl r Su (4-21)
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It is noted here that, in the actual computation, we need not
to solve two systems (4.20) and (4.21), but just solve one
of them: say (4.20), because if we denote the solution of
(4.20) by {§R}’ then from (4.15) with conditions in (4.19)

we immediately obtain the solution {Qk} by

M
~ . 1 1 ~
X, =:— = J p . Vair k=1, v+=, 8
kX x g=1 K373
or putting Al = Ly
A 1 bf s
X = —_— p . r k=1' .""' S- (4-22)
kK k321 X373

[ ] ==6.(08,(Ny. =p, [ ] n.6,.(2)]y
ey Gml m, i i j Xy "2y !
2=1, *==, M. (4.23)
So if we let
S n, S
ag; = 121 EI Gi(l)ﬁi(j),_ d£= izlniéi(l), (4.24)

we have the following equation in the matric form:

2
BY = PyyD¥
or
-1 2 4.25
D Ay = DPyyV (4.25)

where
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‘A = (ali)' D = diag(d d

v lrdzr R}

-~

x' = (Y1!Y21.""IYM)' (4.26)

From (4.25) our solution § is obtained as the characteristic

vector corresponding to the largest characteristic root of
D2

We finally summarize the expressions needed to calculate
the desired values of {§2} and {gk}: -

(i) Obtain the largest root PﬁAX of the equations
|a - p°p| = 0,

(ii) Obtain the characteristic vector § corresponding

2
Pmax,
(iii) Calculate
- 1 M S -~
YR jgl[izl ni81 Yy - (4.27)
and
§j.D = §j-§' j=1' -.." M- (4.28)
(iv) Calculate
A 1 M ~
** T T jzl Sk (3)¥5.p, (4.29)
(v) Calculate
-y 1 % N
X = — n ¥ (4.30)
NE kil KKK
and
X .p = XX, k=1, =+, S (4.31)



Our final numerical solutions are then ‘{xk_D} and {yj-D}‘

68
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ABSTRACT

Some theories and methods of guantification are pre-
sented and compared. Methods of quantification when the
judgments are ohtained by paired comnarisons are considered
for two cases: ordinarv comparison and comparison of combi-
nation of items. Two cases of quantification methods are
discussed when there is an outside criterion: a numerical
criterion and a categorical criterion. Finallv, methods
of givinag numerical values to tyves of persons and factors
throuaoh their associations are discussed. Examples are pre-

sented which illustrate how to compute the desired numerical

values.



