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INTRODUCTION.

Short run fluctuations in the live cattle prices occur often.
This is partly due to seasonal movement, but seasonal fluctuations
are not as evident now as formerly. Fluctuations introduce a certain
degree of uncertainty in the decision-making process of producers and
all other participants in the beef sector of the economy. The price
variability that has characterized the beef industry makes it difficult
for the participants in beef marketing to make plans and to reach their
economic goals. Long run fluctuations in the price of live animals
are fairly predictable since they are due to recular cyclical forces,
and have been studied by a large number of researchers. Seasonal
fluctuations that have characterized the price of slaughter steers
and heifers in the past have largely disappeared due to a more
stabilized supply of live animals resulting from the increased impor-
tance of the large feedlot operations. The lack of seasonal patterns
does not however, prevent short run fluctuations in beef prices. Factors
that cause such fluctuations ought therefore to be examined in order to
make price predictions. Short run variatioms in cattle prices, logically,
should be explained by forces that cause demand and supply shifts over

time,



The primary objective of the present study is to formulate a
guantitative model that can predict monthly steer prices through
hypothesized price determinant variables.

Some exogenous variables entéer the regression equation in the
game time period as the dependent variable. The absence of time lags
in ceftain variables will limit the model fo a conditional model.
Forecast of &teer prices beyond the estimation period (future) will
Yeguire some additienal models to estimate the value of the dependent

variables.



REVIEW OF SELECTED LITERATURE

Beef price models range from those attempting to forecast monthly1
relationships to those attempting to derive yearly2 and quarter1y3 rela-
tionships. Several statistical and econometrics methods used have been
associated with a variety of_purposes. Some models were useful in
-developing a short-run cattle price forecast, and some others have the
scope to estimate the economic relationship among the primary price
determinants. To accomplish the objective of estimating economic rela-
tionship among variables, a system of simultaneous equations that allows
estimates of demand and supply was used. In such equations the.coeffiw
cients are taken as elasticities or flexibilities.

iIf the primary objective of the model is to forecast the wvalue
of a dependent variable, the single equation least square method is
used.

Since the objective of the present study is to develop a short-
run price forecast model, two short-run models will be reviewed.

Hayenga and Hacklander developed two models for short-run monthly
price forecast. In order to make price predictions, the development

of supply equations was required.

1Marvin Hayenga and Duane Hacklander, Short-Run Livestock Price
Predictions Models, (East Lansing, Michigan: Michigan State University,
1970) Agricultural Experiment Station Research Bulletin No. 25.

2Larry Langemeier and Russel Thompson, "Demand, Supply and Price
Relationships for Beef Sector, Post World War II Period," Journal of
Farm Economics, Vol. 49, No. 1, 1967, pp. 169-183.

3Wilbur R. Maki, Forecast Beef Cattle and Hog Prices by Quarter-Years,
(Ames, Iowa: Iowa State University, 1959), Agricultural and Home Economics
Experiment Statiocn Research Bulletin No. 473.
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Basically, the estimated supply equation is the following form:

Qt = £(Sg)» Spys Spgs Hpys Hpos Hpg, D)

Qt = Total commercial beef production

sFl = Number of steers on feed weighing 500-700 pounds at
beginning of quarter

SFZ = Number of steers on feed weighing 700-900 pounds at
beginning of quarter

SF3 = Number of steers on feed welghing 900-1100 pounds at
beginning of quarter

HFI = Number of heifers on feed weighing less than 500 pounds at
beginning of quarter

HF2 = Number of heifers on feed weighing 500-700 pounds at

Hps =

beginning

Number of
beginning

of quarter

heifers on
of quarter

feed weighing 700-900 pounds at

D = System of monthly dummy variable.

By using the least square method, the regression equation estimates
the empirical association between the cattle on feed (by category) and
commercial cattle slaughter.

The equations used in this study showed a high correlation between
the animals in the heavier categories and the rate of slaughter in the
earlier periods. TFor example, commercial cattle slaughtered in the pericd
t +1 was cérrelated with steers of the 700-900 1b. category and heifers
of the 700-900 1b. category, with an R of .93.

Steers 700-900 pounds and heifers 500-700 pounds explained about
82 percent of the variation in total slaughter in period t + 3. This
seems to show that the supply of beef in a given month is mainly pre-
determined by the number of animals on feed in each weight category.

Two models were developed for short-run price forecasting.

a) Pm = £(Qc, Qp, PPI, Co, Pks, D)
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The monthly average steer price in this model was found to be a
function of cattle and hog slaughter per work day, per capita personal
income, percentage of cows to total cattle slaughtered, and of pork
storage inventories at the end of the previous month.

P = Average monthly price of choice 900-1100 pound steers at
™ Chicago ($/100 pound)

Qc = Monthly U.S. commercial beef production, divided by the
number of work days

Qp = Monthly U.S. commercial pork production, divided by the
number of work days

PPI = Monthly U.S. per capita personal income

Co = Percentage of cattle slaughtered consisting of cows

Pks = Ending inventory of cured and frozen pork, at the end of
the previous month

D = (0, 1) Monthly dummy variablés

Over the period January, 1962 to June, 1968, the model explained
84 percent of the variation in monthly steer prices.

' The second model developed by the same study utilizes the results
of the above equation to forecast prices. Current steer prices and a
set of dummy variables were the two other variables included in the

equation.
b) Pm+ i = f(Pm, AQc, D)

where AQC = —

and 1 corresponds to the month in the future.

This model presents a poorer fit as the time lag between the current
month and the forecasted month is increased. The equation that predicted

prices one month in the future had an R2 of 89 percent, while the equation
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that predicted prices six months in the future had an R2 of only 50
percent. The Durbin-Watson statistics showed the presence of seriai =
correlation in the residuals. Durbin-Watson statistics decreases as

. the time lag between current period and the period forecasted increases.



PRICE DETERMINATION: THEORETICAL FRAMEWORK

This chapter reviews briefly the theoretical determination of
short—run1 prices in a purely competitive model.2 In this type of
model, the market Hemand curve and the market supply curve are deter-
minants of the market price. Market demand indicates the quantity of
goods and services that consumers are willing to buy during a given
period of time at different prices. For purposes of illustration, the
market demand in this chapter will be assumed to be sloping downward:
that is, as price of a commodity declines, consumers will be willing
to buy a greater amount of the commodity. The market supply curve
indicates the quantity of goods and services that firms are willing
to produce and sell during a given period at different prices.

Again for illustrative purposes, the supply curve is assumed to be
positively slopiﬁg. Firms will be willing to supply larger quantities
of goods and services as prices increase.

Thus, the short-run market price is determined by the intersection
of both demand and supply curves. In Figure 1, DD is the market demand

curve and SS is the market supply curve.

1Short-ruu in a beef industry will be considered a period of
time which producers cannot adjust the number of cattle on feed.

2No intention is made in this paper to discuss the difference
between pure and perfect competition nor to discuss the assumptions
underlying those market concepts, for a complete presentation see,
Kalman J. Cohen and Richard M. Cyert, Theory of the Firm: Resource
Allocation in a Market Economy, (Englewood Cliffs, New Jersey: Prentice-
Hall, Inc., 2nd Edition, 1975), pp. 45-110,

Y



THIS BOOK
CONTAINS
NUMEROUS PAGES
WITH DIAGRAMS
THAT ARE CROOKED
COMPARED TO THE
REST OF THE
INFORMATION ON
THE PAGE.

THIS IS AS
RECEIVED FROM
CUSTOMER.



Quantity

Figure 1. Market supply, market demand and short-run
equilibrium
The intersection, A, shows the quantity and price equilibrium.
Firms are willing to sell and consumers are willing to buy Qa at Pa.
This position holds until demand and/or supply shifters cause a
change in demand and/or supply curves.
Assuming that there is no shift in demand, but supply is increased

from Slslto SZSZ’ the new position in equilibrium is shown in Figure 2.

Price

T "2
Pol .

o s o — o Y e =

L
1)

Quantity

Figure 2. Shifting market supply curve
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Firms will supply a larger amount, at each pricej when the supply
curve in Figure 2 shifts to the right, from §,8,to 5252. Since there
i8 16 charige in demand, changes in supply have an inverse relationship
with price. As one can see in Figure 2,‘the supply curve shifted from
Sislté SQSZtO meet thé demand curve at B; where the quantity. is larger
and price lower than peint A. It is obvious that if the supply curve
had shifted to the left the inverse relationships would hold.

Néw assume that the supply cufve stays constant and the demand

etirve shifts. Figure 3 depicts the relationship when the demand curve

is allowed to shift.

Price

o e G Grie Ny e me Ge S i

Quantity
Figure 3, Shifting market demand curve

At point A, Qa and Pa are the initial equilibrium quantity and
price. As market demand incveases from leltb DZDE’ Or as consumers are
willing to buy more goods and services at each given price, market price
and quantity purchased increase. Market ﬁemand shifts have a direct

telationship with price.
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An increase in demand from DlDlto D2D2 moves the point of price-
quantitf equilibrium from A, the initial position, to C. As can be seen
moving from A to C causes an increase in price from Pa to Pc and an
.increase in quantity from Qa to Qec. A sﬁift in the demand curve towards
the origin will decrease price and quantity.

Finally, one more case and probably the more realistic one, and
the most difficult to represent graphically, is when both curves are
shifting simultaneously. The difficulty lies on the fact that the
direction and the size of the shift in each curve should be known
before the resulting price and quantity is determined.

For the purposes of forecasting cattle prices, attention should
be given to the factors that determine price of cattie. As just explained,
the market price of any commodity in a purely competitive model is
determined by the forces of the supply and the demand.

In empirical situations, supply and demand schedules are not
observable. However, the points related to price and quantity reflect
the equilibrium situation at which the demand and supply curves have met.

Finally, price determination in the cattle sector of the ecounomy
is complicated by the fact that between the producer and consumer there
are wholesalers, processors, etc. Consumers, of course, react to
changes in retail beef prices while producers react to changes in live
animal prices. Consequently, the demand for live cattle is probably

derived from retail beef markets.



PRELIMINARY CONSIDERATIONS

The purpose of this study is to develop a price prediction model.
For this reason a single instead of simultaneous equation was estimated.
The elassical least square method to estimate the parameters was usad.

The use of a single equation implies some restrictions on the
eoefficients 1if they are to be interpreted as price flexibilities or
elasticities. .

According to F0x2 the single equation least square model may be
used to forecast the value of derendent variables from a set of
explanatory variables even when the evidence shows that a simultaneous
relationship appears to be required.

No attempts have been made in the present study to estimate a
gimultaneous relationship. If this were used, the coefficients could
have been directly interpreted as price or income elasticities.

Fox and Footé3 point out that there are special cases where the

Bingle equation will also give an unbiased estimate of the coefficients.

1D'emand elasticity is defined as the percentage change in quantity
aggoeiated with percentage change in price or income. The percentage
ghange in price associated with a given percentage change in quantity is
e¢alled price flexibilities and is the reciprocal of the elasticity. For
2 more accurafe discussion about the relationship of these two coeffi-
eienkts, see J. P. Houck, "The Relationship of Direct Price Flexibilities
to Direct Price Elasticities,” Journal of Farm Economics, Vol. 47, No. 3,
1965, pp. 789-802.

2Kar1 A. Fox, The Analysis of Demand for Farm Products, (Washington:
Government Print Office, 1953), United States Department of Agriculture
Technical Bulletin, No. 1081, p. 5.

3Richard J. Foote and Karl A. Fox, Analytical Tools for Measuring
ggmanﬂ, (Washington: CGovernment Print Office, 1954), United States Depart-
ment of Agriculture Handbook No. 64, p. 37.

11
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The relevant criterion to identify such speclal cases is the absence
of interdependence between the two sets of variables.
As the primary purpose of the analysis was to predice one

. variable, i.e., steer price, the single équatioh model was judged

sufficient to fulfill this requirement. Furthermore, this particular

case of the monthly variation in steer price seems to meet some require-—
ments that will allow the estimates to be interpreted as price flexibilities
as long as precise estimates are not required,

The following discussion gives some details about interpretation
of the parameters estimated.

The supply of cattle available for slaughter in a given month is
essentially predetermined by the number of animals on feed, that approach
market weight at the beginning of the month. The supply curve for each
month is considered to be wvertical. It is known that producers can
hold their animals if prices do not meet their expectations and that
they also can sell the animal at lighter weight due to unexpected rise
in prices. Such decisions are believed not teo affect considerably the
total number of cattle that go to market monthly and so a relatively
inelastic supply curve seems to be a reasonable assumption.

The supplies of the closely competing commodities such as hogs,
calves, and poultry are also treated as predetermined variables because

they also are mainly determined by the feeding and sales patterns of the

1It is important to note that even within the period of the month,
the supply could react to changes in prices, but the effect of this
reaction in the market should be small if compared to the total amount
ready for slaughter in that month. This fact probably will cause the
price flexibility coefficient to contain a small bias. Imports not
accounted for in the present equation, even though in small amounts,
wiil slightly bias the coefficients in terms of price elasticities.
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producers. Since monthly steer prices do not affect the supply of
beef substitutes, they were taken as a function of the substitutes.

Consumer income is an exogenous variable that is determined by
- the functioning of the whole economic syétem and as usual it can be
taken as an exogenous steel price determinant.

Hayenga and Hacklander,l in estimating a monthly price equation
for price predictibn purposes, arrived at the conclusion that monthly
beef production is not jointly determined with the current price;
consequently, there is no need for a simultaneous equation approach.

The main focus of the above discussion is to show that the
independent variables specified in the present model are predetermined.
That is, steer prices at Omaha in a given month are determined by a
set of explanatory variables and are not the determinant (at the same
point in time) of such variables, so there is no need for a model
that allows simultaneity among the variables.

One more prerequisite2 must be met to ensure the single equation
estimates to be a reasonable measure of the elasticities related to
retail level,3 and that is consideration of the effects of foreign
trade and changes in stock., At the demand side, theoretically, another
equation for meat export and for storage should be part of the system
of equations. Since at a given time, beef supplies may be affected not

only by current domestic slaughter but also by storage stocks and imports,

lHayenga and Hacklander, p. 16.
2Fox, p. 13.

3 ; i
Provided that the figures used to estimate the equation are
related to the retail level.
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the single equation coefficient is biased as far as elasticity is
concerned.

In the estimation of the present equation, storage was included

~as a variable but pet foreign trade was not. Both figures are extremely
low if compared to domestic beef production. For that reason, the
bias should not be large.

Some discussion about an analysis based on time series data also
is in order. Working,l in his pioneer article, shows that from the
same data series one can estimate both the demand and the supply
functions because the observed data on quantity and price are in
reality the result of the intersection of a demand and a supply curve
shifting over time. The specification of the shifters then is the
crucial factor to estimate the demand or the supply relationships.
Through the use of regression analysis it is possible to isolate the
factors which cause demand and supply curves to shift over time.
Depending on the objective of the analysis, one or another curve
could be estimated. More important for the purpose of this study is
the fact that if themain objective is to forecast the price, the true
supply and demand equations need not be constructed. '

As was detailed earlier, the principal purpose of constructing a
single egquation regression model iIs to predict the steer price. One can
use the information contained in the model to make forecasts beyond
the estimation period based on the assumption that past relationships

will likely oceur in the future.

lE. J. Working, "What Do Statistical 'Demand Curves' Show?",

Quarterly Journal of Economiecs, Vol., XLI, No. 2, 1927, pp. 212-235.
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The set of independent variables must be forecast before the
single equation regression model can be used to forecast the value of
the dependent variable., This characteristic distinguishes the conditional
-model from the unconditional one.l In oéher words, the unconditional
model is one in which the set of all explanatory variables is known
with certainty. The most common cases of unconditional model is the
use of explanatory-variables having time lags. In the conditional
forecast model one or more independent variables are not known with
certainty. Their value should be forecasted in a case where the value
of the dependent variable is to be forecast beyond the estimation period.
In the latter case, errors of forecasting the independent variables
are incorporated by the equation which will produce the forecast of
the dependent variable.2

In this study no attempt was made to forecast a value of the
dependent variable beyond the estimation period where values of the

independent variables were mnot known with certainty.

lRobert S. Pindyck and Daniel Rubenfeld, Econometrics Model and
Economic Forecasts, (New York, McGraw Hill Company, 1976), pp. 155-156.

2The confidence interval for the predicted value of the dependent
variable by using the conditional model will be wider than the interval
with the same level of confidence for the value of the dependent variable
by making use of the unconditional model. In other words, the forecasted
nature of the values of the dependent variable increases the error of
the forecast. For a formal proof, see: Ibid., p. 179.



DATA

A single equation medel to explain monthly steer price variation
implies the use of monthly data series.

The dependent variable in the regression model being predicted
is the average steer price., Steers are sold at several markets through-
out the U.S.A. and at various grades and weights. The price quotations
used in this study originate from Omaha, since it is believed that the
market place is a price setter and maintains a high degree of influence
throughout the main beef supply area in America.

The highest percentage of slaughter cattle are choice grade, and
Omaha, Nebraska, is a major market for which price quotations are avail-~
able; therefore, price quotations for U.S. Choice Grade 900-110 pound
steer at Omaha were used. Thus the dependent wvariable was:

Y = Monthly average price ($/cwt) of U.S. Choice Grade

900-1100 pound steers based on the average monthly

quotations made at Omaha, published in Livestock
and Meat Statistics, USDA.

Data series of prices are shown in Table 1, Appendix A.

The following variables were entered in the monthly regression
model as explanatory variables.

Commercial slaughter of cattle, calves, and hogs was used as a
measure of total monthly supply for each of these commodities. 1In

- respect to poultry, total production was the figure used.

16
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X, = Total monthly commercial cattle slaughter in million
pounds of live weight, 48 states,! Monthly commercial
cattie slaughter figures are published in Livestock and
Meat Statistics, USDA.

Table 2 in Appendix A, shows cattle slaughter data used in this study.

X2 = Total monthly commercial cattle slaughter in million
pounds of live weight, 48 states. Monthly commercial
cattle slaughter data series in Livestock and Meat
Statistics, USDA.

Calf slaughter daté are shown in Table 3, Appendix A.

X, = Total monthly commercial hog slaughter in millions of
pounds of live weight, 48 states. Monthly commercial
hog slaughter figures are published in Livestock and
Meat Statistics, USDA.

Hog slaughter data included in the monthly regression are shown in
Table 4, Appendix A.

X4 = Total monthly commercial poultry production (chicken
and turkey meat), ready-to-cook weight in millions
of pounds, 48 states. Commercial poultry production
data is published in Poultry and Egg Situatiom, USDA.

Poultry production figures are shown in Table 5, Appendix A.

XS = Beef, frozen and cured, cold storage holdings + pork,
frozen and cured, cold storage holdings + cold storage
of poultry (turkey and others); United States first of
the month, in millions of pounds. These figures are
published in Agriculture Statistics, USDA.

These data are shown in Table 6, Appendix A.

X6 = Per capita disposable income in current dollars,
seasonally adjusted at annual rate. Quarterly data
were obtained and straight line interpolated to give
monthly figures. Source of the quarterly data:
Fconomic Indicators ' Prepared for Joint Economic
Committee by Council of Economic Advisors, U.S. Govern-—
ment Printing Office.

lThe 48 states are: Maine; N. Ham.; Ver.; Mass.; R.I.; Conn.;

N.York; N. Jersey; Pa.; Ohio; Ind.; Ill.; Mich.; Wisc.; Minn.; Iowa;
Mo.; N.,D.; S5.D.; Nebr.; Kans.; Ga.; Fla.; Ky.; Tenn.; Ala.; Miss.;
Okla.; Texas; Mont.; Idahoj; Wyo.; Colo.; N. Mex.; Ariz.; Utal; Nev.:
Wash.; Oreg.; Cal.; Del.; Maryland; Vir.; W. Vir.; N.C.; S.C.; Ark.; La.
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Per capita disposable income data are shown in Table 7, Appendix
A.

Two more variables were included in the model: population
-and time as a trend variable. Sometimes-a linear regression could lead
to spurious correlation (variables moving in the same or opposite
directions without implying causal relationship). To avoid such a-:
problem, population (using data on per capita basis to account for
population growth) and time (because of the general upward trend of
the edonomy) were included in the model.

T = Time trend variable, where T + 1, 2, . . ., 240

P = Population
Population figures used in this study are shown in Table 8, Appendix

A,



MODEL DESCRIPTION

Menthly steer prices were taken as a variable to be explained
by relevant forces underlying the market supply and demand curves.

Forecasting Steer prices through time series requires a measure-
fient of the shifters of the supply and demand during the period under
investigation. Shifts in supply or in demand curves are caused by
the underlying factors that determine both curves., Variables that
wetre assumed to be relevant supply and demand curves shifters were
included in the equation and statistical test of significance were
made.,

An inverse impact of cattle slaughter (i.e., Xl) on steer
price (i.e., Y) is the relationship that one would expect, that is
an increase in the quantity slaughtered probably will be associated
With a decrease in the price of steers.

Y= £(X))

Competing products (like calves, hogs, and poultry) that could
influence the price of steers were included in the regression model.
¥Monthly slaughter of these substitute products was hypothesized to
exert an inverse effect on steer price. Statistical significance of
the coefficients associated with such variables were tested at the
5 percent significant level.

ABBuming substitution possibilities between beef and veal, an
ine¥ease in ealf slaughter should cause a decrease in the price of

19
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§teers: 8o, the calf slaughter variable (i.e:, XZ) was included in
thée regression equation:
¥= f'('x-ls X,).
Hog supply reflected through the number slaughtered (i.e., X3)
may influence the price of beef. Such a competitive commodity is

hypothesized to have a negative sign in the associated coefficient.

Thus the prediction model becomes the following:
Y= £, X X))

The impact of positive changes in poultry production (i.e., X4)
is expected to depress steer prices. In this case, as in the case of
hogs, the hypothesis formulates that such products are, to a certain
degree, beef substitutes. The single equation incorporating this
variable is:

Y = f(Xl, XQ, XB’ XA)

Meats in cold storage (i.e., XS) are hypothesized to have an
impact on steer price because they are components of the total meat
supply. The placement of meat in Storage reduces the quantity avail-
ablée for consumption at that time, and logically would appear to exert
a pb%itive effect 6n steer prices. However, the accumulation of
gtocks may at the same time be viewed by the trade as available
$upplies which can be dumped on the market, and if so storage stocks
may have an inverse impact on Steer prices. All meats were aggregated
bécause Stored meat, regardless of the kind, is a potential supply

¢ompeting with the fresh matrket. The availability of such meat and
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gubstitution possibilities are the contingencies upon which the inclusion

of such variables in the model were based.

Y= f(Xl, XZ,-XB, X4, XS)

While it is not difficult to give an economic explanation of the
effect of income on the quantity of beef demanded and onthe resulting
price level, some questions still remain concerning the use of deflated
of undeflated income.

According to the consumer-oriented or psychological approach,
if consumers have demonstrated money illusion, expenditures on meat
ghould correspond to current income. On the other hand, if consumers'
attitude towards income expenditure is based on real prices of goods
and serivces, deflated income should be the variable to be included in
the model. There is no clear answer to this question because the con-
gumer's budget may be expended based on many decisions (taking intc
aegcount both real and current income); also, some consumers have the
¥eal income criteria to make expenditure decisions and some do not.
The use of either of the two in applied economic research is a matter
of judgment.

The use of deflated income in the present model would require a
forecast of the deflator, which in turn would generate one more source
of error. Thus, undeflated per capita personal disposable income
(ive., 36) and undeflated prices were utilized in the regression
equation.

Y= €@, X,y Xy X,s Xy X)

Thus, the steer price is assumed to be equal to the sum of the

estimated relationship times the value of the respective variables
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(quantity slaughtered, meat storage, and income) plus the unexplained
yariation. The estimated steer price would be equivalent to the observed

. priee less the respective error term.



STATISTICAL PROCEDURE

A multiple regression model estimated through ordinary least
square method was used. In general terms, the following model was
applied to the data:

Yt & bg + blxlt + b2X2t + o ow s kakt + Ut

tE=1, 2, . ..n
where,
Yt = The t':-h observation on the dependent variable

Xit = The tth observation on the ith independent wvariable,
' i=1, 2, . . . k if we have k independent variable

bi = Unknown coefficient of the ith independent variable

Ut = The tth value of the disturbance term.

The least square method is based on the following assumptions:

EQ) =0

. '

TR

E(UtUs) = 0, where t#s

E(Utxit) -0

Xi's, fixed in advance or not correlated with each other.

Variables in the present study were included in the regression

model based on economic reasoning. Statistical tests of significance

1Far further information, see Harry H. Keleijan and Wallace E.
Oates, Introduction to Econometrics, (New York: N.Y.: Harper & Row,
Publishers, Inc.), 1974, pp. 121.122.
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were performed to test the regression coefficients associated with
each economic variable included in the model. |

Aftef having estimated the coefficients, summary statistics
. were computed to measure the explanation'power of the-regression.

Since the residuals show the extent of the movement in the
dependent ﬁariable not explained by the independent variables, some
measure relating the residuals to total variation in the dependent
variable should be used. Such a measure is the square of the multiple
correlation coefficient, also called coefficient of determination:

2 ra’

e .
T Iemz o

o
I

2 ESS _ RSS

R_ =] - TSS T3S where,

o>
]

unexplained residual.
ESS = Error Sum of Square (variation in the dependent variable
not explained by the regression model)

RSS = Regression Sum of Square (variation in the dependent
variable explained by the regression model)

TSS

Total Sum of Square (total variation of the dependent
variable)

TSS = RSS + ESS

Thus, R2 is'the explanatory power of the regression model. The more of
the variation in the independent variable the regression model explains,
the closer R2 will be to 1; the weaker the relationship between dependent
and independent variables, the nearer R2 will be to =zero.

Even though the summary statistie, R2 is widely used in applied
research and will be used in the present paper, some comments about

its misuse are necessary.



25
Briefly, R2 from different specified regression equations
should not be used as a measure that will select a best fitted equation
in the following cases:

- Equations that are specified as having different functional
forms;

- Different definitions of dependent variables related to the
same set of independent variables;

- Equations with different numbers of explanatory variébles.

Since it will be necessary to compare- equations with different
numbers of independent variables, some adjustments on R2 should be
made.

Due to the mathematical property of Rz, any time an additional
variable is added to the equation, R2 increases (or at least remains
unchanged). This does not mecessarily mean that the variable included
expresses a causal relationship with the dependent variable. In other
words, the residual sum of squares decreases (or at least remains
unchanged) with any added variable, so the equation with the largest
number of wvariables should yiéld the least residual sum of squares
and hence the highest Rz.

To take care of this problem §2 was calculated and used. §2
is also called adjusted R2 because it takes into account the degrees
of freedom associated with the residual sum of squares (residual

variance) and the degrees of freedom associated with the variation

in the dependent variable. §2 is defined as follows:

=2 - VAR (&)
R 1 - VKﬁ?;T where,
VAR(8) = zéz
T N-K
2

VAR(y) = 3%—:?—



26

N = Numiber of obsetrvations, and

K = Number of independent variables.

The reduction in the error sum of squares due to inclusion of one
-fio¥e variable could increase, decrease,'ér leave ﬁz unchanged, simply
because the residual variance could probably move in any direction
e¢auding the change in Ez to be unpredictable. Thus, ﬁz will be reported
with the estimated regression equations to show the sensitivity of the
model to a decrease in the number of independent variables whenever
this procedure is necessary.

Often variables were included or excluded from the equation based
on the respective t-statistics. Whenever suﬁh a test was performed
at given significance levels, it was hypothesized that, according to
the null hypothesis, the coefficient is equal to zero. The t-statistic

is defined as:

Estimated coefficient of the varible Xt
Standard error of the estimate of the coefficient of Xt

tE

Usually a rule of thumb is used to test hypotheses about the
estimated coefficient. If the absolute value of the t-statistic is
greater than or equal to two, then the estimated coefficient is said
to be statistically different from zero at 5 percent significant level.
This means that there is a significant relationship between the tested
explanatory variable and the one to be explained.

Finally, we should consider one more "statistic" used in the
present study as a teol to understand the empirical results. The
Durbin-Watson statistic is a test develcped with the objective to
determine whether or not the error terms are successively correlated

with each other.
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The basic assumption for computing the standard errcrs of regression
coefficients is that the successive observations in the error terms are
independent. Such an assumption does not quite hold whenever time
series is used in estimating regression équations. Thus, the residual
for successive months may be significantly positively correlated. 1In
this case, the calculated standard error will be underestimated or,
in other words, the t-statistics will be over-estimated.

The existence of correlation between successive residuals can be
tested by the Durbin-Watson statistic.l

The formula used to calculate this statistic is the following:

2
(e, - e, )

t
L2
Eet

4 =

Where ét is the unexplained residual fer the tth observation.

If the following assumption of the regression model holds,
E(UsUt) = 0 for s # t, we have no auto-correlation.

By using a table given by Durbin and Watson, we can test whether
or not there is auto-correlation. In order to use these tables we
need the total number of observations (n), the number of parameters (k)
in the equation (excluding the constant term), and the level of signifi-
cance. Associated with (n), (k), and given level of significance, the
table gives us the lower limit (dl) and upper limit (du). If d is
either greater than (4 - dl) or less than dl, there may be significant
serial correlation. If d has a value between (4 - du) and du the auto-
correlation is absent. But if d value lies between dl and du or between

(4 - du) and (4 - dl), the test is inconclusive.

1Durbin, J. and G. S. Watson, "Testing for Serial Correlatiomn in
Least Square Regression,' Biometrika, Vol. 38, 1951, pp. 159-177.
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One other problem that arises from a model of the type used in
- this paper is the presence of multicolinearity (violation of the’
assumption that x's are not correlated with each other).

Whenevgr one explanatory variable is highly correlated with
another explanatory variable multicolinearity is present.

There is no formal test1 to check the presence or absence of
multicolinearity. The problem that the researcher faces is the various
degrees of multicolinearity. The presence of multicolinearity increases
the standard error of the coefficients, thereby lowering the value
of the t-test.

In cases where the regression equation is used to predict the
future value of the dependent variable, the accuracy of the prediction
probably will not be affected by the presence of multicolinearity if
it is expected to occur in the future.

Finally, other problems in empirical studies involve the choice
of the true mathematical functional form. Seldom is the economic
relationship explicit about the functional form. Linear and logarithmic

equations are often used in economic analysis.

1Some text books suggest that a high R2 associated with a low
t ratio could be one symptom of the presence of multicolinearity. Some
others indicate that an inspection in the correlation matrix should
give some insight about the degree at which independent variables are
intercorrelated. Another rule of thumb says whenever one or more
suspect multicolinear variables are deleted from the model the size
of the t-test associated with the remaining variables should substantially
increase.



EMPIRICAL RESULTS

NON-LAGGED MODEL

The economic relationship among wvariables specified in the original
regression equation is discussed in order to determine the most adequate
model. Various models will be presented along with each estimated
regression equation. The absolute value of the t-statistics will be
reported under each respective coefficient. The value of R2 as well
as §2 and Durbin-Watson statistic kd) will be shown for each corres-—
ponding equatiom.

Firstly, the regression equation corresponding to the original
model as it was specified in earlier chapters will be described.
Based on economic reasoning and statistical considerations, variables

will be dropped from or added to the original model.

Data Unadjusted for Population Effects
At first, all specified variables enter the model at the same
time period. The hypothesis is that the price of steers will change
at the same point in time as changes occur in the independent variables.
This equation does not allow for lag adjustments in the market mechanism.

Thus, the estimated prediction equation is:

Y = 24.31 - .00836X1 + .00593%X, + .001515X,, + .00043X

2 3 4
(12.91) (1.24) (1.81) (.338)
- .00964X5 + .01149)(6
(8.21) {27.57) (1)

29
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R% = .897 R% = .894 d = 1.1681
Where: Y, Xl, R X6 are as defined under the Chapter entitled
Data.

Equation (1) shows that about 90 pércent of the variation in
monthly steer prices is explained by the six explanatory variables.
In terms of economic relationship, some coefficients have unexpected
signs in this first model. Veal, pountry and pork are traditionally
taken as competing products for beef at the consumer level and would
be expected to carry negative coefficients.

A rise in the quantity slaughtered of any of them should cause
a drop in their prices and consequently, a rise in their consumption.
An increase in the consumption of any beef substitutes would normally
reduce beef consumption. As beef consumption decreases, so does
demand for cattle and cattle prices. Therefore, calves, hogs and
poultry would be expected to have an inverse impact on beef prices.

The statistical analysis revealed that no significant substitute
relationships were present in equation (l). On examining the statistical
results for each unusual-sign~variable their respective t-ratios were
found to be statistically non-significant. In other words, at the 5
percent significance level one would accept the null hypothesis that
these coefficients are equal to zero and no relationship is present
between this subsetofindependent variables and the dependent variable.

From the economic point of view it is concluded tentatively
that only a weak (if any) substitute relationship existed between
cattle and the set of substitute products (calf, hog, and poultry)

at the live animal market level from 1955 to 1974.
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The coefficients associated with cattle slaughter, per capita
disposable income, and meat storage, show signs consistent with economic
ekpectations. For example, an increase in per capita disposable income
is expected to shift demand to the rightL Other things being equal,
both price and tonnage of cattle slaughter should increase. The inverse
relationship expressed by meat storage is also consistent with economic
postulates. An increase in the quantity of meat stored might be
construed as a decrease in supply available for immediate consumption,
but the expectation of its being dumped on the market apparently has a
negative effect on étegr prices.

Before any sound conclusions are taken from the first equation
some weakness of the model should be pointed out. A time series
analysis like the one performed in this paper presents problems with
respect to estimation procedure.

A high degree of interdependence among explanatory variables
(multicolinearity), as mentioned in earlier chapters will make the t-
ratio less reliable but still will give unbiased estimates. Some
variables used in the model exhibited a markedly upward or downward
trend during the period studied. Cattle slaughter trended steadily
upward as well as per capita disposable income. This indicates the
possible presence of multicolinearity.

A simple correlation matrix is presented on the next page, and
shows simple correlation among the explanatory variables as one
possible indication of the existence of multicolinearity.

Another uncomfortable situation that arises when the least square

method is applied to time series data, as was pointed out earlier, is
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2 4 Xl X2 X3 - X4 XS X6
Xi 0.59103 1
X2 -0.61280 -0.61639 1
'XS -0.02260 0.30138 -0.33112 )
X4 0.61001 0.82862 -0.64528 0.30226 1

X 0.41695 0.63106 -0.61745 0.49224 0.45261 1

X 0.88429 0.84927 -0.72896 0.15421 0.76191 0.66754 1

the possibility of auto-correlation among the non-explained pertion of
the dependent variable (steer price). The Durbin-Watson test statistic
shows the existence of auto-correlation in the model;l

Another estimation problem is the risk of using an inadequate
functional form to analyze the process underlying the determination of
steer prices.

Y = 24.78 - .00500)(1 - .02867X2 + .00113712X,_ + .00135X, -

3 4
(5.22) (3.25) (1.40) (1.04)
.00996X, + .0I315K, ~ .06833T (1.1)
(8.82) (246.49)  (4.59)
R = .906 R% = .903 d = .94

Equation (l.1) adds a time variable to the previcus six inde-

pendent variables. This variable is expected to work in such a way as

1Various authors suggest the use of "first difference," because
of certain technical reasons which would result in a reduction of the
correlation between the independent variables, and of serial correlation
in residuals. Those options were explored and the results are shown
in Appendix B.
bl _b2 3 b4 _b5 _bé6

Xy X3 X XgT Xg

was explored. An equation in log form as follows: logY=log b0+bllog X+

1
bzlog X2+b310g X3+bﬁlog Xa+b510g X5+b610g X
Appendix B.)

X

W o

?Multiplicative relationship of the form: Y= BOX

g Was also explored. (See



33
to account for the effect of linear trend. The inclusion of the time
variable would probably avoid some strong spuriocus relations in the
regression equation. In the period under investigation, calf slaughter
-presented a decreasing trend over the pe?iod investigatéd. Per capita
disposable income and price of steers seem to contain an upward trend
component.

Equation (1.1) has an ﬁz of .903, slightly higher than the ﬁz
of equation (1) due to the fact that a time variable entered the model
with a significant t-rétio showing that "time" is statistically an
important variable. Including "time" in the model, increases the
possibility of interdependence betweén this variable and income since
both are moving steadily upwards. The auto-correlation is again present
and d dropped from 1.17 to 0.944,

The advantage of equation (l.1) over equation (1) is the fact
that the calf slaughter coefficient now has the correct sign (negative)
in accordance with the postulated economic relationship between
steer prices and calf slaughter.

It is noted in equation (1) that the variables--calf, hog and
poultry--which do not have the anticipated depressing effect on steer
price are also those whose t-statistics are less than two. If all
assumptions related to the least square method hold, this would suggest
that there does not, in fact, exist an inverse relation between steer
price and calf slaughter, hog slaughter or poultry production. Thus,
the lack of logical explanation for the behavior of beef competing
products as well as thelstatistical non-significance of these variables
cause them to be deleted from equation (1) with little loss in

explanatory power. R2 decreased only by .002.
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Equation (1.1) has the same pattern as the first model, in that
variables not consistent with economic logic are also those whose
standard errors do not exceed twice the size of theilr respective
coefficients, i.e. their t-ratios are less than two. On deléting
these variables from equation (1.1), results seem improved as far
as theoretical economic relationship is concerned.

The following equations were generated by the first two models
discussed above:

Y = 27.19 ~ .00813X, - .00874X_ + .01099X

1 5 6
(15.50)  (9.24) (37.3) )
R% = ,895 % = .893 d=1.27
Y = 25.07 ~ .00461X, - .02827X, - .00958X, + .01298K_ - .06429T
(4.89) (3.26) (10.18)  (24.45)  (4.51)  (2.1)
R% = .904 &% = 901 d = .991

From model (1) to model (2), ﬁz decreased by .001, which indi-~
cates that a small wvariation in steer price was accounted for by
calf slaughter, hog slaughter and poultry production--the deleted
variables. All the coefficients show a strong relationship with the
price of steers; this can be seen by the high wvalues of the t-ratioes.

Cattle slaughter, per capita disposable income, and meat storage,
all together explained almost ninety percent of the variation in the
choice slaughter steer price over the period January 1955 to December
1974,

To illustrate the potential uses and pitfalls of this model,
1975 data were used to test how accurately the more appropriate

equation would predict steer price beyond the estimation period.1

1'I‘he expost forecast in this study is provided only as a means of
evaluating the model.
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Toe use this equation (or any equation presented so far) for prediction
pirpose, one must predict the values of the Independent variables.

The results in the table below show the comparison between

_acetual and predicted steer prices. The difference between each actual
anid predicted price is reported as the prediction error. The directions
of changes for each actual and predicted steer price are reported under
the direction of changes colums. These, combined with the graph, show
how well the model predicted the turning points.

The éerrors in Table 1 show that predictions beyond the estimation
period using the model (2) are not as reliable as the predictions
within the estimation period--1955-74. Abnormally low prices at the
beginning of the year made the model overestimate the price, giving
t¥ise to two of the largest errors (in absoclute value) over the evalua-
tion period. If the direction of changes is taken as another measure
6f evaluation, Table 1 shows that model (2) predicted changes in wrong
ditections only four times out of twelve. This fact does not obscure
the inability of the equation to predict the magnitude of steer prices.
Fiom the turning point evaluation, the arrows in the direction of
ehanges columns and Figure 4 provide the necessary elements for the
analysis, If we look at the direction of changes columns from top to
bottom (or vice-versa), whenever the arrows point in opposite directions,
they eonstitute a turning point. The turning point is correctly pre-
dieted when the actual data turning point is recorded, and the model
ptedicts this turning point. The only time that model (2) correctly
predicted the turning point was in the month of June. Equation (2)
failed to predict turning point in February, August and September.

Also there is a case (October) where a turning point is incorrectly
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predicted. This situation arises when there is no actual turning point,
but one is predicted. The model performed favorably in the months of
Mareh, April, May, July and December when the actual data did not
~axhibit turning points and model (2) cor;ectly did not predict any
turning points.

In general, from the turning point criteria as well as from the
magnitude of the prediction error, the model did not predict accurately.

Table 1 also shows the results of prediction when equation (2.1)
is evaluated. As one c¢an see, in both equations the results are similar.

The results discussed up to this point suggest several additiomal
generalizations. The coefficient of per capita disposable income was
significant in all cases‘related and in some earlier statistical
explorations. Also, the economic relationship between steer prices
and income, in all cases, was the expected one. The price of steers
appears to have been highly sensitive to changes in cattle slaughter.
In all estimated regression equations, this variable was highly signifi-
cant. Another important factor affecting the 1ive animal market price
in the period under investigation was the quantity of meat in storage
at the beginning of the month. In all cases this variable was consistent
with economic expectations and highly significant from a statistical
standpoint. These three variables together accounted for about 90 per-
cent of the variation in the price of steers during the period 1955 to
1974, 'Thus, ;attle slaughter, per capita disposable income and meat
storage inventories were the main factors determining steer prices
during that period.

The regression coefficients for the variables that entered the

equation as beef substitutes, were statistically significant only in
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some of the equations. Also in some cases they did not have the
expected inverse relationship with steer price.

In view of this result, some considerations about the prediction

"ability of the model and the interpretation of the coefficients will
be based on the equation that includes only those highly significant
factors just mentioned above.

For purposes of interpretation of the estimate coefficient
equation (2) will be used. Any other equation seems to underestimate
the effect of cattlé slaughter on its own price when compared with
previous studies.1 As mentioned in previous chapters the single
equation least square is not the most adequate method to estimate
price flexibility becausé the assumptions imposed by the method would
probably not hold in the short-run for the beef sector of the economy.

As expected, monthly cattle slaughter had an inverse relationship
with monthly average steer prices. An increase in cattle slaughter
of one million pounds live weight was associated with a decrease in
the price of steers by $0.0083 per hundredweight. At an average
{1955-74) steer price of $28.13 per hundredweight and a monthly average
cattle slaughter of 2554.2 million pounds, the price flexibility

e , 2 ; 4
coefficient for beef was -.74.” That is a ten percent increase in the

For a comparison among several estimates of price flexibilities
published by several authors, see Langemeier and Thompson, Table 2,
p. 177.

uzThis price flexibility coefficient is calculated as follows:
¥ X

-

T ﬂi-, where the derivative of Y with respect to Xl is -.00813

1 ¥ | X ass4.0
(according to equation (2)) and the ratio — is ~8.13° S° the
7 .
resulting price flexibility is: -.00813 . B3ba2 ., -.74.

28.13
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Figure 4. Comparison Between Actual and Predicted Steer Price—-
Equation (2)--19751
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For a comparison between actual and estimated steer prices during the
estimation period see Appendix C.
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live weight of cattle slaughtered was associated with a decrease in the
price of steers of 7.4 percent.

By definition, price flexibility is sensitive to higher or lower
.quantity--price ratios employed in its cc;mputation.2 If we take the
price and quantity related to the month of January 1975, the price
flewibility turns to be -.80 because steer price is equal to $36.34,
and quantity slaughtered reached the amount of 3.590 million pounds
causing a different quantity-price ratio.

Arnother datum that could be obtained from equation (2) is tha
ralationship between income and price of beef. An increase in per
capita disposable income is associated with an increase in demand for
beef and beef producis causing also an increase in live cattle prices,
Thus, the positive sign associated with per capita disposable ipncome
is the expected one. One dollar increase in per capita disposable
income is associated with an average increase of $0.0109 per hundred-
weight in the price of steers. An increase of one million pounds of
meat storage was associated with a decrease of $0.00874 per hundred-
weight in steer prices.

In terms of prediction, all equations performed quite similarly.
The innacuracy of the model in predicting steer prices is probably the

result of its failure in capturing the unusual circumstances in the

1This coefficient is low if compared with -1.338 reported by
Hayenga and Hacklander, p. 19. Although both models are quite similar,
different time periods were used to estimate the coefficients and
different definitions for some variables were used.

2'I.‘his is wvalid whenever a linear relationship is estimated. If a
rectangular hyperbola were the estimated equation, the price flexibility
would remain constant throughout the entire period. The coefficients
of the logarithmic equations in Appendix B yield a constant price
flexibility.
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market of the live cattle during 1975. For instance, in February and
March the price of slaughter steers reached the lowest point since
autumn of 1972.

Until 1974, the beef sector showed.a trend toward increasing
slaughter of grain fed cattle but in 1975 cows and non-fed steers and
heifers occupied a 1arger proportion in the slaughter mix than the
preceding years. Furthermore, in the recent past, cattle prices have
remained relatively stable compared with the fluctuations which
occurred in 1973-1975. In 1975 steer prices ranged from $34.74 per
hundredweight in February to $51.82 in June and to $45.0l in December.

These factors apparently suggest that some structural change is
taking place in the beef market and simple past market performance will
not be able to reflect accurately the recent apparent changes in the
beef market.

The inability of the model to capture these apparent changes is
reflected through large errors of predictions and inaccuracy in pre-
diction of turning points. In some cases the direction of the changes
was predicted correctly, but more often than not the size of the changes

turned out to be larger or smaller than predicted.

Data Adjusted for Population Effects
The next step was to correct the variables for the effect of the
trend to population growth during the period 1955-1974. Thus, to
avoid confusing the trend due to population growth with the trend due
to general economic growth, monthly cattle slaughter, calf slaughter,
hog slaughter and poultry production in the price equation were put on

a per capita basis by dividing by monthly population figures.
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The two following equations were estimated:

Y = 25.54 - ,93658X, - 5.08550X, + .20732X, + .18292%, -

1 2 3 4
(4.92) (3.15) (1.38) (.73) (3)
1.87919X, + .01374%, - .09789T
(8.69) (23.01)  (6.28)
R% = .905 R = .902 d = .927
Y = 26.89 - .87036X, - 5.10468X, - 1.80513%, + .01363X, -
(4.64) (3.21) (10.11)  (22.91) (3.1)
.09685T
(6.51)
R = .904 R = .90 d = .972

Where the variables used in these equations are as previously described,
but are now on a per capita basis.

It is observed from equatidn (3} that again the non-significant
variables had the non-expected economic relationship with the price of
steers. As was previously noticed, including time as a variable, the
calf slaughter coefficient became negative and statistically signifi;amt.
Again, hog and poultry supply variables in equation (3) had coefficients
with illogical signs. However, the coefficients were non-sigﬁificant
at the 5 percent level.1 Consequently, those variables were dropped
in equation (3.1).

The model represented by equation (3.1) shows an §2 identical to
the one yielded by equation (3). This means that the inclusion of the

two variables (X, and X4) does not reduce enough the residual variance

3

to account for the loss in the degrees of freedom. In terms of explanatory

1The sign of the coefficient for hogs does not agree with Hayenga
and Hacklander, p. 18.
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power, both equations contributed the same amount to reduce the unex-—
plained variation in the price of steers.

The use of the equation with a smaller number of explanatory
‘variables has an advantage. Stemming frém the fact that any conditional
model requires a forecast of the predetermmned variables before steer
price can be predicted. Thus, the amount of error due to forecast
predetermined variables should be smaller in equation (3.1).

Table 2 shows the comparison between actual and predicted steer
prices. The difference between actual and ﬁredicted is the error
reported with the associated sign. The direction of changes iu the
actual and predicted price of steers is also reported in that table.

No detailed discussion is necessary since this model has the
same degree of accuracy as the previous ones.

It is probable that the rigidity of the model and "some rather
drastic changes"l in the beef industry during 1975 made the conceptual

model fail in its predictive power.

DEVIATION FROM THE TREND MODEL

This model is conceptually similar to equation (l.l) and equation
(3). In the present case, each individual variable has the trend
component eliminated before entering the causal relationship,

The model is the following:

BY = £ (4K, 8Ky, BX,, AX;, AXy, AXQ)

where A's stand for deviation from linear trend and is defined as:

1James E. Nix, Grain-fed Versus Grass-fed Beef Production. Livestock
and Meat Situation (Washington: Government Printing Office, 1975) April 2,
p. 37.
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TABLE 2

COMPARISON BETIWEEN ACTUAL AND PREDICTED STEER PRICE--1975

Direction

: Predicted ‘ Error of Changes
Month Actual Equation (3.1) Equation (3.1) Actual Predicted
(Dﬁllars per hundredweight)
January 36.34 40.79 =4, 45 s
February 34.74 44.25 -9.51 N A
March 36.08 45,90 -9.82 A A
April 42.80 46.41 ~3.61 A A
May 49.48 47.99 1.48 A A
June 51,82 49,29 2,52
July 50.21 47.63 2.57 <& N
August 46,80 47.66 - .87 N4
September  48.91 47.33 | 1.58 wy/
October 47.90 44,65 '3.24 s P > 4
November 45.23 46,75 -1.52 v Iy

December 45,01 47,97 -2.96 W
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~ ~

AY =Y - ¥ where ¥ = 4 + BT

L}

AX, = X, - X, where %, = a + T
i i i i

where T is month and T 1, 2, . . . 240, and
X's are dependent variables and i =1, 2, . . . 6.
The empirical estimated model corresponding to equation (1.1) is:

Y = .00002 - .0050 X, - .0287 X, + .0010 X, + .0015 X, -

1 2 3 4
(5.23 (3.25)  (L.24)  (1.17) ()
.0097 X, + .0131 X,
(8.6)  (24.3)
R = .793 R = .787 d=1.16

Except for some rounding error, equation (l.1) and the one above
give essentially the same information. The coefficients are extremely
close to the first model. R2 is not comparable since the "absolute"
model (i.e. equation (1.1)) has one more variable than the "deviation
from the trend model" (i.e. equation (4)).

Since these regression coefficients present the same relationship
with price of steer as equation (1.1}, there is no need for extensi§e
discussion. However, it is worthwhile to comment that by fitting a
more appropriate trend curve (i.e. more appropriate than the linear
trend used) to individual variables one could probably obtain better
results. No attempt in the present study was made in this direction.
But, if a different functional form were applied to different indi-
vidual variables, the similarity between equation (4) and equation (1.1)
probably would not hold. In equation (l.1) the linear trend was
isloated by use of "time" as a variable. In case (4) the linear
trend was purged and its effect entered the equation through the

"trend adjusted varibles."
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LAGGED MODEL

In attempting to incorporate all specified variables in one
linear regression equation several hypotheses were tested concerning
- the responsiveness of steer prices to chénges in lagged dependent
variables.

Introducing the dynamic element in the equation through the use
of time lag, the model assumed no immediate adjustment in the market
mechanism that determines the price of steers.

There is no clear evidence about the length of the time period
during which adjustments take place in. the beef market. Some
statistical exploration was performed and the most promising result
will be discussed in this chapter.

Since the objective of this study is neither to determine the
leading price in the meat marketing channel nor to analyze the timing
relationship between price and quantity, further discussion with
respect to this subject will not be made. For a study of that nature,
a more appropriate technique such as spectral1 and harmonic2 analysis
should be used. As was mentioned before, the main purpose of tHis
paper is to find a sound economic quantitative relationship between
steer price and a éet of independent variables.

The models discussed 1in earlier chapters differs from the one

discussed in the present, due to the fact that the latter allows for

1Hiram C. Barksdale, Jimmy E. Hilliard and Mikael C. Ahlund, "A
Cross-Spectral Analysis of Beef Prices," American Journal of Agricultural

Economics, Vol. 57, No. 2, 1975, pp. 309-315.

2John R. Franzman and Rodney L. Walker, "Trend Models of Feeder,
Slaughter and Wholesale Beef Cattle Prices," American Journal of
Agricultural Economics, Vol. 54, No. 3, 1972, pp. 507-512.
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a period of time during which the explanatory variables affect steer
prices.

Both sets of models~-nonlagged and lagged--are similar as far
as the functional form and the specified variables are concerned.

The traditional assumption in meat marketing is that the demand
for live animals is directly dependent upon the demand for meat,
which implies that retail price level is the leading one.1 In other
words, this study has "accepted that, "according to economic theory,
the demand for resources is derived from the final consumer demand
which finds its first market expression at the retail level."2 So,
any changes in the retail market are passed through the marketing
channels until they reach the live animal market.

After some tentative exploration the model assumed the following
relationship:

3

Yt = f(xlt' Xz(t-l)’ X3.(t-1)’ X:f;(t--l)’ XS(t—l)’ Xﬁ(t"l)

This is still a conditional model since cattle slaughter is
related to steer price at the same point in time. Also in this model
cattle slaughter is assumed to be a predetermined supply variablé.

The remaining explanatory variables were lagged behind by one
month. In other words, the effects of those variables are hypothesized

to be felt on steer prices after one month. The period of time that

1For a different approach see, Hiram C. Barksdale, Jimmy E,
Hilliard and Mikael C. Ahlund. p. 315.

2John R. Franzman and Rodney L. Walker. p. 510.

3Where t is the current month and t-l is the month before. ¥or
example, if t is for Februaryt-l is January.
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allows for the market adjustment was assumed to be the shortest possible--
one month.

The empirical estimated relationships were as follows:

Y, = 33.26 - .00776X - .0LL75%, . - .002853Ky . -
(13.75) (2.58) (3.47) (5)
L002976%, |+ = 007049Xs . |\ + .01088K, (o
(2.50) (6.106) (27.83
R? = .905 R% = .902 d=1.12

Thus, equation (5)--the lagged version of model(l)-~is the only
model up to this point that contains all specified wvariables with two
distinguishing characteristics: all the explanatory variables are
statistically significant, and for the first time the.éign of each
coefficient conforms with economic expectations.

Estimates show that the lagged model resulted in a slight
improvement over previous ones as far as R2 and d statistics are
concerned. But like the earlier regression equations the present
one did not show any improvement in the predictive power beyond the
period in which the original parameters were obtained.

The market relationship between steer prices and a set of
-lagged explanatory variables is shown in tﬁe above equation. Cattle
slaughter was the only independent variable in the model without time
lag involved. This suggests that steer prices react in the same
period as changes occur in number of cattle slaughter. Activities

in the cattle market are, perhaps, performed faster than activities

1In the present study the shortest lag period that can be used
is one month lag, since monthly figures are used in the analysis.
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in the market of the cattle competing products. Also the translation
of the consumer's decision into the live animal market level for
cattle is performed quickly enough to allow response in the same
_time period. Thus, there are no lags beﬁween the time decisiﬁns
are made and the time they are carried out through the cattle marketing
channels.

As expected, catfle slaughter had an inverse relationship with
steer prices. A one million pound increase in liveweight of cattle
slaughter in time t will generate enough increase in beef supply to
cause steer prices to drop by $0.00776 per hundredweight at the same
point in time.

The time required for marketing activities to be carried out
combined with the delay in consumer's reaction suggest that beef
competing products have a time lag in their relationship with steer
price at the live animal market level.

An increase of oﬁe million pounds liveweight in calf slaughter
in the previous month (t-1) would depress steer price in month (t)
by $0.01175 per hundredweight.

A negative sign was expected on the hog slaughter variable.

An increase in commercial hog slaughter in time (t-1) will cause a
decrease in hog prices in time (t-1) which in turn causes an increase
in pork consumption in t. When pork consumption increases in t, beef
consumption will probably decrease in t. The decrease in beef con-
sumption will affect negatively the demand for cattle slaughter, and
both demand and prices in the live animal market will probably decrease

in the month t. Thus; one million pound increase in liveweight of hog
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Blaughter in time (t=1) was associated with a decrease in beef price-
of $0.002853 per hundredweight in time t.

Fo¥ the first time poultry production appears in the model with

'a negative sign associated with its coefficient and with a t- ratio

greater than 2 or étatiSEicélly significant at the 5 percent signi—
ficance level. A poultry production increase of one million pounds
were associated with a steer price decrease of $0.002976 per hundred-
weight. Here again, the increase in poultry production in time (t-1)
affected steer prices in time t.

Meat storage is again an important variable that helped to explain
variation in steer prices. This variable has an inverse relationship
with price as theory would suggest. A meat storage increase of one
million pounds in time (t-1) was associated with a steer price decrease
of $0.007049 in t, holding other factors constant.

It seems reasonable that income earned in month (t-1) will likely
be expetided on month t. Since it could be assumed that per capita
digposable income is not related to the same ﬁoint in time with beef
gonsumption, we would therefore have a sequence over time in which
BteeY¥ price in one month is related to per capita disposable income
in the previous month.

The theoretically expected sign associated with per capita dis-
posable income was again found. An increase of $1 in per capita
disposable in time (t=1) was associated with an increase of $0.01088
per hundredweight in the price of steer in t.

Table 3 shows again large prediction errors when the lagged

todel ig evaluated beyond the estimation period.
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Figure 5. Comparison Between Actual and Predicted Steer Price—-—
Equation (5)--1975!

For a comparison between actual and predicted steer price during the
estimation period ses Appendix C.
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Analysis of the turning point is importaﬁt because trends once
started usually continue some time in the same direction. The lagged
model in a few cases predicted correctly the turning points, but more
- often than not the predicted price was larger or smaller than the
observed. In two out of twélve cases, (October and November) the
turning points were incorrectly predicted; in one case (June) the
turning poiﬁt was correctly predicted. Turning points which occurred
were not predicted in three months (February, August and September).
Finally, in four cases (March, April, May and July), the turning
points were neither predicted nor recorded.

It is believed that for the same reasons both sets of models--
lagged and non-lagged--did not perform quite as well as it did from
1955-74 as can be interpreted by the relatively high Rz. Discussion
of this subject in the earlier part of this chapter is épplied to
the present situation and there is no need for repetition.

In order to allow for non-measurable factors, dummy variables
were included in lagged model equation (5.1).

Yo = T & Xyee1yr Face-1)? Kace-1)r Foe-1y» Pav v ¢ - D)

Not all the steer price determinants are direct measurable
factors. Tastes, preferences, religion and weather, are good examples
of demand determinants for which direct measurement if not impossible
is rather difficult.

To account for those factors and possible seasonal movements
in the production side, dummy variables were included in the model.
Thus, monthly dummy variables may account for non-measurable monthly

variation in steer prices.
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To avoid perfect multicolinearity and consequently the possibility
of having an insoluble equation the monthly dummy variable for December
was omitted. Thus, the month of December should be thought of as the
‘base month. The coefficients associated.with other monthly dummy
variables should be interpreted as price deviation from this base

month--December-~-due to non-measurable factors.

Yt = 37.01 - .008594X1t = '01310X2(t—1) - .004253X3(t_1) =
(13.53) (2.19) (4.05)
'003080X4(t—1) = .006837X5(t_1) + .0112?X6(t_1) + 2.113 Jan -
(1.29) (5.74) (28.82)

1.003 Feb - .7077-March - .7878 April - .3918 May - .6226 June -
.9083 July - .8456 Aug - .9320 Sept + .3239 Oct - .2814 Nov  (5.1)
R? = .919 | R% = 912 d = 1.028

At first, it can be seen that dummy variables did not add much to
the explanatory power of the regression equation. The Durbin-Watson
statistic shows again the presence of serial correlation. All the
variables had the expected economic relationship with steer prices.

The use of dummy variables did not prove to be a factor that
increased the prediction characteristics ;f the model. In some months
they increased and in others they decreased the forecast error. The
patterns of prediction are quite similar to the earlier models. Thus,
it is believed that no further discussion is necessary.

Extending the evaluation period would probably give better indi-
cation of the accuracy of all models discussed in this study. This,
beyond any doubt, would help clarify whether the inaccuracy of the
model is due to unusual circumstances that took place in the beef

market, rigidity in the conceptual framework of the model, or, if
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structural change is taking place in the beef industry. This will
be possible only when additional observations are available, the

actual can be compared with the forecasted steer price, and conclu-

. sions can be drawn.



SUMMARY AND CONCLUSTIONS

The models discussed in this study represent an attempt to
explain and predict short-run fluctuations in the average monthly
price of choice 900-1000 pound steers at Omaha.

The results reported in this paper are based on equatioms in
which the variables are in the arithmetic form. In developing the
models, several transformations of the variables, including logarithms
and first differences were tried. The choice of the best alternative
is in part subjective. The magnitude of the Rz, the Durbin~Watson
statistics and the statistical significance of the parameters were
considered. 1In estimating the eguations multicolinearity and auto-
correlation in the residuals proved to be a problem.

The price of steers was related, at first, to a set of non-
lagged explanatory variables. The non-lagged relationship shows
that cattle slaughter, meat storage, and per capita disposable per-
sonal income were the most relevant factors in explaining the price
of steers over the period of 1955-74 on a monthly basis. These variables
not only entered the equation‘with a logical economic sign associated
with their coefficients, but also presented high level significance
from the statistical standpoint. All three together account for 90
percent of the variation in steer prices.

The lagged model indicated that all the explanatory variables
except cattle slaughter would influence steer prices one month in

56
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in the future. All variables in this model have a consistent economic
relationship with steer prices.

To be predictive, a model should be accurate. The variables
-included in the model should be theoretiéally sound and the prediction
error should not be large.

All versions of both types of models--lagged and non-lagged--
indicate they are not accurate in predicting prices in time periods
other than the period in which the estimated coefficients were obtained.

According to the size of the forecasting error and the inability
to predict turning points both types of models proved to be not useful
for short-run predictions. It is wqrthwhile to mention that this
conclusion is based on the performance of the model only during the
year of 1975 when the behavioral pattern of steer prices was quite

different from the preceding years.



APPENDIX A
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I. The estimated equations, using "first difference" were the following:

Y = f(Xl, XZ’ X3, X4, XS, X6)
where;
a) Y = Yt - Y(t—l)
X e ™ Lige-1) £ =1, .. . 240

i=1, . . . 6

The best1 result was as follows:

Y= .120 - .004668X5 + .012407X6 R2 = .06
(3.60) (.0012)
b) Y = Yt - Y(twlz)
X:i;= Xit - Y(t-l2) t=1, . . . 240

The best1 result was:

Y = .5619 -~ .0020}{1 - .046392X2 = .00605}(4

(1.30) (4.16) (1.44) (3.54) (7.49)

R? = .28

- .00575%,. + .01422X.
5 6

ITI. The estimated equation using log variables is of the following form:
o _ - - - L 4
log Y = log 4 + bllogxl + bzlogx2 + balogX3 balog}{4

bslogxs + bﬁlogX6

1
The best estimated log equation was:

log ¥ = 1.277 - .8111 logk; - .2392 logX, + 1.0639 logX,
(15.23) (8.62) (33.41)

R2 = .86

1"Best" is determined by stepwise regression procedure.
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In order to find adequate models that explain fluctuations in
. steer prices during the period 1955-74 and could also be used for
prediction purposes, several equations were developed and discussed
in this study.

The postulated relationship is that steer prices are a function
of cattle slaughter, calf slaughter, hog slaughter, poultry production,
and meat storage. Such variables were expected to have an inverse
relationship with steer prices. In addition per capita personal dis-
posable income, as a demand shifter, also was included in the original
equation and, as suggested by economic theory, it was thought to have
a positive impact on steer prices.

Based upon economic reasoning and statistical criteria, variables
were added to or deleted from the original model.

Multicolinearity and serial correlation were present in most
of the estimated equations.

In all of the non-lagged equations, cattle slaughter, meat
storage and per capita disposable personal income were statistically
significant and hdd a consistent economic relationship in all cases.
Those variables accounted for 90 percent of the variation in steer
prices over the period under investigation. The remaining explanatory
variables, in most of the cases, entered the equation with a sign not
suggested by economic theory. However, if all assumptions related
to the least square method hold, this would suggest that there does
not exist an inverse relationship between steer price and calf slaughter,
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hog slaughter or poultry production. But in most cases their
coefficients were associated with a relativély large standard error.

0f the models tested the lagged version was the only one in
7 which all explanatory variables exhibited a consistent economic
relationship at a statistically significant level. In this model
all steer price determinants, except cattle slaughtered, were lagged
one month.

Price predictions from all versions of both types of models——
lagged or non-lagged--were evaluated over a one-year period, beginning
in January and ending in December of 1975, These predictions were
found to be relatively inaccufate. However cattle price trends

during 1975 may have been somewhat abnormal.



