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I. Introduction

The notion of using an ADP to improve the performance of perimeter
sensors for intrusion-detection was introduced in [l1]. Such sensors are
buried cables along the perimeter of am area to be protected. The
response (output) of a cable due to a signal source depends upon the type
of source and its proximity to the source.

Perimeter sensors respond not only to intruder stimuli, but also to
a variety of other stimuli (e.g., noise sources), resulting in poor
signal-to-noise ratio. Intruder stimuli in this case are transient signals,
as exemplified in Fig. 1. The noise present may be periodic or random,
or a combination of both. Since the random noise encountered is non-
stationary, or at best stationary on a short-term basis, an adaptive
approach involving an ADP is employed. The basic idea is to use
the ADP to remove the correlated portion of the noise input. As such, it
assists in reducing false (nuisance) alarms in the absence of intruder
stimuli. On the other hand, it yields an improvement in signal-to-noise
ratio when intruder stimuli are present, thereby assisting in their
detection.

There are several algorithms that are available for implementing the
ADP--e.g., see [1-6]. However, this research was restricted to a modified
version of Widrow's LMS (least-mean-square) algorithm [2], which shall be
referred to as the MIMS algorithm [7].

The intrusion-detection scheme considered consists of the ADP in

cascade with an ATD algorithm; see Fig. 2. The ATD algorithm is "adaptive”
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in the sense that it involves a pair of variances which are continually
updated as the ADP output is processed. A certain function (say dm) of
this pair of variances is computed at time m, and them compared to a
preselected threshold €. An intrusion is indicated by an alarm condition

at the output of the ATD stage whenever dm > 8.

Adaptive Adaptive —
Input —> digital threshold — Alagm indicates
predictor detection 5
(ADP) (ATD) intrusion.
algorithm

Fig. 2. Block diagram of intrusion-detection scheme.

The main objective of this paper is to discuss various aspects of
obtaining a fixed-point implementation of the configuration in Fig. 2,
using a microcomputer system [8]. In particular, this work involved a
™ 990/100M microcomputer system, which includes the following: a TMS 9900
microprocessor; 256 16-bit words of RAM (random access memory); 2048 words
of EPROM (erasable programmable read only memory); a TMS 99Cl rrogrammable
system interface; a TMS 9902 asynchronous communications contrecller; and,
the pertinent control logic. Its unique features include a hardware
multiply/divide capability and a "workspace" register. The processor
operates at 3 MHz, thus requiring 4.67 and 17.3 microseconds for a
register-to-register move, and a multiplication, respectively. The
implementation of the overall intrusion-detection scheme is explained in
a step-by-step manner via a flowchart representation. Some experimental

results involving data acquired via field experiments are also included.



II. The ADP

The ADP configuration is shown in Fig. 3, where the delay parameter
A is fixed and equals 1. If gm denotes the ADP output at time m, it

follows that

N F
&n = n£1 bn,m fm-n 1)
where
N is the anumber of predictor coefficients (weights),
bn o is the n~th weight at time m, and

fm is the input sample at time m.

In Fig. 3, the MLMS algorithm is used to update the weights bn n 28

?

follows:

L R R N _ (2)

where

0 <u <1l is a scale factor, aand

v is the convergence parameter.

From (2) it follows that the special case u = 0 results in the
conventional LMS algorithm [2]. The reason for-introducing the term
(1 - u) will be apparent later.

It can be shown that the Wiener solution Bopt associated with the
expected value of bn,m ia (2) is given by

-1
BOpt = [ul + Rff] ny (3)

where

R.. is the input autocorrelation matrix

ff
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I is the identity matrix, and

ny is a crosscorrelation vector whose elements are given by

E{flll fm-i} , 1=1,2,...,N .

Note that inclusion of the term (1 - u) in (2) is equivalent to adding a
trace of white noise to the input data. This is because I represents

the correlation matrix of white noise. As such, the exact Weiner solution
; ny is not attained but one can come arbitrarily close to it by
adjusting the parameter u in (2).

B* = Rf

The reason for introducing the term (1 - u) in (2) is that it avoids
an undesirable long-term effect, which has been referred to as a "no-pass"
phenomenon. Basically this implies that over a period of time, an ADP
(with sufficient number of weights) will not only remove noise, but
intruder stimuli as well. In other words, it tends to become & "no-pass"
filter. An analysis of this phenomenon is availablé elsewhere [7,9], and

hence will not be discussed here. It can be summarized it as follows:

The ADP first adapts to higher levels in the input, decorrelating
as much as it can within its own limits in size. It then adapts
to low=level compoments. To this end, the ADP creates an overall

transfer function of zero for these components.

Thus, the filter portion of the ADP (see Fig. 3) evolves until its
_amplitude response is near unity for all the frequency components
present in the input, regardless of their size. 1In general, a
predictor of finite length cannot eliminate 211 signals present,
but its gain and phase shift will be sufficient across the spectrum

to remove most of the correlated input components. Hence, the filter



portion achieves an "all-pass" mode of operation, giving the

overall ADP the appearance of a '"no-pass" filter.

To examine the behavior of the MLMS algorithm, assume that for some

m > M, the error term in (2) is negligible; i.e., at time m = M, the ADP
weights have converged to Bopt in (3). Then, (2) simplifies to yield:

b

1 -u) bn = (1-u)b

n,MHl = M n,opt
2
bn,H+2 1-uw bn,opt
b= l-wh (4)
n,Mtk = n,opt °

From (4) it is apparent that bn tends towards zero with increasing

JMtk
k, since (1 - u) < 1. This in turn causes the error term e in (2) to
increase, hence causing the ADP to readapt. The adaptation process

causes bn to move back toward b until e is negligible; then the

n,opt
entire foregoing cycle repeats. It is this feature that avoids the no-
pass phenomenon, since the ADP is constrained to focus its attention om

decorrelating only the higher levels of the input.



III. Detection Considerations

Detection at the output of the ADP can be attempted via a variety
of classical techniques, an excellent discussion of which is available
in [10,11]. 1In this study, the ATD algorithm was considered as illustrated
in Fig. 2. A brief derivation of the same follows.
Begin by making the following assumptions:
(1) Successive noise and intruder samples at the ADP output have
Gaussian distributions with zero means and variances ci and
az, respectively.
(2) HNoise and intruder samples are uncorrelated.

From these assumptions, it follows that

—qi/Zai
f(q.lO) = e
J 2n o
n
and
—q§/202
f(quS) = e ‘ lqjl <w (5)
2n ¢
where
qj is the ADP output sample at time j,
f(quO) is the conditional probability density function, given that
no intruder is present--i.e., qj = 1.*.,j §
02 = 02 + 02 »
s n
and

f(qjls) is the conditional probability demsity function, given that

an intruder is present--i.e., qj =n, + sj .

]



Mow, using a likelihood ratio approach [10], the decision rule is
that an intruder is present if
M £(q,|s)
) 2
where Kl is a comstant.

Substitution of (5) in (6) leads to

which implies that it can be decided an intruder is present if

Lirmighewt)]

n

Since 02 = ai + ci s the above equality can be expressed as

}{i 2,902 [14+2)[x + ¥, 1+c,2
9 2 %% 73 H i B s )
=1 O L g

o

)

Note that the term cilui is the signal-to-noise ratio at the output

of the ADP. Thus, if it is assumed that ci!ci is appreciably larger

-Kl +3 Q.n{z—%'}}

than 1, it follows that

M
2 2
L q§ 2 20]

j=1 o
oF; 1 ¥ 3 2
M jzl qj iK?. dn (7)
where 2
Kl 1 0s
Kz = Z[M—’ + 3 ﬁn{gz}] .
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From (7) it can be concluded that for stationary inputs, the optimum

rule is to decide that an intruder is present if the variance of the ADP
output is greater than or equal to a quantity which is proportiomal to

the variance of the noise process. In practice, however, the noise is
stationary only on a short-term basis. Further, not all of the assumptions
made in connection with deriving the above decision rule may be valid.
Thus, the decision rule is modified to obtain the following suboptimum

one, which states that an intruder is present if

2 2
of 2Ry . o +0 (8)

where
K and 6 are constants
c§ is the variance estimate of the ADP output at time j,
and 02
n’j"D
D samples earlier than time j.

denotes the corresponding noise variance which is estimated

In (8), a? is estimated at time j using M previous samples of the

ADP output, while °§-D

in Fig. 4. The delay term D is introduced to insure sufficient time lag

is continually estimated using L samples, as illustrate

between the current output (which may include an intruder component), and

a noise segment which is used to estimate the corresponding a?_D.

It is apparent that (8) can be rewritten as

2 2
. -Kao >8 . 9
b n,j-D — ®)
which shall be referred to as the ATD algorithm. It states that whenever
the difference signal (c? -K ci j-D) is greater than or equal to a
]

threshecld 6, we decide that an intruder is present. Such a decision

results in an alarm condition, as illustrated in Fig. 2.
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IV. The T™ 990/100M Microcomputer System

A Texas Instruments TMS 9900 microprocessor is the central processing
element of this system. It is an NMOS microprocessor with a 16 bit word
length. A versatile memory-to-memory architecture is used which allows
the user to create multiple register files in memory. These registers
are addressed in a manner which is similar to addressing the accumulators
of more conventional processors. As a result, the programmer can access
16 registers with high speed single word instructions at any desired
time. The programmer is allowed to create or use another bank of registers
by performing a two-word instruction. There are only three intermal
registers accessible to the user: the program counter, which contains
the address of the next instruction to be executed; the workspace pointer,
which specifies the first address of the register file currently in use;
and a status register.

The instruction set includes very powerful data transfer instructions
and arithmetic operations. Some instructions provide as many as 16 distinct
addressing modes. The single instruction multiply/divide operations are
the most unique aspect of the instruction set and have proven to be very
valuable in this application. The TMS 9900 executes an unsigned multiply
with a 32 bit product in 52 clock cycles (i.e., 17.3 microseconds).

There are 16 priority levels available for external interrupts, plus
a non-maskable level for the reset function. When an interrupt occurs, the
T™MS 9900 loads the workspace pointer and program counter from specified

memory locations and begins execution with the new program counter. The
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interrupt mask is then set to allow only interrupts of a higher priority
than the one being serviced. The interrupt mask can be set to any value

using a two word imstructiom.

A. Programmable Systems Interface

Normal input and output functions are provided by a TMS 9901 program-
mable system interface. The I/0 structure of the TMS 9900-9901 combination
permits it to address 4096 individual bits or concatenmate up to 16 bits
anywhere within that field. Individual bits can be tested (imput), set,
or reset with single word instructions. Words of 2 to 16 bits can be
output or input in parallel with a single word instruction. The TMS
9901 also provides a programmable real-time clock which interrupts the

processor at user defined intervals.

B. System Memory

The TM 990/100M microcomputer is supplied with 256 words (expandable
to 512 words) of read/write memory, half of which is reserved for monitor
workspaces and interrupt vectors. It also contains a versatile monitor,
TIBUG, and a line-by-line assembler on EPROM. These blocks of memory
are supplemented by a TM 990/201 memory expansion board. This board is
populated with 2048 words of RAM and 8192 words of EPROM. An EPROM
programmer has been built and the supporting software was written.
Several programs are available which allow the user to program, test, or

read the contents of an EPROM in the programmer socket.

C. Analog Interface

Analog I/0 is provided by an Analogic ANDS 3001 data acquisitiom

system module, which is a single board module that is compatible with



the TMS 9900 system bus. It comsists of a 12-bit analog-to-digital (A/D)
converter with a conversion rate of up to approximately 30 kHz, and a
12-bit digital-to-analog (D/A) converter. This interface allows for
several optional modes of operation. For the current applicatiomn, it is
configured for two's-complement digital input/output, and the maximum

analog input/output was set at + 10.24 volts.

D. Parallel Digital Interface

A 16-bit bidirectional I/0 port was memory l_napped into the system
on a TMS 990/512 prototyping board. The port comsists of four 74C373
octal latches with tri-state outputs. Sixteen of the latches serve as a
latched output port and sixteen are used as tri-state input buffers,
with the outputs following the corresponding inputs. A 74LS138 decoder
is used to provide address selection and separate read/write signals.
The port is configured so that it responds to the same addresses as the
ANDS 3001 analog interface. This port was constructed so that the TMS
9901 could be reserved for handshaking with a NOVA minicomputer while

transferring data in either digital or analog form.

E. Minicomputer Handshaking

Data used for laboratory testing of the algorithm was supplied by a
NOVA minicomputer with a Data General Data Acquisition and Control
Subsystem (DGDAC). The da;a files are stored on a hard disk and are
transferred under NOVA program control. Selected outputs from the
algorithm are simultanecusly read into the minicomputer and stored on

disk for future analysis; see Fig. 5.

14
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Handshaking between the NOVA and the T™ 990 system requires two
control lines. When the NOVA has a data word ready for tramsfer, an
unused D/A output is set to 5 volts. The TMS 9900 senses this as a 1 on
a TMS 9901 input bit, reads the data word, and signals its acceptance by
forcing a TMS 9901 output bit low for 3 us. This signal is connected to
an external interrupt line of the DGDAC. When the NOVA senses this
interrupt, it lowers the D/A output. Both computers process independently
from this point, until the ™S 9900 has completed its operatiomns and is
ready to output a data word. After the output word is made available to
the NOVA, the TMS 9900 again strobes the DGDAC external interrupt line.
It then returns to the beginning of the algorithm and waits for a ready
level from the NOVA. When the NOVA is ready to input a data word, it
waits for the interrupt line to be strobed and latches the data in. The
next data word is sent to the DGDAC output and this process is repeatad

until the test file is exhausted.

16



V. Fixed Point Notation

The objective in Section VI will be to discuss the owverall algorithm
in terms of its fixed point implementation. To this end, a convenient
notation to represent fixed-point numbers {12] is introduced.

Every constant and variable will be represented in the form (S/L/F),
where: S is the number of sign bits, I is the number of data (integer)
bits to the left of the binary point, and F is the number of data (fraction)
bits to the right of“the binary point. Note that the maximum numerical

value a binary number can assume is less than ZI.

A. Addition/Subtraction

There are four rules associated with two numbers that are to be

added or'subtracted, so that no overflow will occur. These are as follows:

1) The two numbers must have the same format, i.e., they must have
the same location for the binary point. In terms of the (S/1/F)

notation, the quantity S + I must be equal for the two numbers.

2) Each number must have at least two sign bits, i.e., S > 2.
This prevents a carry out of the data bits from destroying the

sign bit.

3) The number of sign bits in the result must be one less than
the minimum number of sign bits in the two numbers being added

or subtracted.

4) The number of integer bits (to the left of the binary point)} in
the result must be one more than the maximum number of

integer bits in either of the operands.
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When adding lists of N numbers, the above rules are modified as

follows:

1)

2)

3)

Each number must have at least (log,N + 1) sign bits.

2
The number of sign bits in the sum must be equal to the minimum

number of sign bits in any of the addends, minus logZN.

The number of integer bits in the sum must be equal to the maximum

number of integer bits in any of the addends, plus logZN.

B. Multiplication

When multiplying fixed point numbers, the corresponding rules are

much simpler, and the related operands need not have the same format.

They are as follows:

1)

2)

3)

The number of sign bits in the product must be equal to the

sum of the number of sign bits in the operands.

The number of integer bits in the product must be equal to the

sum of the number of integer bits in the operands.

The number of significant fractiom bits in the product must be

equal to the sum of the number of fraction bits in the operands.



VI. Fixed Point Implementation Considerations

A detailed discussion pertaining to implementing the MIMS and ATD
algorithms on the microcomputer system using fixed point arithmetic is now
presented. For convenience, consider an ADP with 16 weights, and with
parameters v = 0.125, and 4 = 1 ~ ¢ = 0.875; see (2). Again, the
parameters related to the ATD algorithm will be as follows: L = 64,
K=1, D=16, M= 16, and 8 = 0.016846; see Fig. 4 and (9). All input
data values fm to the ADP (see Fig. 3) will be assumed to be fractiomal
numbers.

As described in Section IV.E., the input data to the microcomputer
is obtained from a NOVA minicomputer system; see Fig. 5. 1In block 1 of
the flowchart in Fig. 6, an input sample fm is read in as a two's-
complement 12-bit number which is left-justified in the TMS 9900 16-bit
data word. Data is transferred in this fashion so that the results
obtained will be comparable to those obtained using the ANDS 3001 analog
interface. The input word is then shifted right ome bit to fix the
format of fm to (2/0/11). Thus, the maximum absolute magnitude of fm is
slightly less than unity. After the receipt of fm is acknowledged
(block 3, in Fig. 6), the ADP routine is executed in block 4. The
format of each bk is set to (1/0/15), so that the result of each multi-
plication fm—k * b, has the format (3/0/13).+ Since there are 16 products
to be added, five sign bits are needed in each product to emsure that no

overflow will occur. However, for the type of data encountered, g, was

1-JL!!L multiplication results in a 32 bit product which we truncate to 16 bits.
This procedure is carred out on all multiplications encountered.

19
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found to be less than one. Thus, the format of g is also set to (3/0/13).
Since this format of &y is not compatible with that of fm’ - is shifted
left one bit to give it the format (2/0/13). The ADP error is thean

found in block 5 by negating g and adding fm to (-gm). The error term
has a (1/1/13) format.

In block 6, the coefficients b, used by the ADP are recalculated.

k
Each updated coefficient is the sum of two products. The first product

is computed in two steps. The convergence parameter, v, is first multi-
plied by e - The format of v is set to (1/0/15), so that its hexadecimal
representation, 100016, corresponds to the decimal fraction 0.125. The
product v * e has the format (2/1/13). The second step of this computa-
tion is to multiply (v * em) by fm. This product has the format (4/1/11),

and is used in updating b, as indicated in (2). The format of 4 is

k

set to (4/0/12). Thus, the hexadecimal value of 4, 0EQQ is equal to

16’

the decimal fraction 0.875. Since the product i * b, has the format

k
(5/0/11), it can immediately be added to the v * e * fm product. The
result has a (3/2/11) format, which does not agree with the format

assumed for bk in the ADP. Again, the careful assumption is made that

bk is less than unity, so that the format for these coefficients can be
considered to be (5/0/11). Thus, shifting each updated bk 4 bits to the
left results in the desired format comversiom.

Execution of the ATD algorithm routine begins at block 7. The
squared value of ei is cobtained by taking the absolute value of e and
gultiplying it by itself. The format of ei is now (2/2/12). In the

interest of preserving precision later in the routine, ei is mentally

shifted left to change its format to (1/2/12). 1In actuality, ei is

21



shifted 3 bits right, so that the result is effectively ei/lé with the
binary point three bits from the left.

Next, an estimate (say QA) of the variance term c§ in (9) is computed
in block 8 of Fig. 6. To this end, the most recent value of ei/lﬁ is
added to Q,, and e2 /16 is then subtracted from the resulting Q,. Thus,

A m=-16" " A
QA is continuously updated and can never overflow, since each of the 16
addends have been pre-divided by 16. A similar approach is used to

compute QB in block 9, where Qb is an estimate of 02 in (9).

i-D
Next, QB is subtracted from QA in block 10 of Fig. 6. No shifting

is required in this connection, since Q, and Qg each have a (1/2/13) format.

The threshold parameter 8 is assumed to have a compatible format, (3/0/13),

and hence can be directly subtracted from (QA - QB).

9), if (QA - QB - B) is negative, no intruder is present, and the alarm

Thus, according to

register is cleared. Conversely, (QA - QB - 8) > 0 implies that an intru-
der is present. The alarm register is hence loaded with a large positive
number, and is output in block 11 or 12 of Fig. 6. Next, the NOVA is
signalled that an output is ready for storage. The program then returns

to await a new input from the NOVA.

Experimental Results. The input data from the NOVA to the fixed

point implementation of the overall algorithm, as described above, is
shown in Fig. 7(a). The related sampling frequency is 8 samples per
second (sps). This data was obtained on a test site via a special
purpose digital data acquisition system. The response of the sensor
(i.e., buried cable) was due to wind gusts. The symbol "4" in Fig. 7(a)

indicates an intruder crossing. Since the sampling is 8 sps, it follows

22



*BU8 § = ADUSNDaIJ BPUTTdWEs !83TNS21 [RIJUAWTI2dXe 03 BUFUTBIIag */ °"BTd

00055 O P00S O©00Sr O 00y © OOSC O BORE R 0052 @ 0002 00051 0 0001 00 005 0000 O
00000

—_p .w:::::;m;::;:r;w i KX
M el R S e TS—— S— S —
T—— —— Spp— e  S— 0 0051

waeTE SO SRR PR R ] 0 0002

- RN - S— —

" u . u . : o 000C

Indino wyariodTe aiv ()
9 0055 0 000S o 005K @ eoor 0 00SE 9 Q00E @ 00S2 o o002 o 0051 0 o00! 00 005 oee0 o

00051~

=TT ; 7 . ' : " : ! !
= ._". Spe—_ m. ............. .. ............. .. ~ .- ecrew = m u . < o .w‘.. Eavawa .w. OG@O—I
. } i t b b 0 0005-

0000 0

4 ; 0 0005
. B SR S S IR S m T —
: : : " " : : : 20051

andino gav (4)

00055 00005 O OPSr 9 000 © 0OSC O G00E O @052 © 0002 © 0051 0 0001 00 005 0000 O
; 1 00051~

H ' H H i H H H y H
R T L N I I S— S I
EE—— . o :.:.h.. : : £ o 0005-
P 0000 0
el ; W” 3 SRR E. L AR LU . { SRR E T 0 0005
“ . e rovenase , ............. 00001
1 i H . : H . H i 00051

i19pnajuy 4 os8you purm :anduy (®)



24

that this data file corresponds to approximately 10.6 minutes of real-
time data. The object of the experiment is to detect the intruder
crossing.

The corresponding output of a 1l6-weight ADP with v = 0.125 and
8=1-u=0.875 is shown in Fig. 7(b). Again, Fig. 7(c) shows the
output that results from the ATD algorithm with L = 64, D = 16, M = 16,
K=1, and 8 = 0.016846. From Fig. 7(c) it is apparent that the occurrence
of the alarm condition concurs with the intruder crossing, which is the

desired result.
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VII. Concluding Remarks

The feasibility of implementing a specific intrusion-detection
scheme on a commercially available 16-bit microcomputer system, using
fixed point arithmetic has been demonstrated. Various details pertaining
to this implementation were presented, and a useful notation for reducing
overflow problems in a systematic manner was introduced. The author
feels that this information can be used to good advantage in other adaptive
digital signal processing applications in an on-line or real-time
environment.

Future efforts related to this intrusion-detection approach will
involve the possibility of implementing the ADP via lattice structure
[3], in lieu of the transversal filter implementation considered here.
This is because lattice structures have superior convergence properties,
which is a feature that could enhance the performance of the ADP and the

ATD algorithm discussed in this paper.
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ABSTRACT

The main objective of this paper is to discuss various aspects of
implementing a specific intrusion-detection scheme on a microcomputer
system using fixed-point arithmetic. In particular, a ™ 990/100M
microcomputer system is comsidered.

The proposed scheme is suitable for detecting intruder stimuli
which are in the form of transient signals. It consists of two stages:
an adaptive digital predictor (ADP) and an adaptive threshold detection
(ATD) algorithm. The ADP is used to remove correlated noise and hence
reduce false (nuisance) alarms. It also yields an improvement in signal-
to-noise ration when intruder stimuli are present, thereby assisting the
ATD algorithm in their detection. The ATD algorithm is adaptive in the
sense that it uses a pair of variances which are continually updated as
the ADP output is processed. A function of these variances is compared
with a preselected threshold for detection purposes.

Experimental results involving data acquired via field experiments

are also included.



