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INTRODUCT [ON

Modern industry must know projections of its different functions
into the future to accomplish the‘requirements of an efficient planning.
I'n order to meet this, industry can guess, assume or predict what is
going to happen from now on, But these are only subjective ways to
estimate future values,

Forécasting, on the other hand, is a technique of estimating
future values of any system by the use of.objectives computations,

Forecasts are derived by use of an adequate model and from data
out of the past. |If past data is unavailable, predictions, not
forecasts, are made using subjective techniques to estimate future
values,

A forecasting model provides a reasonably accurate forecast as
long as the actual process does not change. However, should the pro-
cess change with time, the forecasting system must detect the changes
when they occur, and it must either modify the parameters of the model
automatically or alert the investigator that something has changed
within the forecasting system. Whenever it is known that the process
is changing or will change in the future the forecaster should modify
his model accordingly.

Forecasting systems normally produce a difference between the
forecasted value and the one actually observed in the future, The
forecasting techniques try to minimize these differences, which are
called forecast errors, Using error-theory it is possible to adjust

the forecasting system while it is being tested or is in operation.



Forecasting must distinguish between the errors produced by the purely
random fluctuations of the forecasted system itself and the errors
produced by a pattern which is irrelevant to past data. As an example,
Brown (3), in 1963, cited that on January 25, 1962, the United States
launched a rocket that was supposed to land cameras on the moon. The
path was very carefully calculated (forecasted); all known factors were
taken into account. Even though astronomical orbits can be calculated
with extreme accuracy, the rocket missed the moon by some 20,000 miles
or about 10% of the distance between the moon and the earth. As it
turned out, very small controllable variations in factors governing
the initial path of the space craft were amplified to produce a sub-
stantial error in the forecasting.

Almost a decade after that mishap we can see how scientists and
engineers have learned from experience. Rockets today are sent back
and forth from the moon on a very precise schedule, and nobody is
surprised,

As general rules, applicable to any forecast system, Plossl and
Wight (12) fix the following principles about forecast error:

1) Forecasts are more accurate for larger groups of items.

2) Forecasts are more accurate for shorter periods of time.

3) Every forecast should include an estimate of errors,

Forecasts are made using several methods, each of which is
adequate for any kind of activity and over any range of future time

(forecasting lead time).



The late Charles S. Ross*, one of the founders of the Econometric
Society, classified business forecast into one of five categories:

1) Naive. These are unsophisticated, scientifically uninstructed
projections, They include. . .random methods, guesses, straight-iine
or mathematical trend projections, autocorrelations, and harmonic
analysis.

2) Leading Indexes. These are indexes or time series which
usually (or always) change before a change in the index or aggregate
to be forecasted, For examples, shipments of goods precede earnings;
and industrial contract awards always precede industrial construction,

3) Comparative Pressures, These methods usually involve ratios
or differences. For examples, the ratio of inventory to sales, production
to capacity, new orders to production, or shipments to new orders, They
may involve the difference-betWeen demand and supply.

4) Opinions Polls, These are the weighted or unweighted averages
of naive forecasts, or of forecasts made by people who have information
and techniques of forecasting not available to the polltake.

5) "Econometric'' is a word coined to mean the union of economic
theory and mathematics, statistics, and accounting. Econometrics
methods of forecasting, to be successful, must be concerned with the
truly dynamic theories of economics.

According to the time period involved, Plossl and Wight (12)
classified forecasts and illustrated their applications, principally

for inventory control, as follows:

*From R. C. Brown (3, pp. 5).



(1) Long-range forecasts: Used in plant expansion and new machine
and equipment acquisition in order to plan cap?tal investment
five years or more in advance,

(2) Intermediate-range forecasts: Used in the procurement of long
lead time materials or planning of operating rates with
adjustment for seasonal or cyclical products one or two
years in advance.

(3) Short—range forecasts: Used to determine the proper order-timing
for purchasing of manufacturing components, and to plan the
proper manufacturing capacity by taking into consideration
the desirability of leveling workloads three to six months
in advance,

(4) Immediate-future forecasts: Used for as;embly schedules and
finished goods fnventory distribution on a weekly or daily
basis.

Bafore selecting a method of forecasting, one should consult with
a systems analyst. In general, it is necessary fo take into consider-
ation factors such as, the capacity of the computer facilities avail=
able, and the desired frequency of the forecasts, the number of Items
to be forecasted, and the expected accuracy of the forecasts,

The costs of forecasting must be carefully balanced with the
economic advantages which might be gained from the forecast information.
Computer costs rise for forecasting with the accuracy and number of
objects forecasted and with the frequency with which these forecasts

are made.



In this paper techniques to forecast discrete time series will be
developed through the method known as Exponential Smoothing.

Exponential Smoothing is a procedure for calculating a weighted
moving average, in which the heaviest weight is assigned to the most
recent data. |In addition, the computations involved in exponential
smoothing are particularly well suited to automatic data-processing
equipment. Exponential Smoothing can yield estimates of future values
that are as accurate as those derived from any other method of averag-
ing data.

At any time the smoothed function is formed as a linear combination
of all past observations; its mathematical representation is a linear
relation which takes into account the most recent observation as it
repeatedly forecasts future values.

This method meets the requirements for computer efficiency and
for a way of auto-control during the computations,

Exponential Smoothing can be classified as a naive method in
the Ross classification whereas it is in the immediate-future fore-
casting classification of Plossl and Wight,

This paper also describes several modifications of the original
Exponential Smoothing Method developed by Robert C. Brown (3).

Two time series were examined in the application of forecasting
techniques. The first is the same one used by Brown (3), who applied
a quadratic model to forecast the Closing Prices on the New York
Exchange of the |. B. M. Corporation Common Stock, between July 1,

1960 and March 24, 1961, Through this data the methods were compared.



The second time series examined (an attempt to apply the exponential
smoothing method of forecasting to the feed industry) was sales-data
of one product manufactured by the firm Protinal C. A, of Valencia,
Venezuela.

Computer programs developed to do the forecasting are shown in
this paper. The programs were written in FORTRAN IV. The I. B. M.
360/50 s?stem aof the Computing Center facilities at Kansas State

University was used to run these programs,



CHAPTER |

The main purpose of this thesis is to develop methods to forecast
future sales in the feed industry by using Exponential Smoothing,

Forecasting processes begin with the analysis of the time series
or data, taken from the process to be forecastéd, in order to test
models tHat can represent the time series and determine which models
are adequate. Those pre-selected models are checked using the known
time series or data to determine which one best represents the behavior
of the time series,

When the best model is found, it is applied to the forecasting
system to obtain future values of the time series. Finally, every
new observation taken is used to control the forecasting system in
order to take, when necessary, adequate corrective actions before the
next event occurs.

The following is a review of some concepts about time series and

models which will be used In the deveIOpment of this thesis,

Time Series

A time series is defined as a set of observations taken
sequentially in time,

A time series is said to be continuous, if it is generated from
a continuous process and its set of observations is recorded con-

tinuously. |If the set of observations is taken at some time intervals



(fixed or not), the time series from both continuous or discrete
processes is said to be discrete,

Continuous time series must arise from a continuous process
whereas discrete time series may arise in two ways (3),

1) By sampling a continuous process, and

2) By accumulating a variable over a period of time,

If any value of a time series can be exactly determined by some
mathematical function, the time series is said to be deterministic.
If future values can be described only in- terms of a probability
distribution the time series is said to be non-deterministic or
simply a statistical time series,

It is possible to forecast future values of deterministic time
series with high accuracy whereas in statistical time series it is
impossible to exactly forecast future values,

Statistical time series are obtained from stochastic processes
which are statistical phenomena that evolve In time according to
probabilistic laws.

A very special class of stochastic processes, called strictly
stationary processes, is based on the assumption that the process
is in a particular state of ''statistical equilibrium' which means
that the joint distribution of any set of observations must be un-
affected by shifting all the time of observations forward or backward
by any integer interval,

in this thesis two discrete~statistical time series obtained
from stochastic processes non-strictly stationary were used for

application purposes.



Representation of a Time Series

For the purpose of analysis, a time series can be considered to
be made up of two elements:

(1) The process which generates the time series, and

(2) Some superimposed random noise (fluctuations).

Thus the time series may be represented in the following manner

Y(t) = £&(t) +  €(r)

where: Y(t) is the observed value at time (t)
£(t) is the process at time 't
€(t) is the random noise in the p i observation.
The distribution of the random noise samples has the following
properties:
(1) The expected value is zero,
E €(t) =0
(2) The noise sample has no serial correlation,
E €(i)e()) =0 for i#j
(3) The variance (unknown) of the noise distribution is,
E €(1) €(3) = o0? for i=j
Representation of the process is made through mathematical
expressions called "models'', whereas no attempt has been made to

represent the noise because it is random,
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Models

Miller and Starr (10) define models as ''a representation of
reality intended to explain the behavior of some aspects of it,"

Since a model is an explicit representation it is generally
less complex than the reality itself. But it must be sufficiently
complete to approximate those aspects of reality which are being
investigated. )

Forecasting models are built on the basis of past data which is
generated from a sequence of observations. Then the probability dis-
tribution from which future observations will beldrawn is forecasted,
In order to meet this goal, systematic changes in the sequence of
past observations to date must be represented by the model which
can be projected into the'futurg.

Models to be used in Exponential Smoothing must be a good
representation of the time series only in a segment of time around
the date when the forecast is made. Models need not represent the
time series beyond the future forecast lead time, nor the irrelevant
past data,

The time ahead used to forecast the time series (forecast lead
time) may determine the characteristics of the model and how much
past data is needed. |If the forecast lead time is long, the model
should represent the data well for a long historical pericd. A
simple model may be a reasonably good representation over short
enough time intervals. An elaborate model should be an equally

good representation over much longer intervals, In general, if
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the model chosen is a good representation of the process the distribu=
tion of forecast errors will have a small variaﬁce; if not, it will have
a large one.

General models describe the processes in terms of two components,

(1) The trend, which the mean of the series is following, and

(2) Cyclical or seasonal components, which are superimposed

upon this trend,

To represent those components, Brown (3) described the following
functions:

(1) Algebraic Models, These are used to obtain the trend of the
mean., Polynomial models, such as constant, linear or quadratic models
are in this group of models.

(2) Transcendental Models. These are used when simpler models
are inadequate to represent growing time series or/and seasonal or
cyclical fluctuations. Exponential and trigonometric models are in
this type of models,

(3) Composite Models combine both algebraic and transcendental
models,

(4) Regression Models are formed from linear combinations of
several functions.

For short lead time forecasting as applied in this thesis, the follow=-

ing algebraic models were used;

Constant Models:

X(t) = a + €(t)
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Linear Models:
X(t) = a + b.t + €(t)

Quadratic Models:

2

X(t) = a + b.t + 1/2 c.t™ + €(t)

Exponential Smoothing

Exponential Smoothing is a procedure to obtain a weighted moving
average of a time series in which the heaviest weight is assigned to
the most recent observation,

The smoothed function of a time series at time ''t' is defined

by the relation:

“st(X) = axt + (l-q) St_l(X) ' -1

where: St(X) = Value of the smoothed function at time "t".

O = A positive constant less than one (called Smoothing
Constant).

xt = Value of observation at time "t",

St_l(X) = Previous value of the smoothed function.

Writing equation =2 in the equivalent form:
St(x) = St_l(x) + oaX, - s (X)) -2

one can see that the value of the smoothed function at time "t" is
equal to the value of the previous smoothed function plus a fraction
@ of the difference between the value of the observation at time

"' and the previous smoothed value,
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It can be shown that the smoothed function at time '"'t'"' is a linear com-
bination of all past observations. By a repeated process of substitution
in equation I-1 of the previously smoothed value for the early one, one

obtains:
S (X
t( )

(X)

o:xt + (1_--c1z)st_1

a:xt + (1-a) @xt_l + (1-0:)St_2(X):]

L |

2
&, +a(l-ax, | + (1-0)° [&x_, + (1-)s, ;X))

i=1 k t
- + (1-00) X -
5. () = o kéo(l o x _, t+taox. -3
For convenience, a factor g (called the discount factor) is defined

by the relation

B=1-0a

Using this factor, equation |-3 can be written as a linear combination

of all past observations

S XY =« §ka
£ =0

t
-4
t-k + 8 xo :

==

From equation I-4 one can see how the heaviest weight is
assigned to the most recent data. The term ! tho” is the weighted
value at time ''t'' of the initial value, its weight in the smoothed
function is a fraction Bt of its original value, From the other
term it is easy to appreciate that the weight given by previous

observations decreases geometrically with age.
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Furthermore, thg weight of a past datum in the smoothed function
at any time, depends on the value assigned to the smoothing constant,
smaller values of o gives a datum which retains more time weighting
in the smoothed function.

Table | shows the weight of the data according to the value of
the smoothing constant and the age of thé datum. As example, observe
that for @ = 0,5, a datum taken at time "t-8'" is discounted at time
"t to weight less than 1% in the smoothed function, at time "'t-9"
less than 1/1,000th, and at time "t-13" less than 1/10,000th, On the
other hand for @ = 0,1, a datum 2} units of time old is still weighted
in the smoothed function at more than 1%,

This property of the smoothed function provides great flexibility
for responses to changes in the time series. In practice when there
Is an interest in using a long historical data, a small value of @ is
used; while if the interest is to respond as fast as possible to the
effects of recent data a large value of o is used,

Brown (3) demonstrated that the expected value of the smoothed
function in a constant model is the expected value (average) of the
data

geol-a § 6" ¢ ]

a

k
=€ T €

- £ S8
k=0

=8.(X) = &) -5
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TABLE I WEIGHT CF NDATA ACCPRLCTNG TO ACGY OF DAT A AND
CXPONENTTAL SMOPTHIMG COMSTANT

ALPHA Osl Ne2 03 Oet 0.5
AGE OF [CATA

0 C.10CC0 Ne 20000 0.30000 0«4C00C 050000

1 C+09CCO D« 16000 0«21C00 C+24000 C+25000

2 (+081C0 0.12800 0414700 0+1440C 0.12500

3 (072990 010240 0.10290 0.08640 0:06250

4 («0h561 N« 0PL9E 0.07202 005184 0«053125

5 C.08905 N« NESH4 005042 0.03110 0.015¢62

& C«0831s N F243 N0.03529 C.01866 0.00781

7 C.04793 Ne 04194 0.G24T] 0.0112C 0.00391

3 (.043CH NeN3355 0.01729 0.C0672 0.C0195

9 C.03874 NeNZ26HN4L 0.01211 0.CC403 0« 00098
10 {03487 Na 02147 0.N0847T 0.00z242 0.00049
1] C.03133 De017118 0.00593 0.00145 000024
12 CeN2824 Na 01374 0.00415 0.C0087 0.C0012
13 (02542 N.01100 0.N0Z291L 0.CCO52 0.00C06
14 C.02222 NeCORROD 000203 0.00031 0.03003
15 CeNZ(59 D.00704 0.C0142 0.0CCNLS 0.G0002
16 (01833 D.NC5A3 N.00100 0«.CCOL1L 0.00001
17 01668 0. 00850 N.C0070 0.00007 0.00000
1e (.01501 NyOr36N0 0.00049 C.CCNO4 0.C0GA0
19 (.0135] NeCN2RA 0.C0034 C.CCO02 0. 00C00
20 C«C1l216 Ne(iN23] 0.00N24 0.0C001 .0«00000
21 C.01054 0.00174 0.CCOLT7 0.CCNO1 0060000
23 C«CO3RS N.OCLl1R 0.00008 0.0CN00 0.00000
24 (.C0793 N, CC094 0.00006 0.00000 0.00000
25 .00718 N CONTE 0.CCOACa 0.CCa0C 0.00C00
26 (L0646 N« CONED 0.00003 0.CC00C 0.00G00
27 (00581 Ne3004R 0.00002 ¢.CONO0 0.00000
28 C.C0B23 N.CCORQ 0.00001 0.30000 C.00000
29 (.CDaT] N.CON2Y 0.000D1 0.CC00C 0.00C00
30 CeCOa24 NeDOC2E 0.00001 0.00000 0.00000
31 («CC392 N.00020 0.0CCO0 0.0C00C 0«00C00
22 («C0343 Ne.CON16 0.00000 C.CCO0N0 0.C0CCO
33 C.C030% 0.CO013 0.00000 0.00000 -0.00000.
34 («C0273 0.00010 0.00G00 0.00000 Q.00000
35 (.C0z50 N.C0008 0.000C0 0.CQ000 0.000040
36 (.CN225 N« CO0NA 0.00000 0.C0000 C.00000
37 CC0203 0. CO005 0.0G000 0.00000 0.0V000
38 (.C013¢2 N.CNONL 0.COCCO 0.CCO0Q 0.00C00
39 C.CN164 N.200NN3 0.C0000 0.00000 0.00000
40 C.COL43 N,00003 0.00000 0.CCOQ0 0.00000



Among other applications the smoothed function is used to fore-
cast future values of a time series for a particular case in which
the time series follows a constant model represented by the following

relation:
Ry = & + €(b) -6

Since the expected value of the noise €(t) is zero, the expected

values of equation (1-6) become:

Ex) = &) = &, -7

where: Qt (read "'a hat sub t'') is the estimated value of the
coefficient of the model based on data through time ''t'',
Now the value of the time series "tau' units of time ahead is

forecasted by assuming that its future value (X ) must be equal

t+tau
to its expected value at time '"'t", which is equal to the estimated

value of the coefficient also at time ''t'', That is

=

A
Qt = €(X) -8

By identification of equations 5 and 8 it is seen that the
forecasted value of the time series is equal to the smoothed

function at time "'t"
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The process of obtaining successive values of the smoothed
function and then forecasting by using the relationship given in

equation |=9 is called single exponential smoothing,
Multiple Exponential Smoothing

Next equation defines the smoothed function of order "k'. This
relation will be applied to obtain forecasting values using higher

order polynomial models:
s8 @ = a4 s I-10

where: Sék) (X) : Value at time "t" of the smoothed function

of order '"'k'

Sgk'l)(X) : Value at time '""t" of the smoothed function

of order '"'k=-=1"

o ()

-1 X) : Previous value of the smoothed function

of order "k'

Brown (3, page 133) demonstrates that it is possible to
estimate the (n+1) coefficients in any nth order polynomia]g model s
by linear combination of the first (n+l) orders of the smoothed
functions., By application of this property he achieves the follows
formulation to apply in linear and quadratiz models. We have

already shown the formulation for a constant model.
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Double Exponential Smoothing

Given the forecasting linear model

N N Al ‘
= + TB I']]
xt+r AI: t

the coefficients of this model are obtained from the following

set of equations:

A (2)
At 2.st(X) - 8 (X) (SET 1)
N ¢ @)
B, =% (s, (X) 5.7 (X
where: ﬁt+r: Forecasted value made " r ' units of time
in advance,
AA ; -
At, Bt : Estimate values of the coefficients based

on data through time ''t'",
r : forecast lead time,
a, B, Sé(X) as usual

sP = os,0 + 820 according to the

definition (1-10).
Triple Exponential Smoothing

Brown achieves the following set of equation to calculate

the estimate of the coefficients of the quadratic model:



A A 2 A
QH_T = A+ 18+ 1270, (SET 2)
no_ (2) (3)
Ro= s - 33P® + sPw

8, = ;%- (6-50)5, (X) - 2(5-4a)st(2) + (4-3&)853)(}()
B

2
A o (2) (3)
Ct-’*—'—“‘pz St(X} - 28t xy + St (X)
) (3) (2) (3)
where: S, = 0877 () + B8} X)

and the other terms as defined previously,

Farecast Errors

Forecasting errors were defined as the difference between the

forecasted value and the one actually observed in the future;

this is
T 1-12
€ = Y., - Y #

where: € = forecasting error at time '"'t",

A ; ;

Yt 4 = the forecasted value for time "t", which has been

determined at time "'t-r"
¥ = the observed value at time ''t"

-
]

forecasting lead time.
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It is common to assume that the forecasting errors (simply called
errors) are normally distributed with mean equal to zero, unknown
standard deviation and no serisl correlation,.

To include an estimate of the errors in the control of a fore-
casting system, it is necessary to fix their standards of measure.

When exponential smoothing is applied to forecast statistical=-
discrete time series, the mean of errors may be different from zero
but should be close to zero if the model is a good representation of
the process,

Standard deviation of errors is obtained by the relation:

n A ) 2
. Z (- v 1-13
g =
n -1
which is equivalent to
n
“ 2
(e, - €)
o = i=l i . I-14
n-1
since: € = 0 by assumption and € = e - Yi

To compare methods or models used in exponential smoothing
we selected among them, as the best, the one that shows the smallest
standard deviation. This is based on the fact that the standard

deviation of errors is a value proportional to the sum of the squared
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errors (equation I-14), and the fact that exponential smoothing itself
is based in the minimization of this sum squared,

'3

Although it is out of the scope of this thesis, it is important
to note here that the smallest standard deviation obtained among
tested models, or methods, does not guafantee that an appropriate
forecasting system was achieved., It is possible, for example, that
the process is not at all forecastable with any of the models used so
the best of them is still not a good one,.

Other ways to measure errors are mean absolute deviation and

tracking signals, which we define as follows,
Mean Absolute Deviation
The mean absolute deviation (MAD) is defined by the relation:

MAD, = & error + BMADt_

t 1

where: MADt = Mean absolute deviation at time ''t"

MAD = Previous mean absolute deviation,

t-1

This value is a measure of the scatter of the errors around their
mean, and is by definition a positive value, MAD is a linear relation
widely used in exponential smoothing because it is simpler to calculate

than the standard deviation,
Tracking Signal

Tracking signal is defined by the relation:

Tracking signal, =



22

where: Tracking signalt = Tracking Signal computed at time ''t"

t
Eef accumulative error through time ''t"
i=1
MADt = Mean absolute deviation computed at time "'t"

Tracking signals are used as a way to detect changes in the
processes, If the forecasting system is doing exact forecasts the
sum of the errors will be zero and also the tracking signal. |[If the
processes change, the forecasts are no longer exact and then the sum
of the errors becomes large and the tracking signal attains large
values,

By specifying acceptable 1imits of the tracking signal values, it
can be detected significant changes of the processes.

To obtain these limits of the models applied in this thesis,

with 95% confidence, Brown gives the following relation:

71+ B)
y [ (MAD)

11

where: 9 = standard deviation of the sum of errors

=
]

degree of the model

The definition of tracking signal by Brown was modified by Trigg,
who found that there are two disadvantages to Brown's definition.

To quote Trigg (14, p. 271) the disadvantages are:
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1) Once the tracking signal has gone out of limits it will
not necessarily return within limits even though the forecasting
system itself comes back in control. Consequently, intervention
is necessary to set the sum of forecast errors back to zero if
future false alarms are to be avoided, Such interventions can be
tedious and may tend to be neglected when several hundred items are
being forecasted,

"2) lronically if the system starts to give exceptionally
accurate forecasts the tracking signal*may’go out of limits. For
example, if perfect forecasts begin to occur, the MAD will tend to

zero while the sum of errors will remain unaltered. This clearly

leads the tracking signal to infinity."
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CHAPTER 11

This chapter is devoted to developing the method to test fore-
casting systems using the method of Brown and two other methods which
modify it. One of the modified methods was developed by D'Amico (6)
and the second was obtained in the research done for this thesis.

All three methods are based on the theory developed in Chapter I,
The modified methods use the same theory but modifications were done
to fix automatically, at the time that each observation is taken, the
best value of the smoothing constant. In Brown's method any modifica-
tion to the smoothing constant requires the intervention of the fore-
caster,

To do the forecast in exponential smoothing, the smoothed statistics

Sék) (X) are revised with each new observation by a simple recursion
relation

gy = gD (k)
5,7 = as TV + BS )

then, the coefficients of the forecast model

R (1) (1) 2..62) 1 (n)
xt+r Xt + rxc + 1/2 r Xt + ... + T rnxt

are calculated as a linear combination of the smoothed statistics.
Formulations for the models used in this thesis are given in equation
-9 and set |,] and 1,2 of Chapter I.

In order to perform the calculations by means of computer

facilities it is necessary to write a program in any of the known
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computer languages. For this thesis we used FORTRAN IV which, in our
opinion, is the best for this kind of calculations. The programs were

organized according to each of the following methods.
Brown's Method

The program to test the forecasting system was organized
according to the following steps:

1) Stating the model. We restricted ourselves.to algebraic models
no higher than the second degree but in general, also with this re-
striction, it is not easy from the inspection of the data to know
a priori which model follows the time series; thus it is necessary to
try first with different models and then select among them the one
which best represents the time series, |In this thesis we used a
quadratic model to forecaét three days in advance the closing price
of the IBM common stock. Brown used this model to forecast this time
series, and we also used the same model in order to compare the
behavior of the modified methods with Brown's.

Testing the forecasting of our feed sales data we first tried
the three models and then, from the results we selected the linear
model as the best to forecast future sales,

Since formulation differs with the model used, computer programs
must be written accordingly.

2) Stéting general program statements. The program must provide
the usual declaration statements as well as those to fix or read
specific values such as the number of data to be analyzed, number of

values necessary to calculate initial conditions, etc,



26

3) Determining initial values of the smoothed functions and the
estimate of the coef%icients. Since we worked on the basis that past
data were known, we used part of the data to obtain an initial average,
then we handled the equations of the smoothed functions and coefficients
to obtain this average as the forecasting of the first observation to
take after the initial period.

When past data are not known, several criteria are used to fix
initial conditions., Sometimes they are fixed setting values of similar
products or processes known; sometimes they are fixed by simple estima~
tion of management, and so on. |[f the prediction of initial conditions
has much confidence a low value of alpha may bg used; if not, use a
high one in order to discount these conditions as fast as possible.

For computer computations, values such as sum of errors, sum
square of errors, counters, etc,, must be initialized. Others, like
mean absolute deviation and common factors in calculations will be
analyzed later in this chapter.

L) Fix the value of the smoothing constant, Brown uses a
pre-fixed value of the smoothing constant, which can be changed
only by the intervention of the forecaster when, as we will see
later, certain conditions are found.

To select which value of alpha guarantees us the best results,
we must collect statistics of the errors by testing the data with
various values of alpha, selecting the one which shows the smallest
standard deviation of the errors. Brown recommended the use of

values of alpha between 0.1 and 0.4; values greater than 0.4 discount



&

a datum from the smoothed function solfast that if they are used,
practically the next forecast is equal to the value of the last
observation taken; and if values of alpha smaller than 0.} are used,
the forecasting becomes practically the average of the past data.

Table Il shows the value of the standard deviation of the errors
for different values of the smoothed constant obtained from testing the
forecasts of the IBM common stock prices, one and three days in advance.

Table Il. Standard deviation of the Férecaéting errors for
different values of the smoothing constant,

Standard Deviation

A]pha r=1 r=3
0.1 9.57 13.26
0.2 13.01 13.68
0.3 13.60 14,57
0.4 13.69 17.03

From this table it is evident that a value of alpha equal to
0.1 is the best to forecast these prices.

5) Pre-calculated values to be used repetitively in calculations.
The values function of the smoothing constant that will not change
during the testing phase, must be pre-calculated in order to save
computer time,

Pre-calculations are performed in the sets I-1 and -2 for the

linear and the quadratic models:
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Set I-1 is written now in the form:

A (1) (2)
&, 0= 3.7 - s 7®
ﬁt = FACT ('sgl)(X) 5 Séz)(X))

where: FACT = a/p

Set |-2 is written as follows:

A ae(D) (2) (3)
A 38,77 - 35, 7(X) + 8.7(X)

ﬁt = FACTl((FACTZ*SEl)(X) . FACTS*SEE)(X) + FACT#*SEB)(X) )

Gt = FACTS (Sgl)(X) - 2352)(x) + 553)(X) )
where: FACTI = /2p2

FACT2 = (6-50)

FACT3 = 2(5-0a)
FACTLH = (4 - 3q)
FACTS = o / g?

6) Fix initial value of Mean Absolute Deviation (MAD)}. Using
the same part of data that we used to determine the initial conditions
in part 3), we can determine the standard deviation of that part of
data, then we can establish the initial value cf.MAD by using the
fact (3, pp. 289 & 292) that mean absolute deviation is a proportional

value of the standard deviation, that is:

MAD(0) = zoi‘\f‘77?5%i‘&7' .1
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where: MAD(0) initial value of mean absolute deviation.

standard deviation of initial data around their

Q
1]

mean, which is calculated by the relation:

{ 3 Xi)2

n

3(x1)

X n-1

values of initial data (i=1,2,..... ,n)

where: Xi

number of data used to determine initial conditions,

=)
1l

7) Test forecasting system. Testing phase consists in using
the known data to forecast‘successively the next value ''tau'' units
of time ahead; that means to determine whether or not the forecasting
is effective, we do not have to wait for the process forecasted to
materialize before learning whether this technique is or is not valid,
We can pretend that we are making our forecast one or two uqits of
time earlier and then test the forecasting method against what really
happened,

Since data is known, when each forecasted value is determined,
we compare the actual value with its forecasted value to calculate
error, MAD and tracking signal; also statistics of errors are collected
in this part,

Then we use the observed value to smooth statistics and to
determine the estimate of the coefficients to be used in the fore-
casting of the next event,

The tracking signal used to control the behavior of the fore-

casting system is calculated every time a forecast is done in that
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phase, As we saw in Chapter |, if the system is out of control, that
is, tracking signal is greater than a pfefixed value, twice in suc=-
cession we must modify the value of the smoothing constant and, to
avoid future false alarms, reset to zero the value of the accumulated
error, This operation required the intervention of the forecaster.
Modifications that we will propose are based on the fact that such
forecaster intervention must be avoided.

In our computer program this control works in the following way:
if the system is out of control at some time and regains control in
the next time interval, no actions are taken, but an asterisk (%) is
printed-out to show this fact, |If the program is'out of control twice
in succession the sum of errors up to time "t'' are reset' to zero. Note
that in the computer program the accumulative error is collected under
two statements, the first (SUMERR) used in the control and the second
one (ACCERR) used to calculate the standard deviation of errors.

The forecasting testing phase was written in our computer programs
inside the DO-loop number 100, which is closed with the statement that
prints-out the results of this phase, Out-put shows: actual time (T),
observed value at time '"t+tau'’, forecast made at time '"'t" of the value
at time ''t+tau'', error, accumulative error, mean absolute deviation,
tracking signal, value of the smoothing constant to be used at next
time ("'t+1"), and a control column in which an asterisk means that
the system was out of control,

8) Finally, the computer program provided instructions to calculate

mean and standard deviation of the errors and to print out these results,
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Figure 1 and Fig. 2 show the plotted IBM price and their forecasts

made one and three days in advance.

D'Amico's Method

D'Amico (6) modified the method of Brown. The methods provide
for modifying alpha, without any intervention from the forecaster,
by the considering relation between the mean absolute deviation at
He formulated

time '"t'" and the previous one calculated at time "'t=1'",

the change of alpha as follows:

a = (y - S)AMADt + 8 (11-2-a)
0.1
a (y -8) AMADt + 6 (I1=2~b)
Awp, = _MD - WD (11-3)
MADt_l

where: ¥ = Upper limit prefixed for alpha
) = Lower limit prefixed for alpha
APMDt = Factor for changing alpha

MAD,  and MADt-I = Mean absolute deviation calculated at times

MElt and -0,
Next we give our comments about this method,
1) Since it is necessary to select between the direct (I1.2,a)
and the indirect relations (11.2.b) to obtain the new value of alpha,

the forecaster intervention is not entirely avoided. D'Amico explained
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that if demand level increases or decreases considerably, a high alpha
is needed; and if demand pattern becomes random, a low value of alpha
is desirable, but he did not establish what ''considerably'' and "‘random'
mean in terms of rational values,

2) Formulation of this method is mathematically inconsistent,
at least as the equations were printed, because of:

First, according to this formulation, negative values of the
smoothing constant are obtained when the previous value of MAD is
greater than the present one. By definition the smoothing constant is
a positive value less than one.

Second, if the value of the actual MAD becomes much greater than
the previous one, when equation |l.2,a is used, alpha may become greater
than its prefixed upper limit and eventually greater than one. Con-
versely, in equation 11.2.b for smaller values of AMAD alpha can be
also greater than one. |In those cases it is logical to use the re-
spectively inverse forms to avoid those inconsistencies but in our
opinion that is contradictory because when the calculation tends to
set a high value of alpha, using inverse form, a small value is
obtained.

In order to avoid the inconsistencies we reformulated the

equations as follows:
a = (y -6)YAMADy +§
l,mnt - MAD
t D1V

t-1

AMAD
Where: MADt - MADt‘]’ = Absolute value of the difference
between present and previous values of MAD,

DIV = The greatest value of present and previous MAD.
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With this formulation we avoid any intervention of the forecaster
since only one equation is necessary to determine the new value of
alpha, Furthermore the value of alpha is always proportional to the
variation in the mean absolute deviations which is the goal in D'Amico's
method.

Appendix A shows the computer program used for this method, which
is the same as Brown's pyt the added statements make the changes in the
value of the smoothing constant. This appendix also shows the out-put

obtained in the testing phase of the method.
Floating Alpha Method

This method to forecast time series is Based on Brown's method,

It permits alpha to float between prefixed limits in order to achieve
values that reflect variafions on the process as the time series develops.

When forecasting is working properly and the time series follows a
constant pattern, the errors are small, whereas if ;hanges do occur
during the process and the parameter alpha does not reflect the changes,
large errors are obtained. Both Brown's and D'Amico's methods respond
to those changes but because of their smoothed basis that response is
too slow, or to quote Trigg & Leach (15) "'the forecasting system will
take an unacceptably long time to home into the new level, "

In this thesis we tried to obtain a faster response along with
comparable accuracy of the forecasting than the ones obtained by Brown,
In order to achieve these goals we tested this method where alpha is
changed directly proportional to the variations of the errors registered
at the actual time and the one registered previously, This method

also avoids forecaster intervention,
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The smoothing constant floats between prefixed limits. When
large values of errors are found alpha becomes large, reflecting the

fact that a change had occurred in the process,

Formulation to change alpha according to this method is given as

follows:
g = (r -5)AERROR + 6 (Ie|t>INDEX)
%eq1 T % (]elthNDEX)
lel - INDEX
AERROR = :
Il
Where: Czt+l = Smoothing congtant to use to forecast next event,
4 = Upper limit prefixed for alpha.
o = Lower limit prefixed for alpha.
AERROR = Positive value less than one used as a factor
to change alpha.
lelt = Absolute value of error at time ''t',
INﬁEX = Prefixed value used as loﬁ limit of error

to change alpha (explained below).

Testing this method, we found that the best results for forecast-
ing time series were obtained when the smoothing constant is changed
if the absolute value of the error becomes greater than a prefixed
value (called INDEX), and otherwise alpha is set equal to its previous
value. For each of the time series used in this thesis, index values
were tested at different levels selecting for each case the one that

showed the smallest standard deviation of forecasting errors,
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Figure 3 shows the value of the standard deviation of errors
at different levels of index for the testing of the forecasts of both
the IBM common stock price data and the sales data of feed.

In Fig. 4 one can see how fast this method responds to variations
of data if it is compared with the other two methods studied, which is
one of our goals, |

On the other hand, our goal of obtaining comparable accuracy also
was achieved, perhaps improved, for short forecasting lead times.
Table 11] shows the standard deviation of errors obtained for each of
the methods developed in this thesis in the testing of the forecasts
of the |BM common stock prices made one and three days in advance.

Table 111, Standard deviation of errors in the forecasts of the
IBM common stock prices.

STANDARD DEVIATION

Method r= | r=3 a-Value
Brown's 9.57 13.98 = 0.1
D!'Amico 9.16 13.67 > 0.1
Floating 8. 14 13.54 > 0.05

Appendix A shows the computer program used for this method along
with the out-puts obtained. Figure 5 and Fig. 6 show plots of the forecasts

made one and three days in advance of the IBM price data.
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CHAPTER 111

Four steps must be followed to apply a forecasting system. They
are as follows:

1) Preparing the data,

2) Testing the forecasting system,

3) Making the forecasts.

L) Utilizing the forecasts,

We will review separately each of these steps,
Preparing the Data

This step is the hardest problem. Making a specific decision in
any system depends on the analysis, interpretation, and evaluation of
the information that is avéilable to the decision-maker. Every organiza-
tion has a ''memory system' in which data can be stored, The most obvious
example of these memories are the organization files but the time re-
quired to obtain information stored in files can in some applications
be prohibitively high. Computer memories have particular advantages
but even the largest computers lack the flexibility and sizes that
characterize cerebral storage of information,

It is quite apparent that the decision-maker can be deluged with
information if he does not know how to select data that are pertinent
to his problem. For this reason information must be carefully
categorized. Decision problems exist as to what information should

be collected and in what form; where and how long it should be stored,
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when and by whom it should be called for; how it should be evaluated;
when it should be updated, supplemented, and so on,

To forecast time series using exponential smoothing, all that is
required is a sequence of homogeneous values such as sales, production
orders, etc.,, taken at regular time intervals, This time series must be
selected aécordingly with the process to be forecasted; for example,
the structure of sales data of one item may differ from the production
data of the same product although the same quantities are basically
involved, That is because sales are in general stochastic processes
produced for a factor béyond the company's control (consumer demand);
conversely production is a planned process under the company's control,

Time intervals in which data were taken must be consistent with
the forecasting lead time; for example, to do a weekly forecast, data must
be taken in week periods or in daily periods which can be integrated into
weeks; monthly or yearly data probably will not be helpful in forecasting
the same process,

Before the selected data is applied it must be inspected to deter-
mine those aspects that show particular or abnormal events occurring in
the process; for example, sales of a produce are affected during the
time of a strike or during promotion campaigns., Events like these do
not reflect a normal behavior of the process because of their abnormal-
ities; it is up to the forecaster to either use or change these values,
but if they are used the forecaster must take them into consideration
when he interprets the resulting forecast.

Before time series is épp]ied it is very convenient to determine

its statistical properties, such properties as the range, the mean,
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and the standard deviation, |n general if the time series varies widely,
or shows wild random variations in short intervals or has a large
standard deviation, its forecasting errors will be larger than the one
that is more stable,

To show the application of the Exponential Smoothing techniques
to forecast time series we selected from the computerized files of a
feed company a daily sales data of one product recorded for a period
of eighty-six (86) weeks. Then the data wére summarized in a weekly
and a monthly basis in order to forecast sales one (or ''n'') weeks or
one month in advance.

Since only one product is forecasted we can expect that the errors
will be relatively greater than for larger groups of products; Also
we can expect more accurate forecasts for shorter periods of time than
for larger,

Main characteristics of this data are as follows:

Mean = 367.5 tons/week

Standard deviation = 88,61 tons/week

170.6 tons

L]

Minimum sales in a week

fl

Maximum sales in a week = 567,0

Data did not show serial correlation

General aspects of data show large variations between weeks.

With the help of a calendar one can observe that the greatest
variations in the time series occurred in the "holiday weeks' and the
weeks before and after holidays. The lowest values of data occurred
during the weeks of Christmas and Easter which is explained by the

fact that in those weeks the company worked 2 or 3 days/week as com-

pared to the normal 5 days/week. In the weeks around the holidays
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the largest values of sales are observed. This is due to the fact
that the customer either bought the Feed§ he needed to feed his
animals in the previous week or bought the feeds in the following week
in order to complete his minimal stock in inventory,

A forecaster can not expect accurate forecasts for these weeks and
furthermore since the values observed during these times will enter into
the smoothed statistics that abnormality will affect the accuracy of the
whole forecasting system, It is up to the forecaster to determine how
to use the values of data during the holidays. He may prefer not to
use them and to fix by subjective estimation a more realistic level of
sales rather than the ones the forecasting showed.. He may prefer to
bias the forecast or corfect the data, or he may prefer to use the data
just as it is, taking into‘considerétion that forecast during the holiday
weeks does not have a great confidence,

For the purpose of this thesis we used the data on its original
form in order to show the facts explained above, For examples, in
Figs. 7, 8, and 9 one can see the abnormal levels of sales during the
63rd week which is the week right before Christmas; in the 64th week,
the Christmas, and so on. Also during the 42nd week, the Independence

Day week, an ''out of trend' level of sales was registered.

Testing the Forecasting System

The testing phase of forecasting systems includes the selection
among the known techniques those which are the most convenient to

apply. It is possible, for example, that for some applications a high
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accuracy is required which must be obtained by the use of regression
analysis techniques by using several independent variables to forecast
the dependent one. For some applications this method might be pro-
hibitive because of its relative high cost. It is also possible that
for other applications the cyclical or seasonal variation of data
requires the use of spectral analysis techniques, which can be expensive,

We limited ourselves to use exponential smoothing for this thesis.
We know that this technique does not have the accuracy of regression
analysis to forecast the trend of the processes nor the ability to
forecast seasonal variations that spectral analysis has, but other
characteristics of this method can make it very useful for a variety
of applications in the feed industry,

Exponential Smoothing operates by using smoothed statistics in
which all past data are integrated with recent data weighted more in
the statistics. On the other hand, only a few future observations can
be forecasted with relative accuracy,

In general, exponential smoothing is applied when many items must
frequently be forecasted, This method spends short computer time to
do necessary calculations since only a few linear relations must be
calculated, Also, since this method does not require carrying all the
details of the data in memory, the requirement of memory is also small,
These advantages mean in practice lower operation costs than the costs
of running the other methods. On the other hand, this method can be
applied to hand calculations without major problems by using (or not)

desk calculators,
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Once the advantages and limitations of this method are analyzed
and it is selected to be used, the next step is the selection of the
best procedure (Brown's, Floating Alpha Method) and the best model to
do the forecasts.

A good forecasting system will always be in a state of flux as
the forecaster learns more about his art. He may develop new techniques
and wish to test them against actual company data. |If the forecaster
wants to determine whethe; or not a new forecasting technique is
effective he does not have to wait for sales to materialize befare
learning whether this technique is valid or not. As we did iIn
Chapter |1, he can pretend he is making his forecasts a year or two
earlier and then test the forecasting method against what really
happened.

From the testing phasé the forecaster obtains the estimate of
future errors by assuming that the behavior of the process will continue
in the same trend as before. |If the errors obtained in the testing
phase appear to be reasonable the method or system can be applied; if
not, the forecaster must test another method or try with another model.
It is important to take into consideration that sometimes some |tems
are not forecastable at all since errors obtained using any model or
method will be always high.

We tested in this thesis the forecasting system of our feed sales
data by using the three methods developed and by using the three models

that we restricted ourselves to use,
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Appendix B includes the computer programs written for this
testing phase as well as the resulting outputs obtained; they are
as follows:

1) Constant Model or single exponential smoothing used to test
the forecasts of the time series by using floating alpha methad.

2) Linear Model or double exponential smoothing used to test
the forecasting system by using all the three methods.

To test the forecasts using a quadratic model it was used
the same program as for the IBM prices forecasted in Chapter | (see
Appendix A).

The following initial conditions were assumed in all alternatives
studied:

1) Initial period was extended up to thirty-six (36) weeks in
order to pre-smooth the wild varieties observed in the samz series,.

2) Smoothed statistics was set equal to the average of sales in
the initial period,

3) The forecasting of the first tested wazsk (the 37th) was set
equal to the average of sales in the initial period.

Mean absolute deviation was initialized by using equation [|~1.

Then we must compute all the possible alternatives by using the
three methods and the three models studied. Then it is convenient to
tabulate the results and to obtain fron these tables the best strategy
to apply.

Table IV shows the standard deviations of errors obtainzd by

testing the Forzcasts mads one week in advance at different levels of
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the smoothing constant and by using the Brown's and floating alpha
me thods.
Table |V. Standard deviation of the forecasting errors

(tons/week) for different levels of the smoothing
constant and by using the three models.

Brown's Method Floating Alpha Method *
Model Alpha =
0.1 0.2 0.3 0.05 0.10 6.15
Constant 12:73 74. 39 - 72.26 74,90 76.96
Linear 72.36 74.53 76.57 €9.07 72.04 72.52
Quadratic 15:57 81.78 - 117.169 122, 783 123.803

*Maximum value of alpha is 0.4,

The first conclusion one can obtain from the analysis of the
results is that the time series under study does not follow a quadratic
model since the standard deviation of the forecasting errors is sig-
nificantly high.

The best result obtained in this phase occurred by using the
floating alpha method and a linear model. This model was the one
which best represents the time series, The forecasts resulting from
using this model were plotted for each method in Figs, 7, 8, and 9.
in the next table (Table V) one can see the influence of the lead
time on the resulting forecast errors.

Analysis of results shows:

1. These tests confirm that forecasting is more accurate for

shorter lead time.
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2. The floating alpha method is the best to forecast this time

series when short lead time (up to two) is required.

3, Brown's method is the most convenient one to forecast longer

lead times,

Table V. Standard deviation of forecasting errors for different
lead times and for the three methods using a linear

“model.

Laad t e Floating Brown's D'Amico's
Alpha Method Method Method

1 week 69.074 73.356 73.540

2 weeks 73.899 76.132° 78.026

3 weeks 81.935 76.881 78.361

L weeks 91. 340 79.076 82.011

5 weeks 91.03] 79.049 81,695

)

When the testing phase is completed, the forecaster must decide
which method he will apply to do the forecast. For this time serles
our suggestion is to use floating alpha method for short lead time
forecasting, While for larger lead time we may prefer D'Amico's
method although it was not shown to be better than Brown's, but the
greater error obtained can be compensated by an automatized control

of the behavior of the forecasting system.

Figure 10 shows the effects of the lead time on the standard

deviation of forecasting errors.
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The resulting statistics should be plotted in order to analyze their
overall behavior as affected by time. For example, Fig, 11 shows the
mean absolute deviation for D'Amico's and the floating alpha methods
against time. One can observe that in the interval between the 50th
and the 60th day tested, the mean absolute deviation was greater when
using the Floating Alpha Method than when using D'Amico's, |If the
forecaster had stopped the test at this interval and used the results
obtained up to this point, he probably would have made the wrong

selection since, overall, the Floating Alpha Method is better,
Making the Forecasts

The next step of forecasting is making the forecast. The fore-
caster has already obtained and analyzed the data, he has tested the
different models and methods and he has made his decision about which
model and method he will use, Then he needs only to apply them to
obtain the information of the value of the process in the future.
During this phase he first has to rewrite the program he will use
which is basically the same one used in the testing phase but some
modifications must be made for a continuous application. For example,
in this phase he does not need to carry in memory all the past data
but he needs to read in every new observation as it happens; probably
he does not need to carry statistics of the errors to calculate the
standard deviation since he will control the system by using the mean
absolute deviation,

The forecaster must send the information collected to sections of

the company that will use it for their specific purposes, such as the
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Inventory Control, Production Control, and Sales. People that use
the forecasting information must understand that the forecasting value
is only the best possible prediction that can be determined and that a

known margin of error must be allowed in such a prediction,
Utilizing the Forecasts

When' the forecasting‘system is in operation, the forecaster must
control the behavior of the system to see that it is accomplishing
the goals for which it originally was designed.

When too many items are being forecasted it is really hard to
control every one of them. D'Amico's and Floating Alpha Methods were
designed to be autocontrolled in such a way that if the system is out
of control at any time the program automatically will set it back into
control by changing the sm&othing constant parameter,

For effects of control a grouping of items in relation to their
costs can improve the whole system. For example, in some products or
items a relatively large error produces only relatively small losses
but in others it is possible that small errors can produce large
losses; so for the first group a measure of the effectiveness of the
forecasting for all the items in the group may be enough; for the
second group the control might be made item by item, We think that
the control resulting from forecasts and the measure of the effect of
the errors are not a function of the forecaster but of the people that

used this informaticn,
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SUMMARY

Feed manufacturing firms, like others, must estimate the future
values of their different functions to achieve their planning goals,
Exponential smoothing is a device to forecast the future levels of
these functions, Three methods using this technique were analyzed
and tested in this thesis.

The first of them was developed by Robert G. Brown. It has the
disadvantage that it can not be fully computerized since eventually
it requires the forecaster's intervention, Such intervention can be
~ cumbersome if many items are being forecasted.

The second method was developed by Peter D'Amico, who applied a
relation between the mean absolute deviation at time ''t'' and the
previous one calcqlated at time "t-1"" to change automatically the
smoothing constant when changes in the process are detected,

The third method called Floating Alpha Method was proposed in
this thesis. In this method the forecasting errors are used to detect
changes in the process, The forecasting system is revised with each
new observation; if a change is detected in the time series the smoothing
constant is changed accordingly to the magnitude of the observed change,
otherwise if no change is detected the smoothing constant retains its
previous value. This method as well as D'Amico's can be fully com-
puterized,

By using actual feed sales data, we tested all possible alternatives
by combining the three methods and the three models studied; furthermore,
we tested them using different values of the parameters and by using

different lead times,
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From the results obtained we concluded that for shorter lead times
the Floating Alpha Method was an improvement over that of Brown since
a more accurate and faster response to changes in the time series was
obtained. The main advantage of this method, in our opinion, is that
it can be fully computerized. Although it was shown by the two time
series analyzed in this thesis that the floating alpha method was the
best, we cannot expect that this will always occur for all the time
series but for comparable accuracy one must prefer it because of its
autocontrol approach.

In practice it can be prohibitive to test, as we did here, all the
possible alternatives for every time sgries. We suggest the use of the
standardized limits of errors currently applied by the company as a

measure to accept or reject the model or method tested. Then after it

is in operation it can be improved.
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V+ALVARAD(OS

FESXEE VR RN RS H ISR TR RN A RSN NG XT LKA RN KB IERE

L] ®
& IBM COMMDN STOCK TRADING ON THE MEW YORK *
® EXCHANGE. TATA: DATLY CLOSING PRICE. *
* FROM 1. 5o BROWN,TABLE C.5 ¥
* &
* *

e R L R R RN IS A R 2R 222 ] 2]

THIS *RNGRBM PERFORMS THE FDRECASTING OF THE
DATA TAU DAYS IN ADVANCE ACCORDING WITH
BROWN'S METHOD,

ALPHA IS ECUAL TO 0.1

DIMENSION X(2021,XHIT{200)
REAL MAQ
DATA BLANK/® */7,ASTFR/7V%Y/
®* READ IN DATA.
READ(S5,10(X(T1,1=1,1B0)
1 FOIMATI(20F3.0)
* INITIALIZE TIME+-OF FDRECASTING.
TAU=3. , :
ITAU=3
® USE THE TWFNTY INITIAL VALUES TO DETERMINE
® INITIAL COVDITIONS.
NN=20
SUM=0.
ACC=0.
DO 2 I=14NAN
SUMISUMX (T
2 ACC=ACC#X(Iyex[I
STO=SART(LACC~SUMESUM/NNI FINN=-14))
AMAD=STD*2,%S503T(1a/13.1416%1.9))
ALPHA=0.1
BETA=1l.-ALPHA
PRINT JUT TITLES.
WRITE(6,3) 1TAJ .
3 FORMAT{'1//10«" 1BM COMMNN STOCK TRADING®/10X*0DN THE®
1* MEW YDRK EXCAANGE*//1OX'FORECAST MADE'[3' DAYS IN ADVANCE"./10X
2'BIDOWNS METHDD', F3XG P TI2XIX{THTAU) 6K XHATY
35XYERRORYSXTALL cERATGXYMAD ' TX'TRACK ' TX ' ALPHA'2X'CONT /)
ST1=5UM/20.
S5T2=5UM/20.
S$T3=5UM/20.
XHATO=3,#STL-3.¥ST2+573
XHAT 1=415927%ST1-.2F59165T2+4+.10664%573
KHAT2=(STI-2.%5T245T31/361.
® PERFNIM INTTIAL CALCULATIONS.
FAZT1=(ALPHA) /1 2. «BFTA®BETA)
FACT2=64=5%AL2HA
FAZT3=10e~Be*ALPHA
FAZT4=4s=3,. ¥ALPHA
FACTS=(ALPHA®ALPHA)/ (BETA*BETA)
ACCERR=0.
SUYERR=0.
SAZERR=D.
HAD=XHMAD
CHECK=8LANK
ICONT=0
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kL
39

40

41
L4
43

44
%5
46

47
%8
%9
50

51
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58
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AN=Q .
# PERFOM THT FDRECASTING.
DD 100 1=221,.125%
XNa XN+1L
® FDRECAST X TAU DAYS AHEAD.
XHAT(TI=XHATO+TAUSKRHATL+0.5*TAUSTAURXHAT2

# SMODTH STATISTICS.
ST1=ALPHA®X (I}¢BTTA®STL
ST2=ALPHA4STLI4+3ETARTT2
STI=ALPHA*ST2+3ETA®CT3

% DETERMINE COEFFICIENTS.
XHATO=3%5T1 -3, 4ST2¢5T3
KHATI=FACTI#(FACT 2o TI-FALT3#ST2+FALT4¥5T3)
XHATZ=FACT5¢(ST1-2.¢5T245T3)

*« DETERMINE FRROR AND SAVE ITS STATISTILS.
ERRDR=XHAT(T)~xX(T4+]1TAU=-11
ACCERR=ACCERR¢ZRANR
SUMERR=SUMERR¢ZR20OA
SACERR=SACERR +Z320RA*ERRADR

+ DETEQUIME YEAN ABSOLUTE DEVIATION.
MAD=ALPHA*ARS(ERRARI+BETA*MAD

& JETERMINE TRACKING STGNAL.

TRAC =SUMERR/MAD
TRACK=ABS(TRAC)
« CHECK TF THE PROGRAM IS UNDER CDNTRDL.
IF SYSTEM If OUT OF CONTROL TWICE IN
SUCCESSINN * RESET SUMERR.
IFIICONTED el e ANDTPACKGEL44)G0 TO 300
IFITRACK+GT «443GN TO 310
CHECK=BLANK
ICONT=0
GO TD 100
GO TD 320 {FLDATING AND DAMICDS®S METHODS)
300 SUMERR=04
CHECK=4STER
1CONT=0
60 TO 100 .
GO TO 320 {FLIATING AND DAMICOS*S METHODS?
310 CHECK=ASTER
1CONT=1

B T L R i A Al st
IF FLOATING ALPH& METHOD IS DESIRED
REMOVE C IN COLU¥YN 1 OF NEXT LINES.

320 DIV=ABSUERRDR)
IF(DIV.LE.INREKIGD TD 100
DERROR=[(DIV-T~DEX)/TIV
ALPHA=(GAMMA=-DILTA) *DERROR+CELTA

2 T Y A e A et ot
¥ DTAMICO*S METHOD. *
L4 1F D'AMICO'S METHOD IS DESIRED *
REMOVE C TN CDLUMN 1 OF NEXT LINES.
320 DIv=5MAD
IF{SMADLTYMADIDIV=VAD
DMAD=ABS [ (SMAD-“ANFAGIVE
ALPHA= {GAMMA-~DZLTA)*DMAD+DELTA
BETA=1le-ALPUA
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67
&8
69
T0

71
T2

SMAD=MAD .
(AR ST R AR AR RS R R A R RS RS RS TSRS T2 R 2L L)
FACT1={ALPHA) /{2 *BFTA*BETA)
FAZT2264-5+%ALPHA
FACT3=10e~Ba*ALPHA
FAZT4=6e=3 . $ALPHA .
FAZTS=(ALPHA®ALPHAY}/ (BETA*BETAY
kbbb h ke b okt TRk Rk kR ok kR
* PRINT QUT PARTIAL RESULTS.
100 WRITE(6+4) T o X(T+ITAU=11,XHAT{I},ERRUR,SUMERRyMAD,yTRACK,
1ALPHA,CHFCK
4 FORMAT(14,3F10.1,6F12.3,4X,A1)

c * CALCULAYE MEAN AND STANDARD DEVIATION DF ERRORS.
EMEAN=AZZERR/XN
STDEV=SQRT({SAZERAR-ALCERR®ACCEAR/XNIZIXN=-1+11
WRITE(&,5)EMEAN, STOFV,ALPHA

5 FORMAT{/20X'MEAN OF ERRORS ='FT.3/20X'STANDARD DEVIATIDN='F7.2/

120X"ALPHA IS EJUAL TO='F5.3/)
sTOP
END

OO0

$ENTRY *

67



1BM COMMON STICK TRADING

DN THE NEW

FORECAST MADE
BRACKNS METHDO

X{T+TAU}

523.0
528.0
529.0
538.0
539.0
541.0
563.0
541.0
539.0
5&3.0
54840
55040
548.0
550.0
544.0
53640
54540
5460
545.0
536.0
53“'0
541.0
541.0
54140
538.0
531.0
521.0
523.0
501.0
505.0
520.0
521.0
511.0
504.0
507.0
5020
505.0
516.0
509.0
5070
508.0
509.0
513.0
515.0
520.0
519.0
526.0
529.0
52840
5270
524.0

XHAT

506.1
512.2
518.5
521:9
526.3
530.0
5360
541.0
54543
549.2
5513
551.9
553.5
55643
558.9
559.9
561.1
559.6
55502
5547
584.4%
553.6

549.5

54544
54446
543.8
54341
541.4
537.5
530.7
526.1
5l4.6
507.0
506.7
507.1
5040
499.2
495.8
G334
49241
495.3
495.7
49545
496.0
497.0
499. 4
502.3
506.5
5049.56
514.8
519.9

YORK EXCHANGE

3 DAYS IN
ERROR

~16.9
-15.8
'10.5
~16.1
=127
-11.0
~T«0
=00
5.3
6e2
3'3
1.9
55
6e3
l14.9
23.9
16¢1
13.6
10.2
18.7
204
12.6
8.5
daotr
bob
12.8
22.1
18.4

36.5.

. 2547
6el
~bhaek
4.0
247
Del
2.0
=5.8
-19.2
~15.8
=14.9
=127
=13.3
-17.5
=19.0
=23.0
-19.6
-23.7
~22.45
-1B.4
-12.2
“bel

ADVANCE
ACC+ERR

~16+900
-32.1700
~434243

0.000
-12.695
-23675
~30.638
=30679
=-240344
-1B8.097
=14 775
=12.845
=7+303

-0.991.

13.924
37.857
0.000
13.605
23.803
42491
62907
0. 000
Be546
12.570
19.529
32312
54.398
0000
36.454
62159
682261
0.000
=-3.953
~1e245
-1.193
0756
-5.010
-24.182
=31%.T6T
=54.666
0.000
-13,315
-30-814%
-49.842
-72+H91L
0.000
-23.739
-46.229
~64e5B2
-T16.827
0.000

MAD

T.859
B.65%3
BeB842
9.568
%.881
9.991
9.688
Ba723
B8+485
Ba261
T« 76T
7«183
7019
6948
TeT05
9+364%
10.041
104398
10.378
11.209
12.129
12.179
11.816
11.076
10625
10.840
11.965
12607
14992
16083
15.067
14,201
13.177
12.130
10.922
10.026
9«601
10.558
11060
1le44b
11.566
L1740
12.316
12.987
13994
14555
15473
15175
163923
15978
l4.7B6

TRACK

2-151
3.779
4.891
6.203
1.285
2370
3.162
3.517
2869
2.191
1.902
L.788
1041
Oe143
1.798
5043
5.377
1.308
2:29%
3.T791
5«186
62202
0.723
1171
1.838
2-981
he546
5.773
2+432
3.870
4e531
44355
0.300
0.103
0.109
0.076
0.522
2290
3.59%5
4. TTT
5821
1.134
2502
3.838
5.209
64355
Le534%
2.858
3.940
4808
5.4T0
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ALPHA

0.100
0.100
0.100
D.100
0.100
0.100
0.100
0.100
0.100
D.100
0.100
Ds.100
D«100
0.100
0.100
D«100

.0+100

0.100
D.100
0.100
D.100
0100
0.100
0.100
0.100
0.100
0.100
0.100
n.lon
0.100
D=100
0.100
0.100
0.100
0100
0.100
D.100
0.100
0.100
0.100
0100
0100
0.100
0.100
D«10D
D100
0.100
0.100
0.100
0.100
0.100

CONT.



T2
73
7%
75
75
7
i}
73
82
Bl
82
B3
B%
as

87
89
89
9)
91
92
93
9%
95
95
a7
98
93
100
1ot
102
103
10%
105
105
107
108
109
112
111
112
113
114
115
115
117
118
112
120
121
122
123
12%
125
125

5150
509.0
504.0
5020
508.0
5150
507.0
511.0
521.0
520.0
52440
527.0
528.0
539.0
54140
53740
543.0
551.0
54140
5470
559.0
55940
5600
55640
560.0
558.0
55840
557.0
5530
554.0
55540
56240
56940
58540
590.0
5960
586.0
583.0
5840
597.0
591.0
591.0
589.0
581.0
58B.0
592.0
597.0
594 .0
593.0
583.0
592.0
591.0
597.0
597.0
599.0

523.7 84T
52643 17.3
527.2 2342
52448 2246
5203 12.3
515.0 “D+0
510.1 3.1
508.4 «2.6
509.7 =11.3
507.9 -12.1
508.0 -16.0
511.8 -15.2
514.5 =13.5
518.0 ~21.0
522.0 -19.0
5254 '11-6
532.0 -11.0
537.9 -13.1
540.9 ~0.1
54543 =17
5514 =76
552.4 ~bab
555.1 49
5613 53
565.9 5.9
569.6 1l.56
57046 1246
572+6 156
573.0 20.0
573.0 19.0
57243 17+3
570.0 8.0
56B.2 ~0.8
5669 ~LB.1
56841 -21.9
STla.% 24t
579.5 ‘=6eb
587.5 45 -
595.7 11.7
59B8.2 1.2
59B+6 Teb
599.0 8.0
603.5 145
6046 2346
60540 170
60443 12.3
600e¢% 3.4
599.6 5.6
60041 Tel
602.0 19.0
602.2 10.2
6017 10.7
5974 Da%
5971 0.1
5963 -2+7

MEAN OF ERDRS = O
STANDARD O:ZVIATIDN=
ALPHA [S EJUAL Y0=0

Bab69%
25+.968
£9.139
Tl.698
0.000
~0-006
3.103
0552
~10.715
~22.780
=3B 154
«53.973

0.000
=20.965
=-40.010
=5le626
-62.621

0.000
=0.093
-1.803
-3.370

-15.932

-20.808-

=-15.505
=-9. 410
1.943
14.589
30.175
50.209
0.000
17.320
25305
2%.501
650372
~15+522
=-40.140
~4b.620
~42.115
-30e444%
-29290
-2l:663
=13.705%
0.822
24411
&leba?
53.730
0.00D
5.585
12:65%4
31.639
41. 794
524863
0000
0.1086
-2.582

« 769
13.95
«100

14177
l4.486
15.355
16.075
15.693
14.124
13.023
11.976
11.905
11.921
12.326
12.615
124709
13.534
14.085
13.838
13.554
13.512
12.170
11124
10.768
13348

%801

9.351

3.005

3.260

5599
10197
11.181
11.966
12.502
12.050
10.925
11.646
12.671
13.865
13.127
12.256%
12.205
11.100
10.753
10.473
10.879
12.150
12.638
12.603
11.6B6
11.076
10675
11.506
11.371
11.301
10.214

3.203

8.551

0.5613
1.793
3.200
GobD
5.349
0.000
0.238
0. 0456
0.900
1.911
3.144%
%2278
5.313
1549
2:84]
3.731
4. 5620
5.606
0.008
D.162
0.870
1.540
24123
1.658
1.067
D210
1.520
24959
4ak9]
5.78&
1.385
2.100
2:243
0+547
1.225
2.895
3.552
3.434
2+49%
2.639
2.015
1.309
0.076
2.009
3.279
4263
4.892
0504
1.185
2.750
3.675
babt2
5.178
D.012
0.302

69

0.100
D« 100
0.100
04100
0.100
0.100
0100
0.100
0.100
0.100
0.100
0.100
0.100
02100
0.100
0.1400
0.100
0a100
0.100
0,100
0.100
0.100
0.100
0.100
D100
0.100
0.100
D.10Q
D.100
0.100
0.100
0.100
0.100
0.100
0.100
D.100
0,100
D+100
0.100
D.100
D.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100
0.100

-
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10
11
12
13
14
15
16

18
19

20
21
22
23
24
25
26
27
28
29
30

32
33

35
36
37

39

JCB

[aNaNaRaleNoNaNaNalaaRa N}

VeALVARADC. -

70

L2222 R 2SRt R RARER R R AR R R R R 2t

*

* IBM COMMDN STOCK TRACING CA THE NEW YORK
* EXCHANGE. TATA: DAILY CLCSING PRICE.

% FRCM Re Geo BROWMNsTARLE CeS
*

PRECEFFE TR EIXFARRL XD 40TV R TR kA EF ARG NI WIS

L
*
*
]
»
Y

THIS PRCGRIVM PERFCRMS THE FCReCASTING DF THE

DATA TaL DAYS IN ACYAMCE ACCGROING WITH

FLCATING ALPHA METHCD.
CIMENSION X(2CO0)
REAL FAD.INCEX
CATA ELANK/Y "/, ASTFR/'%Y/
* READ IN DATA.
REACIE L3 IX( 1) [=1,180)
FCRMAT{20F3.0)

* FIX LOW LIMIT CF ERRCR TC CHANGE ALPHAS

INDEX=E. -

® FIX LIMITS. CF ALPHA.
DELTA=C.05
GAMNA=C .4

® USE THE TWFNTY INETTAL VALU=S TC
* DETERMIANE INITLAL CCNCITICAS.
KN=2C
TAU=1.
1TAL=1.
CO 2i1 K=1,2
SUM=C.
ACC=C.
EC 2 1=1,NN
SUM=SLF+XLT)
ACC=aCC+X{1)2X(1)
STD=SCRTULACC-SUNMESUMIANIS(AA=1+))
AMAC=STD¥2%5CRTIL1-/13:1416%149))
® INITIALIZE YIME CF FORECASTING.
$ FIX INITIAL VALUES.
ALPFA=C.1
BETA=].-ALPHA
ST1=SLF/AN
§T2=511
$73=811
XPATC=2.#8T1-3.%5724573
XHAT1=.1592T%5T1-u2M59135T24.1C66445T3
AHAT2={ST1~-2#5T 245721 /361
FACT1=1ALPFA /{2 .%BETA*BETA)
FACT2=€6s~5%ALPHA
FACT2=z1Ce=Ra®ALPFA
FACTA4=4.=3«%ALPHA
FACTS={ALPFASALPFA)/(CETA2PETA)
ACCERR=0Q.
SACERR=z0.
MPAC=XMAD
Xh=Cos
CHECK=BLANK
1CONT=C
SUMERR=04
® PRIAT QUT TITLES.



40
41

42
43
b4
45

46
47
49

50
51
52

53
54
55
56

57

58
59

60
61
62
63
64
65
66
67
&8
69
10

71
72

73
14
75
16
77
78
79
80

81

[sNaKal

s NaKal

71

RRITE(E42) ITAU
2 FCRMAT('"1*//71CX'18F CCMMON STOCK TRACIANS'/ZLOX'CN THE®
1" NEW YCRK EXCHAMGE®*//LOXYFCRECAST MADE*I[3* CAYS [Y ADVANCE',/)
2YFLCATING ALPHA MEIHOC' /33X T 022" X(T«TAU)"HXXI-AT?
35X TERACRYSX ACCERRYGXTMAD ' IX Y TRACK*IX ALPHA'ZX'CCNT /)
®* PERFCRM THF FORECASTING.
Nl=12¢
ANl=hAN4]
CC 1CC T=NNL,KN1
Xh=Xh4]1.
* FORECASTY X TAU CAYS AHEAC.
. XHAT=XFATO+TALSXFATI+.52TAUSTALSXHAT2
* SMCCTH STATISTICS.
STLleALFHA*XII)+BETA®ST]
ST2=ALFHA®STL4RETARET2
ST3=ALFHA®ST24BETA®ST2
* DETERMINE CCEFFICIEATS.
XHATC=2,#5T1-3.%5T2+572
XHAT1=FACTI®#(FACT2¢STI-FACT24#ST24FACT425T3)
XHAT2=FACTO®(ST1-2.*5T2+5T73)
% DETERMINE FRRCR ANLC SAVE ITS STATISTICS.
ERRCR=XFAT-X{I+I1TAL-1)
ACCERR=ACCERR+ERACR
SUMERR=SUMERR+ERRQR
SACERR=SACCRR+ERRCR*ERROR
% DETERMINE MEAN ABSCLLTE CEVIATION.
FAD=ALFHAXARS(ERRCR 1 +BETA*NRC
* DETCRMINE TRACKINC SIGNAL.
TRAC =SUMERR/MAD
TRACK=ARES{TRAC)
* CHECK IF PPCGRAM 1S UNDER CCNTRCL.
IF SYSTEM IS CUT CF CONTROL TwICE IN
SLCCESSICN : RESET ACCUNLLATE IRROR.
IFIICCATSERa1«AND.TPACK.GE«4<)GC TC 30C
IFITRACKGT44)GC TC 210
CHECK=FELANK
ICOKT=C
GC TC 220
3CO»SULMERR=0.
CHECK=ASTER
ICONT=C
GC TC 220
31C CHECK=RSTER
ICONT =1
* CHECKX ERRC®S FOR LESS THAN ITS LCw LIMIT.
* IF YESy KETP VALUE CF ALPFA.
* IF NOTy Ch/?NGE ALPHB.
320 CIV=ABS{ERROR}
IFICIV.LE«INCEX)CC TO 100
* CHANGE ALFPHAS
CERRCR={NIV-INOEX) /T IV
ALPHA=(GAMMA=CELTA)I*CERRCR+LELTA
BETA=1.~ALPHA
FACTY=(ALPHA)/(2.%CFTARBETA)
FACTZ2=€+=5.%ALPHA
FACT221Ca=Bs#ALPKA
FACT4=4.=3¢ALPHA
FACTE=(ALPHA¥ALPHAY/{BRETA®BETA)
# PRINT NUT PARVIAL RESULTS.
1C0 WRITE(EZLOLIT X {I+ITAU<L )} XFAT,SRRCR,SUMERRLMAD, TRAC,



82

83
84
85
B6

at
B8
ag
30

1

ALPEA,C)FCK

72

1C1 FCRFAT(I4,3F10a1,4FY2a3,4X21)
* CALCULATE MEAN ANC STANCARLC DEVIATION OF ERRCKHS«

102 FORMAT(//20X*MEAN CGF

EMEAN=ACCERR/XN

STCEV=SCRY((SACTAR~FCCERR¥ACCERH/XNIFUIXN=1a1)
WRITELE,1021EMF AN STCEV,DELTS

ERRCRS='FT7.3/ ZOX'STANCARD CEVIATION='FT7.

L12CX*ALFrA IS RESTRICT TO BE «GE«'F5+2/)

321

SEMTRY

ITAL=2
TAU=2.
STOF
EANC



v

21
22
23
24
25
26
27
28
29
30
31
32
313
34
a5
36
EXd
38
39
40
41
42
43
L4
45
46
47
48
49
50
51
52
53
$4
55
56

L3
bl

58
59
£0
61
62
&3
64
65
1]
67
68
¢9
70
71

1EF COFFCAN STCCK TRADING
ON THE NEw YCRK EXCHANGE

FCRECAST MALE 1 TAYS IN
FLCATING ALFFA METHCD

XIT+TAL) XEAT ERRCR
523.C £CEsl ~16.9
$27.C £11.2 -15.8
523.0 521.7 447
E2€.C £26.6 | Y )
526.0 €32.7 4e7
538.0 53%.2 -2.8
535.C £42.4 3.4
541.C E45.3 443
542.C E4¢€.9 3.9
541.0 E4E.1 Tl
539.0 E4E.7 b7
543.0 £ez.0 ~0.0
548.0 £43.5 =45
£5C.0 £4E.8 —4He2
548.C £48.23 0.3
S5C.0 £45.1 ~-0.9
544.C S58Ce4 Gah
53¢.C E4ELT 12.7
545.0 54444 -0.6
54€.C £44.3 =17
545.C E48.1 01
53¢€.C 44,46 8.6
534.C 537.1 3.1
541.C £34.0 =7+0
541.0 E3%.8 =52
541.C £27.2 -3.8
538.0 E3E.1 Del
531.C 527.8 648
£21.C E3Ea2 15.2
523.C E2E.ue Sebe
£01.0 £1E.C 17.0
505.0 51€47 117
£2C.C 45€.0 -24.0
521.0 SCEWT =153
511.¢C 512.2 1.2
5C4.C 5CEe4 bek
5C7.C 5C1.3 -57
502.C 5C1.7 ~0.3
5CS.C 5C2.7 -2.3
51640 SC2e4 =-13.6
509.0 ECE et -3.6
507.0 S5CEat =Q«6
50R.0 5CEet =1l.86
5C5.C EQ7.5 =145
513.0 5(5.0 =40
515.C £l2e1l =19
52C.0 ElEe6 -3.4
516.C 5221 3.1
52¢€.C 522.4 =26
529.C 5261 Ds1
528.0 §33.5 5.5

ACVANCE
ACC.ERR

=1&.6C0
=-32.1731
-28.022
-264400
=216457
-24.526
0.CCO
bez€3
Ba1l€1l
15.229
21.691
C.CCC
S—-4.548
-B.7C3
-B.362
-~9.254
-2.819
9.5(8
V.26
T«5E6
Tets?
16.214
19.255
12.325%
T.1¢C
3.4C6
3.4E5
1C.2¢€8
25.5C2
0.CCO
164551
2B.€E0
4.£70
-10.6(6
-9.426
~4.557
-1C. €586
=-11.C42
-13.357
~26+51%
~3C.%Z5
c.CCO
-1l.€18
-3.12¢
-7.C53
~B.556
-12.2C8
-9.203
-11.7E7
‘lloﬁgl
-b.1%6

MAD

7.859
10.222
B.623
baetCO
64051
Se.121
4627
4a521
4a34]
5«133
5374
40632
44621
4.556
3.565
3.533
3.937
5.062
3.5C2
3.219
24456
4o CHS
3.884
40497
4.6CC
4.5417
4,271
Lak2b
5.9¢61
5.799
6641
Bel45
12.114
13.149
Q722
Ba219
Te459
6.5834
6414
T.078
6.129
44629
3.814
3.151
3.1359
2983
3.0B3
3.C89
2.952
2.119
3.0E8

TRACK

-2.151
-3.202
=3.251
~4«CCC
-3.586
-4.791
=42565
0943
1.880
2.969
40084
4.729
=C.984
-1.910
=-2+117
-2.62C
-0.718
L.957
2.375
2.286
3.105
3.a89
4.981]
2.743
1557
C+749
0816
2+320
4.278
5.328
2553
3.519
0.386
-0.807
~C«9468
~0«608
“le426
=1l.616
=2.082
-3.802
“4.972
-baT1lE
0424
-0.933
-2.087
-3.001
-3.992
-2.97%
=3.992
=5.366
~1.994

73

ALPHA

0.296
0.289
0289
0«289
0.269
0.289
0.289
0.2E9
0269
0.153
C.139
0.139
0.1139
C.139
0.139
0139
C.128
0.263
Ca263
0.263
D+263
0.195
0+195%
0.151
0.062
C.CE2
Da062
011':'2
0.285
0.075
0297
C.251
D.327
0.285
c.285
D.285
0.093
0.093
€C.092
0.271
0.271
0.271
0.2T71
N.271
C.271
0.271
D.271
0.211
0.271
0.271
CsCR4

ceNt



12
13
T4
15
16
7
8
19
BO
€1
. B2
83
B4
B5
.13
e7

B9

<0

91

€2

<3

94

9%

S6

97

98

59
1co
i1
1c2
1C3
ics
1c5
16
107
1cR
i1c9e
110
111
112
113
114
115
116
117
ils
119
120
121
122
123
124
1?25
126

£27.C
5240
515.0
ECSeC
5C4.C
5C2.C
ENgaC
515.C
507.0
S11.C
521-C
52C -0
524.C
£§27.C
5280
539.C
541.C
537.C
543.0
E51.C
541.C
£47.C
E56.C
5560
SEC.C
55¢€.C
56C.C
EZE.C
E58.C
557.0
£53.C
5540
555.C
SE2.C
E69.C
585.0
59 .0
5CELC
58¢€.0
5B3.C
SB4.C
597.C
551.0
£G1.C
EBG5.0
581.0
5880
562.0
£97.0
564 .0
£63.C
583.0
€62.C
£51.C
597.0

£34.0
53(.%
52%.9
52445
£11.9
SClat
5CC+2
5Cl.l
S5C%.8
5(2.8
507.2
512.5
£2C-1
5i1.6
52%.0
525.9
EZ5.8
E4846
E4kal
E4Ea2
Ef4e4
55 l?
ZE444
563.1
SEtel
SEt.B
SE2.7
Ehbeh
EtZa2
SEL B
5568
EEY .4

EZZ.B

£ez,p
£57.4
€eia2
SBC.1
EGEa9
£CLT,
5673
£cl.g
EE£.0
593.1
£53.6
£53,3
551.6
SEE.3
£ps,7
SEELB
561.8
£52.3
552.5
SE749
5ES.5
585.8

T«0
6+9
14.9
155
T«9
~0e4
~7.8
=13.9
~1le2
-Ta2
=13.8
~6.5
~3.9
~S5ate
=3.0
-13.1
=112
8.6
3.1
=2+B
13.4
«.?
-4 6
4o}
6.0
10.8
2.7
Goty
4.2
3.8
6.8
3.4
C.8
~1.0
=116
=22.7
=-3.9
0.9
14.7
143
T-8
=9.0
241
2eb
4e3
10.6
-2.7
~6e3
-Be2
-2a2
G.3
10.5
~4al
=15
~Ta2

¥EAN OF ERRCRS= C.

STANDARD

DEVIATIGN=S

0.794
7-1C3
22+6C4
G.CCO
T«ES6
T«5C8
-0.318
~l4.1€7
-15.241
~22.5E9
-364413
G.CCO
=3.650
=9.344
-12.3£9
-2544¢6
-36.£172
-2B.Ct4
~24.5E7
=27+1755
-14.3%1
-=9.£77
=14.223
-l0.222
-4.2C7
GetC2
9210
15.717
13.EE8
23.£73
0.CCO
3.413
4a1€9
=2.CE4
-14.5C)
~-37.157 1
-47T.042 1
0.CCO
la.££5
28.54C 1
36+7C7
27.113
29.E17
32.359
0.CCa
1c.510
1-514
1574
-€a€17
“A«771
-Bu446
2=CEL
~1+619
~3.%15
-1C.17C8

057
A.1413

ELEHA 15 RESTRIFT TOU BE «GEe CeCS

J.4ll
3.930
5.539
8.357
Ba224
6.827
TCCH
B.216
be2B2
be546
T+7C0
T-371
6924
beT2%
bebab
6947
B.0B1
8.2C9
Te.2CC
6e336
TeT34
6909
6298
5.7C5
5.7B9
6336
5.471
5.695
5502
5.284
5.471
S5.181
4554
4.9C5
5.923
0.1C0
0-C2C
Ta987
9.481
0.822
9.975
9.8C3
B.222
T«063
6+495
T.332
6228
6.280
6.5C0
5690
44690
5.778
5376
42479
5113

0.233
1960
4.C81
40561
0.960
l-1CC
~0.045
-1.T27
=2.442
-3e451]
~4.T29
-5.821
-C.570
-1.390
=1.922
=3.6EE
~4 4538
~3.419
=3.47C
~4.387
~1le858
~1.401
=2.2T4
-1l.792
~C.7217
1.042
1.701
2.76C
3.615
4480
5.563
D.659
Q0e«915
~Ca5B4
=2+448
-3.679
=4.690
-5.781
1.549
2674
3«680
2827
3.8627
4.587
5650
la442
le 269
0.251
-1.018
-la542
-1.801
0«360
-C«368
-0.785
~2.0%4%

74

0«148
Da147
C.2R3
0.2R87
0.178
C-.178
0«178
D274
Ce274
0.159
0.273
0.131
0.131
0.076
0.076
G266
Da244
0.197
C.197
0.197
C.217C
0270
0.270
C.27C
0.109
0.238
C«238
Ca127
Qa127
C.127
Cels2
0.142
Oul4?
Cs151
0.25C
0.323
C.223
02213
0.281
0.2717
C.175
0.205
0.205
0.2C5
0.205
0.234
0.234
D.124
0.1846
Cal86
0.186
0234
0«234
0.234
0.157

-

*»

*

#



T

21
22
23
24
25
26
27
28
29
a0
3
12
33
34
35
36
17
38
19
40
41
42
43
44
45
46
&7
48
49
50
51
52
53
54
55
56
57
58
59
€0
61
¢2
¢3
64
5
6
67
€B
69
10
13!

I8F CCMMON STCCK TRADTAG
ON THE NEW YCRK EXCHANGE

FCRECAST MACE
FLOATING ALFFA METHOD

XI{T+TAL)

523.C
528.C
529.0
538.C
539.0
541.0
543.C
541.C
539.0
543.0
548.0
55C 0
548.0
§5C.C
544 .0
536.0
S4%.C
546.C
545.0
53E.C
534.C
541 .C
541.C
5414C
528.0
531.C
521«C
522.0
501.0
5CS.C
52C.0
521.C
511.0
50440
5C7.C
SC2.+C
§C5.0
516.0
5CS.C
5C7.C
508.C
5C5.C
512.C
$15.C
$2C.C
51%.C
52€.0
52G.C
828.C
527.C
524.C

XHAT

5C€a1l
Eli.2
54C.9
411
E4ial
£43,2
£5%.0
82c+0
££i.0
E€Ea8
5%52.3
€45 46
£42.2
Ea4e7
S4éeh
5475
E4E.B
SEC.1
53E.1
£41.9
E44.3
Sh4a6
53E.6
E28.9
5283
£32.,7

5364
52445
522.6
Slle5"
ECl.8
5C4.49
472.8
4CE.3
51445
£14.0
ECEs4
4GE.5
45246
464.0
514.0
512.3
E(Sa4
EC5.0
£C6.2
£1C.9
S1E+4
52245
52442
E21.C
5315

3 CAYS IN

ERRCR

~16.9
-15.8
11.9
3.1
el
2e2
QIG
14.0
14«0
15.8
53
-4 oy
=48
-5.3
244
11«5
3.8
4.1
-6.9
59
10.3
Ny
=54
-12.1
~2a1
2.7
15.4
11.5
2248
6:+5
~18.2
~16.1
-37.2
=57
Te5
12.0
Cad
=175
=16.4
=-13.0
6.0
3.3
=36
-6l
-10.8
=B.1
=Tsb
~Hhe5
=3.8
0«C
Te5

ECVANCE
ACCeERR

-16.5C0
-32.7C0
-2C.&CR
=17.7¢55
~14+£20
«12.423
-3.413
10.£613
24.614
404418
45.€71
0.CCO
“-4.157
~10.125%
-T.1€2
A.724
T.534
11.¢€48
4.7z0
10.652
204524
24.%217
19.1¢C8
7.042
44215
7.021
22.3%6
33.€£9
56.488
0.CCO
-1B.2C8
-34.279
-TLe«458
-17.2€C2
CeCCO
12.C39
12+.424
-5,119
-21.518
-34.528
-28.5C4
-25.2137
-2B.EEG
-34.823
-45.¢12
0.CCO
~7.5¢8
-l‘--C!Q
-17.€24
-17.617
-10.z€1

MAD

T«859
10.213
10.658

Ba765

Te342

6041

6762

8.280

9.8E5
11.491

9.681

9.331

9.028

8.7B1

B.322

Be548

Te375

ba5ET

6+6E17
6+550

6940

bs174

6.0C1
bah68
5.5C9

4.789

Te488

Ba634
12.094
10.289
11.325
12.7€617
19.874
l4.887
l4.182
13.826
10.4C3
12.221
13.475
13.339
11.387

- 10.5C7

3.754
9.128
9.452
F.164
B.B70
B.4¢5
T«860
6eBGY
6.933

TRACK

-2.151
-3.202
-1+945
~2.026
~1+991
~2.056
-0.5C3
1.282
2.498
3.5117
4«715
Getr26
-Ce5131
=1+153
-0.933
Ce43t
l.022
1.774
C.709
l.626
3.01%
1.973
J.184
1.089
C.787
14t
2+991
3.925
44671
6.122
~1.608
-2.685
-3.59¢6
=5.186
-4.915
0.871
1194
-Ce419
-1.597
-2+589
-2+5C1
-2«402
-2.959
~3.729
-4.8C5
~5.863
-0.853
-le658
-2.269
-2+603
-1.483

75

ALPFA

0+296
0.289
C.253
0.253
0.253
€.253
€206
0.275
G275
C.289
G067
0.067
C«0e7
0.072
0.072
Ca248

* 0.248

0+248
C.147
D.1(5
0.230
0.230
C-CT77
0.255
Cs255
Ca255
0.286
C.248
C.323
0.131
D304
C.251
04353
G.095
Celb7
D.255
0.255
C.3C0
0‘293
0.265
0.1C9
C.109
D109
C.1Cé
C.238
0.184
C.169
C.13C
0.130
0.130
CeléS

CON

L



1C9
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126

§15.C
50%.C
504 .C
502.C
50B.C
515.C
5C7.C
511.C
521.0
52C.C
524.C
§27.C
S2E.C
536.C
541.C
537.0
563.0
5E1.C
541.0
547.0
E56.C
£59.¢
56C.C
EEE.C
56C.C
558.C
558.C
€57.C
553.0
554.C
EES.C
562 .0
566.C
E8E.C
5SC .0
566.C
S8E.C
583.C
5B4 .0
£57.C
5G1.0
591.0
5B89.C
S81.C
SB8.0
552.C
557.C
564.0
563.C
SBE3.C
562.C
591.C
5G7.C
597.0C
56G.0

€3441
527.7
54242
5iC+5
465.1
HGC %
462.6
4631.7
51C.0
£Cés0
E(5.8
E2f.1
£26.8
53,5
€4Cel
£41.2
5£2.8
5661
L4-3 BT
55C.7
£¢l.8
£84.1
E€4.8
EtEa2
5C€c.
LTS
SEEa4
E7Ce6
SEta2
5€Za0
£5E.0
Ef4.1
55240
517
£57.9
£74.8
6Leeb
£1%.48,
E22.4
LC4.0
EE4et
£8E.1
56C.H
561.3
ES1.8
£61.0
EEl.3
SEZ.2
SEE.9
5G£.9
567.1
55£.5
562.3
£E62.2
56240

MEAN OF ERRCRS=

STZNDARD

19.1
28.7
38.2
18.5
-8.9
=246
-13.4
=-17.3
-11.0
-14.0
~1442
=1.9

1.8
=3.5
=09

4.2
10.8

8.1
10.4

3.7

2.8
-4 .9
-5.2
10.2
~0.9
14.1
104
13«6
12.2

Bu754 -
37.506
75.7:20
94 .2C3

c.CCQ

-24.554
-38.C27
-55.2E9
=6&.2E9
0.CCO
-1l4.218
~16«CE4L
1442717
~17.140
-1B.££8
=l4.512
=J.£E8
4e4 B3
14.E23
18.545
«21.323
1€+443
11.155
21.2¢3
20424

C+CCC
10«23
23.510
Jbe1E2
44,271

C.CCO
~T+£56

-24.E56
-58.2C1
~9C.235
0.CCO
20577
53.258
92.7¢3
99.125
0.CCO
=54550
-4.111

64170

9.631

Be514
~6.£32

~17+tC4
-21.719
-T+£49
-2 TE2
1.£52
-3.Cz1
=7.8C1
=l4.€23

0«324

CEVIATYCH= 12.529
BLPHA 1S PESTRIFT TC HE +GEs

Ba970
15.0%8
22e9C8
21340
17.529
18.94C
17142
17175
15.231
15-016
144754
11.216

Beb1l

T«18B5

Se453

5.064

bafBL

Te«029

Teb4T

6729

5823

5+6C5

54522

5.831

4716

6.85C

T«824

9.158

9.986

9.487

8+309

Bs234

9750
16782
22117
21.81¢&
21422
25.0CC
29-9493
21.8C2
19:545
17+7Ch
16.026
15.418
12.739
10046
11355
11187

9.5C7
10544

9,049

84752

§a5¢4

B#352

B.278

0.05

0.980
2491
3.3C%
heb 1l
4869
=-1s297
=2.218
-3.219
~he124
=5.349
=0.961
=la434
~1.658
-2.4469
=3e424
=2.849
~0.552
D.634
1.939
2+752
34842
2+934
2027
RN 1
4330
5.C37
1.327
2+8611
3.623
4deb]
5.687
-0.959
-2.529
=3.4568
-4.084
=5.11%
0.961
2+134
3.053
4574
4764
-C«335
-0.257
0.4C0
0«780
C.887
~0.602
“Lleb5T4
~2+285
~0aT44
=0+305
€192
-C+353
=-0«934
-1+792

76

0.308
0.339
Q<354
0.305%
0.202
0.326
0.27C
0299
Q.24
C«273
0.277
0.277
Ca2717
Ce271
0.217
0.277
C.238
0.185
0.231
C.231
0.231
D.231
0.C67
Ce228
C.226
C.276
C.231
0.271
Ca257
C.182
G.182
0.177
C.287
0348
Q348
0.314
0.315
0347
0«356
Cs145
0.135
0.1Ct
OIICE
0.230
0.230
C«23C
N.28%
0.238
C.23E
0.274
0.056
C.056
Ca.015¢
0.0%6
Cel%1

++

&+
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JGa V.ALVARADC,

BRR AR B R E SRR RIS RGN F TR A AP E BRI GG R RGNS
* &
* I8M COMMON STCCK TRADING CNh THFE NEW YORK *
* EXCHANGE. CATA: DAILY CLOSING PRICE. *
* FRCM Re Ge BRCWN,TABLE C.5 *
* *
o o o o o oo oo o e oo e o oo o e o o oo o ol oot o oo e e o e

THIS PRCGRANM PERFCRMS THE FORECASTING OF THE
DATA TAU DAYS IN ADVANCE ACCORDING WITH
DYANMICO®*S METHOD. .
CIMENSION X{200),XHAT(200)
REAL MAD
DATA BLANK/® '/ ,ASTER/* %/
c * REAC IN DATA.
GAMMA= 4
DELTA=.1
N=18C
tWN=2C
N1=12¢
AN1=RAN41
REAC(E, 1) (X{TI)sI=1,M)

1 FCRMAT(20F3.0)

c % USE THE TWFNTY INITIAL VALUES TC CETERMINE
C ® INITIAL CCMDITIONS.

SUM=C.

ACC=Cs

BDC 2 I=1.NN

SUM=SUNM+X(T)

2 ACC=ACC+X(I %X 1)
STD=SCRT{(ACC-SUMXSUM/ANI/{AN=1e))
XMAC=STO*2.*SQRT(le/(31416%1+5))

c % INITIALIZE TIME OF FOREZCASTING.
ITAL=1.
TAU=1.
CC 221 K=1,2

c #* PERFORM INYTIAL CALCULATICAS.
STL=SUVM/NN
572=5T71
§T3=5T1
XHATC=2*5T1-3.%5T2457T3
XHAT1=e15927#ST1~+2¢591%S5T2+4.1C664%ST3
XHAT2=(STL-2.%5T245T31/361.
ALPHA=C.1
BETA=1.-ALPHFA
FACT1=(ALPHA)/ (2 .*BFTA*BETA)
FACT2=€6s—=5%ALPHA
FACTB: IGD-BG*ALPHA
FACTA4=4e~3.*ALPHA
FACTS=(ALPHA>ALPHA)Y/{BETA%®BETA)
ACCERR=Q.
SACERR=0.
MAD=XVMAD
XN=Ce
CHECK=BLANK
ICONT=C
SUMERR=0.

c * PRINT OQUT TITLES.

OO0 O0e



42

43

44
45

46

c

c

WRITE(E,3)1TAU

3 FCRMAT(*1*//10X*'IBM COMMON STOCK TRADING®*/1CX'0OM THE?

300

1* NEW YORK EXCHANGE®//LOX'FCRECAST MADE'I3* CAYS [N ADVANCzZ',/10X

2YMETHCD OF D AMICC'/3X,'T'2X'X(T+TAULI"GX Y XHAT?

ASXTERRCR'SXYACCSRRYOX'MAD'IX ' TRACK*TXYALPHA'ZX*CONT«"/)

* PERFCRM THF FCRECASTING.
DD 1CC I=NNL1sN1
XN=XN+]le.

# FORECAST X TAU CAYS AHEAD.
XHAT({I)=XHATO+TAU*XHATL1+40.5%TAUXTAUXXHAT2

% SMOCTH STATISTICS.
STL=ALFHA®X{T)1+RETA*ST1
ST2=ALFHA®ST1+RETA%CT2
ST3=ALPHA*ST2+4BETA*ST3

* DETERMINE COEFFICIENTS.
XHATC=2.45T1-3.%8T2+4573
XHAT1=FACTL*(FACY2#ST1-FACT3#ST2+FACT4%5T3)
XHAT2=FACTS*{ST1-2.*5T2+5T3}

¥ DETERMINE FRROR ANL SAVE ITS STATISTICS.
ERRCR=XHAT(I)-X(I+ITAU-1)
ACCERR=ACCERR+ERRDOR
SACERR=SACERR+ERRCR*ERRUR
SUMERR=SUMERR+ERROR

SAVE OLC M£D
SMAC=VMAD

* DETERMINE MEAN ABSCLUTE CEVTIATICN.
MAD=ALPHA®*ARS(ERRCRY+BETA*VMAL

* DETERMINE TRACKING SIGNAL.

TRAC =SUMERR/MAD
TRACK=ABS(TRAC)
IF SYSTEM [€ QUT OF CONTRCL TWICE IN
SUCCESSICN : RESET SULM OF ERRORS.
IFIICCAT«ECel e ANOSTPACKGE«44)G0O TG 30C
IFITRACK«GT «4.)GC TOC 310
CHECK=ELANK
ICONT=C
GC TC 20
SUMEFF=0.
CHECK=ASTER
ICONT=C
GC TC 220
CHECK=ASTER
ICONT=1
CHANGE ALPHA
DIV=SrAD
IFISMACLT-MADIDIV=FAL
DMAC=ABS{(SMAD-MAD)Y/DIV)
ALPHA={GCAMMA~DELTA)*DMAD+DELTA
BETA=L.~ALPHA
FACT1=(ALPHA}Y/(12*BFTA*BETA)
FACTZ=€a—-5«%ALPHA
FACT3=10.-8.%ALPFA
FACTG=4.=-3.%ALPHA
FACTE=(ALPHA®ALPHA) /(BETA%BETA)
*# PRINT DUT PARTIAL RESULTS.

100 WRITE(E,10L) Lo X {T+ITAU-1)oXFAT(I )y cRRORy SUMERK,yMAD, TRAC,

101

1ALPHA,CHECK -
FORMAT(I4,3F1Ceals4F12e344X,A1)
* CALCULATE MEAN AND STANCARC DEVIATION OF

ZRRORS «

78



84

86
87

8e
89
90
91

92
93

79

EMEAN=ACCERR/XN
STOEV=SQRT{ (SACERR-FCCERR*ACCERR/XN)/(XN~14))
WRITE(E,5)EVMEAN,STC"V,CELTA
5 FORMAT(/20X*MEAN OF ERRORS ='F7.3/2CX*STANCARD DEVIATIOUN='F7.2/
12CX'ALPHA IS «GEe = *F5.3/})
[TAL=3
321 TAaU=2,
WRITE(£,333)
333 FCRMATI('1")

STOP
END

SENTRY



[BV COMMON STOCK TRADING
ON THE NEW YCRK EXCHANGE

FCRECAST MACE 1 CAYS IN
METHOD CF C AMICO

X(T+TAL) XEAT ERRCR
52300 5C6-1 ‘16-9
527.0 511.2 -15.8
523.0 51€«6 -het
52840 52Z.1 -5.9
£29.0 ¥ 525-8 -3.2
538.C 528.5 -9.5
539!0 53403 *447
541‘0 53801 —2-9
543.C £41.9 ~1l.1
541.0 54547 beT
539.0 5477 Be7
543.0 S47e4 Gady
548.0 54E.8 O«
56C.0 5E1el 1.
54840 €E4a2 6o
S5C.0 55£.1 Se
54440 55545 11,
536.0 5€4.0 18.
545.0 546.8 “a
S546.0 54G.7 3.
545.0 545.2 G
53€.¢C E4E.T 12.
53440 545.1 11.
541.0 541e1 Os
541.0 54C.8 -0
5"1.0 54C-4 =0
538.0 54C.2 2.
531.C 528.7 T4
521.0 53C.3 14.
523.0 526.0 6o
501.0 522.5 22
505.0 5167 10.
52C.0 50447 =15.3
521.0 5076 =134
811.C 50E.8 =242
504.0 SCé.9 249
507.0 5024 ~4 46
50240 €CC.8 -1.2
50540 46844 -6.b
516.0 497.2 ~18.8
50‘;00 501-0 =-8.0
50740 5CC.8 ~fe2
508.0 5016 -6l
50540 5Cl1.9 =-T.1
513.0 SCZe7 ~-10.3
515.0 50447 -10.3
52C.0 507.1 -12.9
519.0 51C.8 ~fBa2
526.0 512.5 -12.5
529.0 517.5 =115
52840 §522+2 -5.8

AT O W AN =N OWNMHNSD

FDVANCE
ACC<ERR

-1¢6.5C0
~32.731
-37.1€3
0.CCO
=3.,236
'12-7C4
=17.423
-20.3€7
-2l.470
-16.EC9
'8-665
-3-710
-2-‘;27
-1.831
42374
9.471
21.CC3
39,.C41
0.CCO
3745
T+925
20.€C9
31.750
0.C00
"0-2(:3
-0.770
1.286
9.113
23.3E4
29.353
0.CCO
10.£55
~4¢887
"18-028
-20.206
-17.3C3
-21.889
~23.123
-29.7171
0.CCO
"8-C33
-14.169
~-20550
~27+6C4
~37.E¢€3
0.CCO
~12.862
~21e125
-33.558
-45.CE6
0.CCC

MAC

7+859
8.962
8.333
Ba042
7511
TeT45
T.415
64911
6.211
6.CC9
6309
6+086
545C0
44932
5.099
54CSS
5.742
T.385
6954
6577
6259
7-018
7557
6652
5776
5.049
4.650
5.031
6165
bel34
T.791
B+260
9.078
9.631
B.758
8.0132
7583
6846
6.820
B.0325
B«035
T.848
T.688
Tehb21
T7.891
8.154
B.67T3
Bab22
9.013
9.293
B8.911

TRACK

-2-151
-3.652
-4 et 52
"5-35(:
-0.431
-1.640
-2+350
~-2+947
_3-‘157
-2.797
-1.278
-0e610
-0.532
"'0-371
D.858
1.858
3.658
5.287
6.305
0.569
1.258
2936
4.2C1
4.788
-0-035
-0.153
0.298
l-B11
3.793
4785
6650
129G
-Ce5CE
-1872
-2307
"2- 159
-2.887
=3.37%
—4.365
-6049
=1-000
"1-80‘]
"2-673
-3.622
~4.798
~5.803
-l+486
=24451
-3.728
-‘0-*‘]52
-5.712

ALPHA

O.138
0.137
0«12i
Cel1l0
0.120
0.1C9
Os113
g.120
0120
0.110
O«ll4
Q.l1ll
0.129
0.131
0.11C
0100
0.134
0.167
0.117
0.11¢
0.113
0.131
0.121
0.136
0.140
0.13H
C.124
0.123
0.155
0.1C1L
Ol b4
Da117
0.127
Qel117
0.127
0.126
U.116
01249
0.1C1
0-1‘!5
0.100
0.107
0.10C6
0103
0.11C
0.110C
0118
0.10C2
0.113
0.109
0.112

80
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72
73
T4
5
16
17
8
19
80
81
82
83
84
85
86
87
88
a9
90
91
92
93
94
95
96
97
98
99
100
101
1c2
103
104
105
106
ic?
1c8
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126

527.0
524 .0
51540
505.0
504.C
502.0
508.0
515.0
507.0
511.0
521.0
S2C .0
52440
527.C
528 .0
539.0
541.0
537.C
543.0
551.0
541.C
5470
5589.0
559.0
56C.0
55€ .0
56C.0
558.0
558.0
557.0
553.0
E54 40
555.0
S62.C
569.0
56540
59C.C
59&.0
58640
583.0
S84 .0
597.0
591.C
561.0
589.0
581.C
588.C
592.0
5970
594.C
593.0
583.C
552.C
591.0
597.0

525.2
527.3
52841
525.0
52C.3
£14.5
5(5.6
50645
51C.1
508.6
508.8
51z.8
515.4
518.3
521.5
52444
53C.2
51€.5
53E.6
542.6
£48.9
54849
55C.9
557.6
56C.8
5¢5.0
56640
56742
566.8
56741
Eeéod
56443
562.8
SE1e5
SEZe?
56648
573.8
££4.0
5924
593+2
5632
593.0
596.7
SCEl2
56845
§97.8
564.7
55404
554.8
£97.3
597.7
597.3
59245
563.5
552.9

-1.8B
3.3
13.1
16.0
1643
12.5
le6
=6.5
3.1
=24
-12.2
-Te2
“Aab
-R.T
6.5
=-14.6
-10.8
-0.5
-4 oty
-Ts4
7.9

1.9°

“Bel
~1e4
0.8
9.0
6.0
9.2
BeB
10.1
134
10.3
7.8
=0.5
=6.3
-18.2
=16+2
“=-12.0
Gelt
10.2

—

FRN=SPWNNOO OIS D

e ® = o ® & s ¥ = 8 3 & » @

o
AW WS D VNSO

FEAN OF ERRNORS
STANCARE CEVIATION= T.16

ALFHA IS

«GR e

-le821
1.4170
14.541
30.5C3
46117
CaCCO
1556
~4+540
-1.EE3
44271
16479
=230 5T
~-32.228
=40.691
C.CCC
-14.€45
-25.428
-25549
-30.329
-37.722
~29.E&1
-28(CB
-36.1C1
0.0C0O
C.EC2
S.EZT
15.872
25.058
33.546
0.CCO
13.4C6
23.118
31.473
30.9E2
24.¢€EL
6'512
=9.124
-21.115
~15.297
=-5.135
4.C48
0.C13
5.7C3
12.5¢Cs
22:441
39.2¢7
0+CCO
2.219
Ded24
3.495

B.1¢63

22446
23.6C2
26e406
22.328

= 0.223

= 0100

B.121
7.5C8
B8.190
9alt2
10.099
10.4C17
Fab43
2.067
84354
T«.660
8.234
B.1C6
Be.156
B«206
8.030
84734
8.988
8.070
T.588
T+565
7+595
T«D14
Tel46
6.537
54817
G244
6.220
6524
6.789
Tal82
T«BB4
B.164
8e145
Te«366
T«229
8.384
9494
9.831
F.455
9.533
9.498
Ba945
8.563
8.409
8.528
9.392
9.046
8.13C5
7.539
64994
52711
T«560
6.T44
6+183
5.920

-0.224
0.196
1.775
3.329
44632
5.496
Q.165

=0545

~0e224%

-0.558

-2.001

~2.918

-3.953

~4.9813

-5.898

-16177

-2.B29

-3.216

-3.997

-4.98B7

~3.932

~3.993
~-5.052

-5.733
0.138

le574

24552
3.B4T
5.CCC
6154
1.700
24895
3.B64
44206
Jetly
Ca177
-1.024
-2.209
~1.€18
-0.539
0.426
C.CCl1
0«666
1.535
2.632
44181
5.079
C.2B6&
0.030
0.500
1.216
2969
3544
4a271
3.772

81

0.127
0.122
0.125
0.132
0.128
0.107%
0.128
0s112
0.122
D.126
0.121
0.105
0.102
0.102
0.106
0.124
0.108
0.131
D118
C.1lCl1
C.101
0+123
0.1086
0.126
0133
0.121
0.10¢
O.114
Cell2
0.116
0.127

0111

0.102
0.129
C.106
Celal
0.135
0.110
0.111
0.102
0.1C1
0.117
0.113
0105
0104
C.128
0.111
D.125
O.128
D.122
0.112
0.134
0.132
0.125
0.113

L 3

L 3
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T

21
22
23
26
25
26
27
28
29
30
1]
32
13
34
35
36
37
L
19
40
41
42
43
44
45
46
47
48
49
50
st
52
53
54
55
56
57
58
59
60
61
62
63
64
65
ab
67
6R
69
70
n

IBF COVMON STOCK TRADING
ON THE MEW YCRK EXCHANGE

FCRECAST MACE

METHOD

X{T+TAL)

523.0
52840
529.0
53840
539.0C
54140
543.0
541.0
535.0
54340
548.0
55C .0
548.0
55C 0
544 .0
536.0
545.0
54440
545.0
53640
53440
54140
541.0
541.0
538.0
531.0
521.0
522.0
50140
505.0
52C.0
521.0
511.0
504.0
5CT-C
502.0
5C5.0
51¢.C
509.0
507.0
508.0
509.0
513.0
515.C
52C.0
519.0
52¢.0
529.0
528 .0
527.0
52440

XFAT

5C6.1
512.2
52z.1
526.1
528.9
522.5
537.7
542.1
54744
55344
552.2
562.9
554.7
558.0
5EE.S
556,13
SEZe8
561.1
55246
551.4
551.2
55C.4
545.9
54147
541.0
54Ca2
536.8
53t.8

21,4
gzs.q
517.3
5Ct.3
497.7
5C2.0
SCh.l
455.3
45443
4628
45z.8
485.2
460
497.1
458.1
4SE.B
455.8
5C2a4
5CE.6
S1C.2
51245
518.8
522,86

3 CAYS IN
CF C #MICO

ERRCR

-16.9
=15.8
-6.9
=11.9
=10.1
-85
“5-3
l.1
Be&
104
Ga2
249
6.7
8.0
14.5
23.3
174
15.1
Tab
15.4
17.2
G4
4.9
0.7
3.0
a2
18.8
15.8
324
20.9
=27
-14.7
-13.3
-2.0
-2.9
-2.7
-10.7
-23.2
-16.2
-17.8
-12.0
=11.9
“14.9
=162
~20.2
~l6.56
=204
-18.8
=145
-8.2
~0a4

 DVANCE
ACC.ERR

~1&.5C0
~32.7C0
-35.€23
0.CCO
-10«144
-1B.t€2
=23.5171
=22.5C3
=l4+4179
~4.C42
0<1£&3
3.036
. 9e7E8
17.816
32.331
C.CCO
17.423
32.524
4C.CES
55443
0.CCO
94448
14.3¢€3
15.055
18.C58
27204
46.151
0.CCO
32.424
53.2486
50.£07
35.552
22.€C3
20.£35
17.751
15.C€1
44325
~18.520
~35.C179
-52-8&6
0.CCO
-11.510
-26+B23
-43.033
-63.255
0.CCO
-20.417
~-39.229
=53.€63
-6l.£51
C.CCO

MAD

T.859
8.957
B.679
9.029
9.153
9.087
8.7C1
T.840
Te916
Ba1l75
TaT4hl
Ta176
Te«122
Te217
T.975
9.951
11145
11.467
11.201
11.6¢€6
12.282
11.956
11.166
9.345
3.018
9.048
10.037
10.787
13.402
14594
13.118
13.3148
13.322
12.185
11.017
9.945
10047
11407
12.052
12.718
12634
12.561
12.800
13.160
13.924
14.234
14.A92
15.236
15.241
14524
12.917

TRACK

'21151
-3.651
=4.565
-5.704
-1.1018
=-2:0%54
~2.755
=-2.921
-1.829
=Ca494
0.021
0423
1.371
2+469
4.054
5.595
l.564
2.788
3.579
4.752
5.912
0.790
1.282
1.514
2.002
3.018
4.598
5745
2+419
3.655
3.858
2.699
1.697
1.693
1611
1.514
C.430
-1.659
-2.911
=4.157
=5.134
=C.948
-2.096
-3.270
=-4.541
-5.601
-1.371
-2.558
~3.523
4,261
=4.0826

82

ALPHA

0.128
0.137
0.109
C.l12
0.1C4
0.102
0.113
0.120
0.103
0.110
0.116
O.l22
0.102
0.1C4
0.129
0.180
0.132
0.1113
D.132
0.112
0.115
0.1038
0.119
0.134
0.128
0.101
g.13C
0.121
0.159
0.125
0.130
0.1C5
0.1C0
0.126
0.129
0«12
0.1C3
0.136
0.116
0.116
0.102
0.102
0.106
0.108
Nall16
0.107
0.113
0.109
0.l102
O.114
0.133

CONT

-

-+

-



12
73
14
15
16
17
18
19
B8O
81
g2
¢3
B4
BS
86
87
as
a9
90
91
92
93
94
95
9b
97
98
99
1Cc0
1Cl
1c?
1c3
1C4
1c5
1C6
107
1C8
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126

E15.0
505.0
5C4.C
502.0
508.0
5180
507.0
511.C
5210
52C .0
524.0
£27.0
528.0
539.0
541.0
537.0
543.0
551.0
541.0
547.C
559.0
559.0
56C.C
55& .0
54C.0
558.0
5%5B8.0
557.0
§53.0
55440
555.0
562.0
56G.C
5A5.0
59C.0
55640
5B&.0
583 .0
584.0
597.0
591.0
591.0C
$89.0
5R1.0
5B8.0
592.0
597.0
594.0
593.C
583.0
592.0
551.0
597.0
597.0
565.¢

527.9
531.7
53C.3
521:4
521.3
5l4et
5C9.3
507.0
E(5.2
€E07.1
507.9
51119
£1£.0
51849
522+7
527.1
534.3
54Ce3
£432,.4
£47.1
E€ta2
557 ¢%
565.1
EEE.E
ET1.7
E72.6
E72.5
5T4.5
573.5
572+9

" 571.3

567.1
56444
563.1
5647
565.4
5eC.8
55C.5
56544
€CC.0
55€.0
55541
ecr.t
602.2
6C2.8
€Cz.6
597.0
596.1
55747
6CC.2
555.8
565.1
55440
59248
551.1

12.9
227
263
2544
13.3
=06
2+3
=4 .0
=11.8
=12.9
-16.1
-15.1
‘IEIC
=20.1
-1B.3
-9.9
-8.7
=10.7
2e4
0.1
~2.8
=16
=0.9
1046
11.7
l4.6
14:.5
17.5
20e5
18.9
163
5.1
=4 b
21.9
=25.3
266
=52
Te5
15+4
3.0
7.0
Bal
1441
22,2
14.8
10.6
0.0
241
Lol
17.2
Ted
8.1
=-3.0
=3.2
-549

12923
354£45
61548
C«CCO
13.311
12.7C3
15.C46
11.£233
~0e72%
-13.567
~294£43
-44,712
~657a.¢58
0.CCO
‘18-328
-28.1%2
-3645C0
~4Te€E12
~454254
-45.135
Cc.CCO
~1.573
-2:463
Bal123
19.855
34,525
49.0z2
0.CC0
20.520
39.429
55.1€S
D.CCO
-4.E16
-2t.561
-51.822
-18.318
0.CCQ
Tet13
22855
25.817
32.827
40.973
55.117
0.CLO
14.822
25.A47
25.419
2T+.EC4
32.2¢4
49.4556
0.CCO
84139
5.115
1.6C2
-4.Cl3

MEAN OF ERRNRS =  0.639
STANDARL CEVIATTUN= 13467

ALFHA

IS «GEs

= 0.1C0

12.918
13.898
15.4C1
164691
14591
12.986
11792
11.788
11.896
12.323
12.626
12.6L5
13.416
13.990
13.527
12.997
12.742
11.642
10.191
9.180
B.193
T.227
T.688
Balé4
B.924
9624
10.584
11.748
12.781
13.216
12329
11.403
12. 4665
14.335
15.977
14,565
13.668
13.871
12.732
12.020
11.567
11.854
124958
13.192
12.922
11.554
10.311
2.564
10.453
10.151
9.930
9.195
B.464
Bel4B

1.000
256%
4.022
5.232
Q.818
0871
l.1%9
0.936
~0.062
=le142
=2.406
=-3.541
-4 .556
-5.B800
=1+310
-2.084
-2.839
=3,737
-3.887
-4 +429
-54225
~0a192
-0.341
1.063
24437

3869

5.094
b.286
1.732
3.086
4221
44342
=0.40%
=2.092
=-3+615
~4+906
=-5.737
CeS547
l-648
2.028
2+732
3.542
4650
54961
lel23
1.969
2.2C5
286177
3.374
4.713
5640
0.820
0.556
0.225
~0.492

83

0.1cC0
0.121
0.129
Cel23
0.1C7
0.131
G+133
Da.128
Gel00
0.103
g.110
Q107
0.101
0117
Dell2
0.11C
0.112
D«1CH
Del26
0a.137
O.130
0.132
Q.135
C.118
Oell7
Cal26
Q.122
0.127
0132
0122
0.110

"0.120

D123
Cs131
0.134
Q.1131
Ge127
0.118
0«1G4
0.12%
0.117
0.111
0107
0.126
0.109
0.106
0.132
Q.13%2
0.122
0.127
0.11C
0.107
0.122
0124
O.111

-
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38
19

40
41

OO0 OO0

85

V. ALVARADO.

# &k & & % % & & & & K & X K K & %k &
DDUBLE EXPOVENTIAL SMODTHING.

FEED SALES DATA
MODEL LINEAR = XIT) = A + BeT
BROWNS METHID.
FEED DATA.

£ 0% %k &£ & & & & & € & & & € ¥ £ & &

DIMENSION X{10D)

REAL MAD

DATA ASTER/'&9/,BLANK/® */
READ IN DATA.

N=86

NN=36

READ(S: 11 {X(IY,I=1,\)

FORMAT{20XsFbe3)

INITIALIZE
ACC=0.
SUM=0e.
DO 3 I=14NN

SUM=SUM+X( 1)
ACC=ACCHXLTI®EX{ 1)
STD=SQRT({ACC-SUMESUM/NN)/ {NN=14))
XMAD=STD#2 e %S03T{1/(341616%149))
ALPHA=0.1
BETA=1.~ALPHA
TAU=1
ITAU=1
ST1=SUM/NN
§T2=5T1
AHAT=ST1
BHAT=0.
MAD=XMAD _
PRINT JUT HFADINGe
WRITE(6,32)ALP4A, ITHU

32 FORMAT(*1%//20K'ALPHA ='F5.2/20X"FORECASTED MADE']3

1*WEEKS IN ADVANCE'///3X*T'BX'AHAT*EX*BHAT 6X
ZUX(TH+I)*8X " XHAT * TX*ERRDR'" X' MAD* 5X* SUMERR' TX ' TRALCK® )
ACCERR=0.
SACCER=0,
XN=0,
CHECK=BLANK
ICONT=0
SUMERR=0.
MAKE FIRECASTINGs
NN1=NN+1
Nl=N-ITAU
FACT=ALPHA/RBETA
DO 100 I=NN1.N1
XN=XN+1.
FORECAST TAY PERIODS ‘AHEAD.
XHAT=AHAT+DHAT&TAU
SMODTH STATYISTICS.
ST1l=ALPHA®X(T)+BETA®ST]
ST2=ALPHA®STLI+3ETA®CT2
DETERMINE CNEFFICIENTS.
AHAT=2.%571-5T2
BHAT=FACT#(STL-ST2)



42
43
44
45

46

47
48

49
50
51

53
54
55

57
58
59

60
61

62
63
64
65
66
67

300

310

C
100
1
101
c

33

$ENTRY

86

DETERMINE EPRORe.
ERROR=X(I+ITAU-1)-XHAT
ACCERR=ACCERR4ERRDR
SACCER=SATCER+ZRROR¥ERROR
SUMERR=SUMERR+ERRDR

DETERMINE MAD
MAD=ALPHA*ABS(ERRORI+BETA*MAD

DETFRMINE TRACKING SIGNAL.
TRAC =SUMERR/MAD
TRACK=ABS(TRAC)

IF SYSTEM IS DUT OF CONTROL TWICE IN

SJCCESSTION * RESET SUM ERR.
IF(ICONT«EQel«AND«TPACK.GE«4+)GO TO 300
IF(TRACKGT.4)50 TO 310
CHECK=BLANK
ICDNT=O-
GO TD 100
SUMERR=0,
CHECK=ASTER
1CONT=0
50 TO 100
CHECK=ASTER
ICONT=1

PRINT OUT RESULTS.
WRITE(6,101)] 4 AHAT,PHATy X{I+ITAU-1) ¢ XHATyERROR,MAD,SUMERR, TRAC,
ALPHA,CHECK *r &. :
FORMAT(1449F123%2A1)

CALCULATE MEAN AND STANDARD DEVIATION.
EMEAN=ACCERR/ XN
STDEV=SQRT{ (SAZCER-ACCERR*ACCERR/XNY/(XN=1e1)
WRITE({6+33)EMEAN,STCLEY
FORMAT(//20X"MEAN OF ERRDRS=t'F1l0.3/20X'STANDARD DEVIATION=°F T7.3)
STOP
END
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gQt1*0
cati=0
GOoT-0
co1-0
cot-o
col*c
cat-o
cot=0
catr-aq
cotl-o
CCI-0
QoT1-0
aat-o
CcCi=0
cC1-0
cci-o
aoiso
#0010
Col=0
col=0
0cl=0
[+108 Q1]
cot1=0
sCCT1°0
#C0T*0
cci=0
co1-0
cotl-0
cat*oQ
cL1s0
¢Cc1+0
gol-a
co1*0
s0CT~0
2001°0
cCcio
QCT*0
CotT-0
Cé1*0
CCI*0
goT1=0
cot*0
CC1+0
0QT-C
#CC1°0
#*CCT1*0Q
Go1=0
cGI*Q
[+1+) &4 ¢]
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Zeg"1-
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021°c0E
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0gZ2ezBE
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02e*1
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069°1
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1LE*0
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0Ze=Q
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2160
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32 FDRMAT('1*//20X*ALPHA IS RESTRICTED 717 BE

V.ALVARADD.

ok % & &k k & & & ¥ K % K % £ & & &
DOUBLE EXPNNENTIAL SMOOTHING.

FEED SALES DATA

MODEL LINEPR 3 X{T) = A + B#%T

FLOATING ALPHA METHOD.

o od & & £ ok & & & & &k & & &k & &k & &

DIMENSIDN X(103)
REAL MAD,INDEX
DATA ASTER/'#V/,BLANK/® '/

- N=Bbé

NN=36

AEAD IN DATA.
READIS13{X1I), I=1,W)
FORMAT(20X,F6s3)

DETEIMINE INITIAL CONDITIONS.

SUM=0.
ACC=0.
INDEX=60+
GAMMA=0.3
DELTA=0.05
DO 3 I=1l,4N
SUM=SUM+X{ 1)
ACC=ACC+XI 1Y %X( ) .
STD=SQRT((ALC-SUMESUM/NMNI/{NN=-L.3
XMAD=STD%2%SQXT[1e/(31416%]1:9))
TAU=1.
ITAU=1

PRINT OUT HEADING.
WRITE(6,32)DELTA,ITAY

88

«GE«'F5.2/20X* ITAU="13//

13X VT 38X,y "AHAT ! G BX, "BHATT g6 X " X(T+I)? 8%, "XHAT® , TXy *ERROR " 45X,

2HMAD" 95X "SUMWERRY s 7TX4 "TRACK "y TX, "ALPHA'")

NNI=NN+1
Nl=N-ITAU
INTTIAL COMDIVIONS.
ST1=SUM/NN
$72=5T1
AHAT=ST1
BHAT=0»
MAD=XMAD
ACCERR=0+
SACCER=0.
SUMERR=0.
ICONT=0
CHECK=BLANK
KN=Q0.
ALPHA=«1
BETA=1.-ALPHA
MAKE THE FORECASTING.
DO 100 I=NN1,N1
XN=XN+1l.
FAZT=ALPHA/RETA
FDREZAST THU PERTIODS AHEAD.
XHAT=AHAT¢BHAT®TAU
SMNNTH STATISTITICS.
STL=ALPHA®X(I)¢RFTAXSTL
ST2=ALPHA¥* STL¢BETA®ST2



43
44

45

&7
48

49

50
51

53
64

65
66
67

68

69

70
TL
T2
73

T4
75
76
77

OO

300

310

o000

320

DETERMINE COEFFICIENTS.
AHAT=2,%5T1-5T2
BHAT=FACT®*(ST1-ST2)

DETERMINE FRROR AND SAVE ITS STATISTICS.
ERROR=X(141TAU~1) -X¥HAT
ACCERR=ACZERR+IRRDOR
SACCER=SACCER+EZRROR*ERROR
SUMERR=SUMERR+ERROR

DETERMINE MEAN ABSOLUTE DEVIATION.
MAD=ALPHA*ABS (ERRORY+BETA*MAD

DETERYINE TRACKING SIGNAL AND MONITOR SYSTEM.
TRAC =SUMERR/MAD
TRACK=ABS(TRAD)

¥ CHECK IF PROGRAM IS UNDER CONTROL.
IF SYSTEM 15 OUT OF CONTRDL TWICE IN
SUCCESSION ¢ RESET ACCUMULATE ERROR.

IF(ICONT«EQel«ANDeTRACK2GE«4+)G0 TO 300
IF(TRACK«GTe442GN TN 310
CHECK=BLANK
ICDONT=0
GO TO 320
SUMERR=0.
CHECK=ASTER
ICONT=0
50 TO 320
CHECK=ASTER <
ICONT =1 :
CHECK FOR FRROR LESS THAN ITS LOWER LIMIT
IF Y=S, KEEP THE VALUE OF ALPHA.
IF NOT, CHENGE ALPHA.
DIV=ABS(ERROR) ’
IFIDIV.LE. INDEX)GO TD 100

CHANGZ ALPHA.
DERROR={DIV-INDEX)/DPIV
ALPHA=(GAMMA-DZLTA)*NERROR +DELTA
BETA=1.-ALPHA

PRINT DUT PESULTS.

89

100 WRITE(6,101) L AHAT,PHAT,, XII+ITAU-1) ¢ XHAT,ERRORyMADySUMERR, TRAC,

1
101

33
1

333

$ENTRY

ALPHA,CHECK
FORMAT(I4,9F12«3,2AY)

DETERMINE MEAN & STANDARD DEVIATION DF ERRORS.

PRINT THEM DUT.
EMEAN=ACCERR/XN
STDEV=SQRT{(SAZCER-ACCERR®*ACCERR /XHN)/(XN-1s1})
WRITE(6433)EMEAN,STLEV
FORMAT(//420%,"MEAN OF ERRORS=°,F1l0:3,/,
20X *STANDARD DJDEVIAVION='FT.3)
WRITE(6+333)
FORMAT('1")
STOP
END
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32 FORMAT(*1'//20X*ALPHA 1S RESTRICTED TD BE

V<ALVARADO.

ok K & & & & % & £ & & &k & & & X &
DOURLE EXPOVENTIAL SMOOTHING.
FEED SALES DATA
MIDEL LINEAR X(T) = A + B * T
DYAMICI*S MFTHOD.
ok & & k£ & & k &k K K & & % & K &
DIMENSION X(100) ‘
REAL MAD
DATA ASTER/"®9/7 ,BLANK/Y v/
N=86
NN=36
READ IN DATA.
READIS, 1M (X(1Y,I=1,4D
FORMAT(20X4F643)

INITIALIZE LOW AND HIGH VALUES OF SMOOTHING
DELTA=0.1
GCAMMA=0.4
DETERMINE INITIAL CONDITIONS.
SUM=0.
ACC=0.
DO 2 I=1,NN

SUM=SUM+X( 1)
ACC=ACC+X( 1) =X(T)
STD=SQRT({ACC=SUMESUM/NNI/ (NN=1+11}
XMAD=5TD*2%S50Q03T(Lle/(31416%1.9))
FIX TIME AHFAD TO FORECAST.
TAU=1.
[TAU=1
PRINT 0OUT HEADING.
WRITE(6,32)10ELTA,ITAU

CONSTANT .

91

sGEL'FS5.2/20X'ITAU="13//

13Xy ' TP 4BXy ' AHAT ' yBX o "BHAT® y 6Xo "X{T+1)" 4BXo "XHAT®  TXy "ERRDR ", 9K,

2YMADT 35Xy PSUMCERRY, TX s *TRACK®y TX, "ALPHA®)
FIX INITIAL VALUES.
ALPHA=0.1
BETA=1.-ALPHA
ACCERR=0.
SALERR=0.
XN=0+
MAD=XMAD
CHECK=BLANK
1CONT=0
SUMERR=0«
ST1=SUM/NN
§ST2=S5T1
AHAT=ST1
BHAT=0.
FORECAST X TAU PERIODS OF TIME AHEAD.
NN1=NN+1 .
N1=N-1TAU
DO 100 I=NN1,VN1
XN=XN+1.
FORECASY NEXT PIECE OF INFORMATION.
XHAT=AHAT+BHAT&«TAU
SMODTH STATTISTICS.
STl=ALPHA&X [[)¢RETA*STL
ST2=ALPHA®STL+3IETA%CT2



&1

43
b4
45
46
47
48

43
50

92

C DETERMINE CPEFFICIENTS
AHAT=2.%ST1~-ST2
BHAT=(ALPHA/BETA) #{ST1-ST2)

C DETERMINE FPRECAST ERROR.
ERROR=X{T+ITAU-11=-XHAT
c SAVE ERRORS STATISTICS.

ACCERR=ACCERR+ZRROR
SACERR=SACERR+ZRROR%*ERROR
SUMERR=SUMERR+ERROR

£ . SAVE MZAN APSOLUTE DEVIATION.
SMAD=MAD

C DETERMINE NFW MEAN ABSOLUTE DEVIATION.
MAD=ALPHA*ARS (ERROR)+BETA*MAD -

c DETERMINE TRACKING SIGNAL.

TRAC =SUMERR/MAD
TRACK=ABS(TRACY |
MIONITDRIN BFHAVIOR OF FORECASTING SYSTEM.
IF SYSTEM If DUT OF CONTROL TWICE IN
SUCCESSINN : RESET SUM OF ERRIRS.
IF{ICONTEQs1eANDsTRACKaGE«4+YG0 TO 300
IF(TRACK.GT«4%4.)GN T 310
CHECK=BLANK
ICONT=0
GO TO 320
300 SUMERR=0s
CHECK=ASTER
ICINT=0
GO YO 320
310 CHECK=ASTER
ICONT=1
320 DIV=5MAD '
C CHANGE VALUFf DF ALPHA BY D®*AMICOS'METHOD.
IF(SMAD.LT«MADIDIV=MAD
DMAD=ABS( (SMAD-MAD) /DIV)
ALPHA=(GAMMA-DELTA)*DMAD+DELTA
BETA=1.-ALPHA :
c PRINT JUT RFSULTS.
100 WRITE(G4101)T,AHAT yPHAT ¢ X(TI+ITAU-1) ¢ XHATHERRORy MADy SUMERRyTRAL,
1ALPHA,CHECK
101 FORMAT(14,9F12.3,2A1)
C DETERMINE AVMD PRINT OUT STATISTICS OF ERRORSe.
EMEAN=ACCERR/XN
STDEV=SORT( (SACERR-ACCERR*ACCERR/XN)/[XN-14))
WRITE(6,102)EMZAN,STDEV,DELTA
102 FORMAT(//20X"MEAN OF ERRIRS=*Fl0.3/20X*STANDARD DEVIATION='F15.3//
120%X'LOW VALUE JF ALPHA ='Fé6.2//7/)
STOP
END

OO0

$ENTRY
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V- ALVARADC.
CIMENSION X(2C0}
REAL WMAD
SINGLE EXPCMENTIAL SFCCTHING.
FEEC CATA.
N=86
ANh=36
REACIE 2V (X(I)yI=1,%)
FCRMATI20X s F£e3)
TAU=1.
ITAL=]
WRITE(E+99)ITAU
FCRNAT{Y1",// /4 LOX4"FEEDC CATA'3/+1CX,"FORECASTING MADE",
113," CAYS IN ADVARCE' 3 //7,12Xs"] X(I+I1TAL)',6X,*XFAT?Y,
25Xy "ERFORY 33X, "ACCFRRY//)
SULM=Ce.
ACC=C.
INDEX=¢€0.
GAMMA=C.3
CELTA=(.C5
06 Y I=14NN
SUM=SLKAX({])
ACC=ACCHXIT»%®X(1)
STD=SCRT((ACC-SUMESUM/ANY/ (AR=1.1))
XMAC=STC¥2.%SC0RT(le/{3el41lE%*26G))
NhN1=hA+]
N1=N=1TAU
ACCEREK=0.
SACERR=0.
XHAT=SLVF/NN
MAD=XVMAD
ALPFA=C.1
BETA=C.9
Xh=Cos
CC 1CC I=NN14N1
Xh=Xh4le.
ERRCR=X{I+ITAUY-XHAT
DIV=ABS[ERRCR)
ACCERR=ACCERR+ERROR
SACERF=SACERR+ERRCR*ERROR
XHAT=ALPHA®X({[)+BETFEXRAT
IF(CIV.LF.INCEX)CO TO 1CO
CERRCE=(CIV-INDEX)/CIV
ALPHA={GAMNMA-CELTA)*CECRRCR+[ELTA
BETA=1.-ALPHA
WRITE(E,101)T X (I+1TAL),XHAT,ERRCR,ACCERR
FCRMAT{10X, 14,4F10.2)
EMEAN=ACCERR /XN
STCEV=SORT((SACERR=ACCERR#ACCERR/XN)I/IXN=-10))
WRITE(E,36)ENTAN,STIEY
FCRMAT(//420X,"MEAN OF CRRCRS=1',F10e3,/,
120X, *STANDARD DEVIATICAN='"4FTe24/ 320X,
3'SINCLE EXPONENTIAL SMOOTHINCG®)
WRITE(E,233)
FCRMAT(*1%)
stTap
END

Y



FEEC DATA
FCRECASTING VMADE
I X(I+1TAL)
37 34C.1¢€0
38 383.580
36 4784120
40 4784120
41  303.120
42 4414360
43 405.7€C
44 375.C40
45 3564760
46 352.(€0
47  346.C80
48 42C.€40
49  "325.2(0
50  320.2(0
€1 318.520
52 44€4C40
53 3654480
£4  2%63.€80
£5 4074240
56 292,550
57 4134120
€8 3764640
59 404.ZEC
60 427.6C0
€l 4424640
62 567.2€0
63 3784120
64  313.280
€5 32C.ECO
€6 288.£80
€7 295.7€0
€8 35C.S€C
89 297.4(0
70 368.5¢0
71 491.720
72 4224520
73 327.520
T4 433.5¢0
15 506440
16 405,260
T 4724600
78 244.520
19 451.840
B0 385,560
£l 461.4€(0
82 501.C40
83 501.C40
84  405.120
85  58C.€40

MEAN OF ERRORS=

1 DAYS IN AOVANCE

XHAT

326.581
327939
223.5C3
362.444
385.148
369.C48
3E3.241
387661
385.568
360.225
374905
369247
379.334
368.708
359.207
351.221
363287
364.074
379.C73
223.315
384.922
3R9. 168
387.281
389.841
395. 526
4C2.621
437.6738
4244980
404943
391.815
374238
362.949
2ELl. 167
356.629
357.478
382.8244
385.681
381.592
385.271
4C6+4945
4C6. 660
411377
4C7«585
4106110
4CB. G40
§11.G¢€3
424175
4344251
430.451

ERRCR

240545
564955
15C.181
l44.6117
-59I323
56212
26.712
-4.201
-30.901
-32-885
'34.155
45.735
—44.C417
‘590034
~50.188
86.8312
18.25%
100.3913
43.16¢
14.911
29.805
-B.+282
15.112
40.21%
52796
171.754
=-24.501
-124.35¢
-1C4.+1B6C
-116.CE2
-96.05¢
-23.678
-65.55(
T«393
135.091
65.442
—54.92‘1
47.+879
124448
20.09C
65.65¢
-61e74C
40463
=17.625
51.49C
G2.CEL
89.C77
-19.055
l4a6.34¢

194255

STANDARD DEVIATICN=  72.E5
SINGLE EXPONENTTYAL SMCOTEING

ACC.ERR

24549

B1.948
232.129
37€.746
317423
373.635
41C.347
406146
375.246
342.258
308.203
353.538
3C5.890
25C.£56
2C0.£68
287.5C1
IC5.7€0
4064154
449,319
464.236
494.C041
485.759
SCC.E8T71
5414190
593.590
T65.743
141.242
616885
$12.704
36E.€41
3C0.585
276.908
211.258
218.751
353.842
419.284
364.360
412239
536.€87
SEE.177
622.4322
560.¢52
6Cl«156
583.530
635.021
727.1C0
B16.178
797.123
943.472
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33

35
36
37

38
39

&0
41

42
43

AW

VeALVARADD.

DDUBLE SPONFNTIAL SMOODTHING.
DATA : FEED SALES (MONTHLY).
MIDEL LINEAR  X(T) = A + B%T
METHOD : CHANGE ALPHA.
DIMENSION X(1D02),Y(100),SUM(100)
REAL MAD, INDEX
DATA ASTER/'*v/,BLAVK/® */
READ IN DATA.
READ(S5410(Y(1),I=1,P8)
FORMAT (20X, Fb6.3) .
BUILT IN FOUR WEEKS DATA.
DO 2 I=14B4,4
SUMIT)=0.
DO 3 J=1,4
SUMIT)I=SUMITII+Y(I+J-1)
CONTINUE
DO 4 I=1,21
K=4%*]-3
X{1)=SUM{K)
INITIALIZE.
Thu=1-
ITAU=1
DELTA=0.
INDEX=200¢
DU 5 IMON=1,2
GAMMA=0.5
DELTA=DELTA+0.1
INITVIAL CONDITIODNS.
ST1=X(1}
ST2=5T1
AHAT=S5T]
BHAT=0.
MAD=0.
ACCERR=0.
SACERR=0.
XN=0.
ALPHA=0.1
BETA=1-ALPHA
PRINY JUT HFADING
WRITE(6,321DELTA

32 FORMATI(*1*//20X'ALPHA IS RESTRICTZD T2 BE «GE«*F5.2///

1 3V TO8X " AHAT'SX'BHATPEX " XIT+[)"BA*XHATYTX'ERRDR'9X
2'MADYSXTSUMERXVTXITRACK* TX'ALPHA"Y)
MAKE THE FORECAST.
DO 100 [=2,21
XN=XN+1.
CHECK=BLANK
FACT=ALPHA/BFETA
XHAT=AHAT+BHAT*TAU
SMDOTH STATTISTILS.
STI=ALPHA% X(I1)+BETF*ST1
ST2=ALPHA%¥ST]1 +3ETA%CT?2
DETERMINE CREFFICIENTS.
AHAT=2.%S5T1-ST2
BHAT=FACT*(ST1=-5T2)
DETERMINE EPROR & ITS STATISTICS.
ERIOR=X(1+ITAU-1)=XHAT
DIV=ABS(ERROR)
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ACCERR=ACCZERR+ZRROR
SACERR=SAZERR+ERROR*ERROR

c DETERMINE MFAN ABSOLUTE DEVIATION.
MAD=ALPHA®ABS (ERRNRY +BETA*MAD
C DETERMINE TRACKING SIGNAL.

TRACK=ACCERR/MAD
IF(ABSIACCERR)«GT o4« #*MADICHECK=ASTER

c CHANGE ALPHA. :
IF{DIV.LE+INDEX)GD YO 100
DERROR=(DIV=INDEX)/LIV
ALPHA=(GAMMA=DZLTA) *DERRDR+DELTA
BETA=1+-ALPHA

c PRINT JJT RFSULTS.

100 WRITE{6,:101) [, AHAT ,PHATyX(T+ITAU=1) ¢+ XHAT+ERROR,
1MAD,ACCERR, TRAZK, ALPHA,CHECLK
101 FORMAT{I4,9F12.3,2A1) )

c DETERMINE MFAN & STANDARD DEVIATION.
EMEAN=ACCZRR/XN
STDEV=SQRT{{SAZERR-ACCERR*ACCERR/XNI/{XN-14))
WRITE(6433)EMEAN,STPEV

33 FORMATI//20X*MZAN OF ERRORS='F10.3/20X
1*STANDARD DEVIATIDN="FT«3)

5 CONTINUE )
STOP
END

$ENTRY
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A forecasting system is a device by which estimation of future
values of a specific process can be determined with some statistical
accuracy by using objective computations.

Exponential smoothing is one of the known technniques to forecast
time series. |t is used to forecast future values within short range
intervals, The main advantage of this procedure consists of its
relative low cost if computer facilities are used. This low cost
makes it possible for exponential smoothing to be widely used to
forecast systems in which many time series must be forecasted frequently,

Robert Goodel Brown developed a basic exponential smoothing method
to forecast time series; after being published this became a standard
reference for almost all the papers written about this particular subject,
Brown's Method has the disadvantage in that it requires forecaster inter-
vention to modify the system when changes in the process are detlected in
order to set a proper value of the parameter that rules the forecasting
system. As a product of the research done for this thesis a modified
method in which the smoothing constant (the parameter of the system) is
changed, when necessary, automatically within the computer program is
proposed.

In the modified method, called Floating Alpha Method, the fore-
casting system is analyzed with each new observation, then if a change
in the pattern of the time series is detected the smoothing constant is
changed accordingly with the magnitude of the detected change; if no

change is observed, the smoothing constant retains its previous value.



All these operations are computer programmed and consequently any
forecaster intervention is avoided.

While testing the modified method we obtained a faster response to
changes in the time series along with comparable and perhaps greater
accuracy in the forecasts than the ones obtained by using Brown's
Method.

This method was applied to forecast sales of feedstuffs on a

weekly and monthly basis.



