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Abstract

Many physical and engineered systems (e.g., smart grid, transportation and biomedical

systems) are increasingly being monitored and controlled over a communication network.

These systems where sensing, communication, computation and real time control are closely

integrated are referred to as cyber physical systems (CPS). Cyber physical systems present

a plethora of challenges related to their design, analysis, optimization and control. In this

dissertation, we present some fundamental methodologies to analyze the optimization of

physical systems over a communication network. Specifically, we consider a medium voltage

DC shipboard smart grid (SSG) reconfiguration problem as a test case to demonstrate our

approach.

The main goal of SSG reconfiguration is to change the topology of the physical power

system by switching circuit breakers, switches, and other devices in the system in order

to route power effectively to loads especially in the event of faults/failures. A majority of

the prior work has focused on centralized approaches to optimize the switch configuration

to maximize specific objectives. These methods are prohibitively complex and not suited

for agile reconfiguration in mission critical situations. Decentralized solutions proposed do

reduce complexity and implementation time at the cost of optimality. Unfortunately, none

of the prior efforts in this arena address the cyber physical aspects of an SSG. This disser-

tation aims to bridge this gap by proposing a suite of methods to analyze both centralized

and decentralized SSG reconfigurations that incorporate the effect of the underlying cyber

infrastructure.

The SSG reconfiguration problem is a mixed integer non convex optimization problem for

which branch and bound based solutions have been proposed earlier. Here, optimal reconfig-

uration strategies prioritize the power delivered to vital loads over semi-vital and non vital



loads. In this work, we propose a convex approximation to the original non convex problem

that significantly reduces complexity of the SSG reconfiguration. Tradeoff between power

delivered and number of switching operations after reconfiguration is discussed at steady

state. Second, the distribution of end-to-end delay associated with fault diagnosis and re-

configuration in SSG is investigated from a cyber-physical system perspective. Specifically,

a cross-layer total (end-to-end) delay analysis framework is introduced for SSG reconfigura-

tion. The proposed framework stochastically models the heterogeneity of actions of various

sub-systems viz., the reconfiguration of power systems, generation of fault information by

sensor nodes associated to the power system, processing actions at control center to resolve

fault locations and reconfiguration, and information flow through communication network

to:(1) analyze the distribution of total delay in SSG reconfiguration after the occurrence of

faults; and (2) propose design options for real-time reconfiguration solutions for shipboard

CPS, that meet total delay requirements.

Finally, the dissertation focuses on the quality of SSG reconfiguration solution with in-

complete knowledge of the overall system state, and communication costs that may affect

the quality (optimality) of the resulting reconfiguration. A dual decomposition based decen-

tralized optimization in which the shipboard system is decomposed into multiple separable

subsystems with agents is proposed. Specifically, agents monitoring each subsystem solve

a local concave dual function of the original objective while neighboring agents share in-

formation over a communication network to obtain a global solution. The convergence of

the proposed approach under varying network delays and quantization noise is analyzed

and comparisons with centralized approaches are presented. Results demonstrate the effec-

tiveness as well as tradeoffs involved in centralized and decentralized SSG reconfiguration

approaches.
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Abstract

Many physical and engineered systems (e.g., smart grid, transportation and biomedical

systems) are increasingly being monitored and controlled over a communication network.

These systems where sensing, communication, computation and real time control are closely

integrated are referred to as cyber physical systems (CPS). Cyber physical systems present

a plethora of challenges related to their design, analysis, optimization and control. In this

dissertation, we present some fundamental methodologies to analyze the optimization of

physical systems over a communication network. Specifically, we consider a medium voltage

DC shipboard smart grid (SSG) reconfiguration problem as a test case to demonstrate our

approach.

The main goal of SSG reconfiguration is to change the topology of the physical power

system by switching circuit breakers, switches, and other devices in the system in order

to route power effectively to loads especially in the event of faults/failures. A majority of

the prior work has focused on centralized approaches to optimize the switch configuration

to maximize specific objectives. These methods are prohibitively complex and not suited

for agile reconfiguration in mission critical situations. Decentralized solutions proposed do

reduce complexity and implementation time at the cost of optimality. Unfortunately, none

of the prior efforts in this arena address the cyber physical aspects of an SSG. This disser-

tation aims to bridge this gap by proposing a suite of methods to analyze both centralized

and decentralized SSG reconfigurations that incorporate the effect of the underlying cyber

infrastructure.

The SSG reconfiguration problem is a mixed integer non convex optimization problem for

which branch and bound based solutions have been proposed earlier. Here, optimal reconfig-

uration strategies prioritize the power delivered to vital loads over semi-vital and non vital



loads. In this work, we propose a convex approximation to the original non convex problem

that significantly reduces complexity of the SSG reconfiguration. Tradeoff between power

delivered and number of switching operations after reconfiguration is discussed at steady

state. Second, the distribution of end-to-end delay associated with fault diagnosis and re-

configuration in SSG is investigated from a cyber-physical system perspective. Specifically,

a cross-layer total (end-to-end) delay analysis framework is introduced for SSG reconfigura-

tion. The proposed framework stochastically models the heterogeneity of actions of various

sub-systems viz., the reconfiguration of power systems, generation of fault information by

sensor nodes associated to the power system, processing actions at control center to resolve

fault locations and reconfiguration, and information flow through communication network

to:(1) analyze the distribution of total delay in SSG reconfiguration after the occurrence of

faults; and (2) propose design options for real-time reconfiguration solutions for shipboard

CPS, that meet total delay requirements.

Finally, the dissertation focuses on the quality of SSG reconfiguration solution with in-

complete knowledge of the overall system state, and communication costs that may affect

the quality (optimality) of the resulting reconfiguration. A dual decomposition based decen-

tralized optimization in which the shipboard system is decomposed into multiple separable

subsystems with agents is proposed. Specifically, agents monitoring each subsystem solve

a local concave dual function of the original objective while neighboring agents share in-

formation over a communication network to obtain a global solution. The convergence of

the proposed approach under varying network delays and quantization noise is analyzed

and comparisons with centralized approaches are presented. Results demonstrate the effec-

tiveness as well as tradeoffs involved in centralized and decentralized SSG reconfiguration

approaches.
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Chapter 1

Introduction

Cyber-physical systems (CPS) essentially enable seamless interaction between physical sys-

tems and cyber or computational resources, making physical systems intelligent. The pri-

mary focus of CPS is therefore, effective integration of the system computation resources

and physical systems as shown in Fig. 1.1. With advances in CPS, many systems in the

areas of automotive, health care, and transportation will be enhanced in term of reliabil-

ity, integrity, and adaptability. Recent advances in cyber-physical systems could provide

pathways to transform systems that respond quicker (viz., autonomous collision avoidance

systems), are more accurate (viz., robot assisted medical functions and nano-tolerance man-

ufacturing), work in hazardous environments (e.g., autonomous systems for fire-fighting),

provide scalable, distributed coordination (viz., automated traffic control), enhance human

capabilities, and societal wellbeing (viz., assisting technologies and ubiquitous health care

monitoring and delivery) [4, 5].

An example of CPS is shown in Fig. 1.2. Portable, wearable sensors and medical mea-

surement can be used to collect heath information and take health-promoting actions. A

powerful mobile system, e.g., a smartphone or a handheld device, is often used to collect

and store data from them. It then relays the data to the Cyber-infrastructure where the

necessary assessment related to patient health is taken and the resolution information is fed

back to the devices for appropriate actions.

Fig. 1.3 shows another example of the cyber-physical systems (CPS) framework to model

1
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Figure 1.1: Components of a Cyber physical Systems

the intelligent adaptation behaviors in complex network systems. The CPS framework per-

forms the core communication activities while adapting its behavior to the changing network

conditions and user inputs. In this example, g(I;O) is the motor in an industrial control

system, with I and O denoting the electrical signal and rotational speed respectively. The

idea of CPS modeling is to extend g(I;O) into a coherent intelligent physical entity Ap that

is self-aware and can reconfigure itself from the damages caused by environment conditions

through interaction with computation and communication resources.

Another important example of CPS infrastructure that is of primary interest in this

dissertation is the shipboard smart grid (SSG) system. In this infrastructure, the physical

system is the power system which is connected to cyber resources such as sensors, com-

munications network, and control centers. Through continuous interactions between the

power system and computing resources via the communication networks, the SSG is trans-

formed into a self-aware, reconfigurable system that can adapt to environmental/situational

changes. For instance, after occurrence of faults, SSG can generate signals that carry in-

2



Figure 1.2: Infrastructure of a CPS based personal health care [cf [1]]

formation about locations and nature of faults and the control center can take appropriate

remedial actions. The logical action sequences are then translated to the physical action

sequences on the power system components (actuators, switches etc.) to complete the pro-

cess.

1.1 Optimization of CPS - Challenges

The design and implementation of CPS based infrastructure present several challenges re-

lated to time-and event-driven computing, software, variable time delays, failures, reconfigu-

ration, and distributed decision and control. Protocol design for real-time quality-of-service

guarantees over wired and wireless networks, tradeoffs between control design and real-time-

implementation complexity, matching performances between continuous and discrete-time

systems, and guaranteeing robustness to failure are some of the key areas for CPS research.

To this end, a suite of algorithms, software and hardware solutions are needed to meet the

reliability and security requirements in cooperating cyber components that interact through

a complex, coupled, physical environment.

3



Figure 1.3: Hierarchical structure of a CPS based industrial motor control [cf [2]]

Some engineered CPS systems such as the SSG allow for physical system components

to be reconfigured in response to emergency situations as well as to maintain optimality of

operation. In a CPS system capable of performing automatic reconfiguration, command and

control centers automatically recalculate corrective actions in response to failures and addi-

tions of network components. This allows the network to continue normal operation without

need of human intervention. Reconfiguration is quick enough not to ensure that the higher-

level protocols are not disrupted. Fault monitoring, fault isolation, communications network

topologies, and total delay are extremely critical to automatic reconfiguration. Therefore,

for a CPS, optimization of its reconfigurability creates a major challenge and needs much

attention.

In this dissertation, we address challenges related to CPS optimization. We propose and

analyze optimization methodologies with a case-study of reconfiguration of shipboard smart

grid (SSG) system.

In an SSG, reconfiguration is a process to change the topology of the power system

by switching the circuit breakers (CBs), switches, and other devices in the system in or-

der to route power effectively to loads. Specifically, the reconfiguration is performed in

4



power systems to achieve certain objectives, such as restoring the connectivity, minimizing

the power loss, maintaining the stability, or maximizing the loads. Since there are many

possible switching combinations in a power system, the reconfiguration can be viewed as

a combinatorial, non differentiable constrained optimization problem [6]. In recent years,

several reconfiguration methodologies have been proposed for power systems [7, 8, 9, 10, 11,

12, 13, 14, 15, 16].

With a push to implement effective reconfiguration strategies in shipboard power sys-

tems, there arises requirements for a fairly new look at solving the reconfiguration problem,

especially due to the shipboard’s unique characteristics. Like their terrestrial counterparts,

shipboard power systems are seeing a revolution related to ”smart grid” applications. There

are new opportunities for the integration of advanced power electronic, computer, controls

and communications technologies into the all electric ship platform. The Office of Naval Re-

search (ONR) have recently started proof of concept studies related to the design, operation

and control of medium voltage DC (MVDC) distribution systems. The MVDC distribution

systems will have new technical challenges in providing flexibility and survivability for the

next generation ship power system. The MVDC system will also have additional power

electronic devices that allow for innovative solutions related to control and communica-

tions. Therefore, new reconfiguration methodologies need to be researched and developed

for smart grid with medium scale and integrated topologies. Automated reconfiguration is

preferred to manual switching under more severe circumstances (cf. [17]). This necessitates

the use of a Cyber physical systems based design for reconfigurability strategies to surface,

especially in systems that has tightly coupled subsystems such a as shipboard power system.

1.2 MVDC Shipboard System Overview

Traditionally, SPS systems are self-contained and have radial distribution architectures.

The space and weight constraints limit the amount of redundancy that can be incorporated
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Figure 1.4: Zonal architecture of shipboard power system (From [3])

into the system for reconfiguration and restoration purposes. The SPS distribution network

is tightly coupled, and therefore resistive losses are negligible. In the recent past, some

researchers have proposed a radial distribution architecture with a zonal approach that

employs a starboard bus (SB) and a port bus (PB), thus partitioning the ship into a number

of electric zones [3]. Each DC zone has load centers driven by generator switchboards radially

from port bus and star side bus. Each load center is divided into three categories based on

priority of service; vital (VL), semi-vital (SVL), and non-vital (NVL) loads. Vital loads,

and semi-vital loads are required for combat operations, while non-vital loads are dedicated

to general purposes on the shipboard. It is assumed that non-vital loads can be shed to

maintain power in the vital and semi-vital loads in case of emergencies.

The actual physical model considered in this dissertation for an all electric medium

voltage DC (MVDC) shipboard system with all the loads and generators are shown in

Fig. 1.5. Throughout this dissertation, we consider a DC zone electric distribution system

as described in Fig. 1.4, and adopted in a new model in Fig. 1.5. Both models have 4

generators and 7 load centers. Load priorities and other constraints for the new model in

Fig. 1.5 are similar to the model in Fig. 1.4. The power from the output of the generators
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Figure 1.5: Shipboard Model [Ref: Model provided to Electric Ship Research and Develop-
ment Consortium, Keith Corzine, Missouri University of Science and Technology, 2010.]
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Figure 1.6: Shipboard model [Ref: Model provided to Electric Ship Research and Develop-
ment Consortium, Keith Corzine, Missouri University of Science and Technology, 2010.]

is first converted into DC and fed into the loads, which may need reconversion to AC.

Each zone has two load centers driven by generator switchboards radially from PB and SB.

An analytical view of the new notional shipboard smartgrid model in Fig. 1.5 is shown in

Fig. 1.6 The faults are assumed to occur in the buses connecting two load zones and switch

states are reconfigured to optimally deliver (restore) power to the loads. In a centralized

reconfiguration of the microgrid, the centralized controller handles the reconfiguration after

receiving the fault location information from the sensors connected to the smartgrid via a

redundant ring based communication network [18]. In a multi-agent based decentralized SSG

reconfiguration, the agents communicate through this network. Shipboard power systems

have some inherent characteristics that make them different from typical terrestrial power
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distribution systems. Some of the unique characteristics of the SPSs are as follows [19]:

• There is very little rotational inertia relative to load in an SPS;

• SPS is an isolated system with no power supply from outside power system;

• SPS has a wider frequency range compared to the terrestrial power system;

• Shipboard prime movers typically have shorter time constant than prime movers in

terrestrial power systems;

• Due to the limited space on shipboard, SPS does not have a transmission system. The

electric power in SPS is transmitted through short cables. It leads to less power loss

and voltage drop as compared to terrestrial power systems;

• There is a large portion of nonlinear loads relative to the power generation capability;

• In SPS, a large number of electric components are tightly coupled in a small space. A

fault happens in one part of the SPS may affect other parts of the SPS;

• A large number of electronic loads, such as combat, control and communication sen-

sors, radiators, and computers are sensitive to power interruptions and power quality;

• Some electrical components, which affect the reconfiguration process, are unique to

SPS such as Automatic Bus Transfers (ABT), Manual Bus Transfers (MBT), Low

Voltage Protection devices (LVPs), and Low Voltage Release devices (LVRs).

Therefore, reconfiguration methods that are developed for terrestrial power system can-

not be applied to SPS. Consequently, a tightly coupled system such as a shipboard CPS, pro-

vides unique challenges related to its design for reconfigurability, and guaranteeing quality-

of-service (QoS) arising therefrom.
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1.3 MVDC Shipboard Reconfiguration

In an MVDC power distribution system, especially when applied to a tightly coupled micro

grid, such as a shipboard system, predominantly the challenges are directly related to fault

diagnosis and reconfiguration of shipboard power system, while rendering flexibility and

survivability in fight-through and battle situations. Automatic reconfiguration is necessary

in these cases to ensure continued service to vital loads such as weapon system, propellers,

etc. Not only restoring service optimally is important, but also the timeliness with which the

service is being restored while maintaining system stability is equally important. Innovative

solutions with respect to control and communications of power electronic devices inside

a shipboard system have become a necessity. Fig. 1.7 describes various areas of research
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Figure 1.7: Overview of Shipboard Smartgrid Research Areas
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related to shipboard smart grid and our focus in this dissertation. The two major objectives

we address in this research are as follows:

• Given the location of the faults and isolation of the non-faulted loads that require ser-

vice, what is the optimal power that can be delivered to the loads by reconfiguring the

switch states (ON/OFF) associated with the loads. The reconfiguration can be done

either in centralized or in distributed manner. Analysis in terms of global optimality,

convergence speed, robustness, and reliability of both approaches are required.

• Provide a quality of service (QoS) guarantee for reaching from to a reconfigured state

to a fault state, considering actions of all the physical subsystems and computational

components associated with the power system. One major component of the QoS

provided in our approach in terms of total delay, or the end-to-end response time

(i.e., time taken from the occurrence of faults to restoration of service to the loads

after reconfiguration). Another important aspect is the reliability with which the QoS

requirement is met, given a system configuration. Both centralized and distributed

approaches can be quantified with this QoS.

A detailed body of prior work related to the objectives of our dissertation is given in the

next section.

1.4 Prior Work on SSG Reconfiguration

In recent years, many researchers have concentrated on providing suitable solutions for re-

configuration of shipboard smartgrid. The proposed solutions can be broadly divided into

centralized and decentralized strategies. Fig. 1.8 provides an overview of the prior work re-

lated to shipboard smartgrid reconfiguration in the context of centralized and decentralized

solutions. Literature review on related work in the areas of shipboard system reconfigura-

tion is rich in general, with many notable contributions from numerous researchers around

the world. For instance, distributed agents based reconfiguration [20, 21, 22, 23], genetic
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algorithms based stochastic optimization [24, 25, 26, 27, 28], zonal DC model based SSG

reconfiguration, swarm intelligence based modern stochastic approaches [29], [30], and re-

inforcement learning based dynamic SSG reconfiguration [31] approaches, to name a few.

We now categorically mention the prior work related to our proposed SSG reconfiguration

methodologies in this dissertation.

1.4.1 Centralized Approaches

This approach is more traditional and has received great attention from researchers over

the years. Traditionally, centralized reconfiguration for service restoration for terrestrial

systems has been observed as an optimization problem that uses the objective as the sum

of power or current delivered to the loads [32]. Mixed integer non-linear programming

techniques were employed to solve the problem. Other reconfiguration objectives, such

as power loss reduction [33] and stability margins [34], have been considered. Heuristic

approaches [35], expert systems [36] based strategies, and mathematical programming [14]

approaches have also been proposed. In addition, a combination of genetic algorithm and

fuzzy logic [37] is used to solve large terrestrial systems reconfiguration problem. However,

these efforts typically require running a complete power flow algorithm after each switching

step (to determine if the constraints are satisfied) making the process slow and infeasible in

some cases. Hence, better approaches are based on optimizing the objective function while

simultaneously satisfying the power flow constraints.

A shipboard power system is non-linear and several methods using optimization for

SPS have been proposed. Butler et al. [38] first proposed a novel fixed charge network

flow method for reconfiguration for restoration based on maximizing the power delivered

to loads while satisfying radiality constraints. The optimization was further improved to

satisfy more constraints [39], include heuristic methods [40], and incorporate geographic fault

information [41]. Other extensions of these methodologies account for non-radial topologies

and mixed AC/DC systems [42], as well as islanding scenarios [43]. For these methods,
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however, bi-directional flow of current was not considered which is inadequate for multiple

fault scenarios and distributed generators (DG). The formulation for the reconfiguration

problem considering both DG and bi-directional power flow results in a non-deterministic

polynomial-time (NP) hard problem and was first presented in [44]. A global optimum to

this problem can be found by branch and bound [45] methods or exhaustive search.

1.4.2 Centralized Cyber-Physical Modeling and Delay Analysis

The problem of probabilistic QoS guarantees in CPS in recent years has drawn significant

attentions. In [46], QoS requirements for CPS is discussed by evaluating IEEE 802.15.4

based networking infrastructure. The theory of network calculus [47] has been used to sup-

port probabilistic delay bounds [48]. The network calculus and its probabilistic extensions

provide bounds of traffic rate and service time. This essentially helps analyzing the worst

case performance bounds. However, determining worst case bounds in shipboard system

has limited applicability in most practical scenarios. The relative large variance in the end-

to-end delay in shipboard CPS, due to the heterogeneity of several subsystems, results in

loose bounds that can not characterize the delay distribution accurately. In [49], a control

scheme for data center energy management is provided to optimize the trade-off between

maximizing the payoff obtained from the computational services and minimizing energy

costs for computation. However, most applications in shipboard systems trade retransmis-

sion for a lower delay of higher priority packets for maintaining high efficiency, especially in

battle situations. These motivate the need for probabilistic delay analysis rather than worst

case bounds. Our approach is based on basic principles of probability theory [50], real-time

queuing theory [51], and their application to networks employing various transmission con-

trol protocols. We develop a stochastic model for the interaction of the individual level of

network for analysis, assuming that each level system action is independent of the others.

We differentiate our work from real-time scheduling solutions which are already elaborated

in [51] [52] [53] [54], by developing a general analytical framework for analysis and design of
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real-time scheduling and communication solutions. The analytical results accurately predict

the end-to-end response time in SPS reconfiguration and therefore, can be used to maintain

a required QoS on the response time.

In the recent past, some studies about delay distribution of MAC protocols for local

area networks have been done [55]. The access delay of several MAC protocols has been

investigated including IEEE 802.11b DCF protocol [56]. In these works, the distribution of

retransmissions is only obtained, keeping the transmission time the same for each attempt.

In other words, random backoff policies of CSMA/CD protocol have not been considered.

1.4.3 Decentralized Reconfiguration

Centralized methods of SSG reconfiguration only consider global optimality of power delivery

across the entire shipboard. In SSG, decentralized optimization is typically proposed in a

multi-agent architecture, where, power is locally distributed to the loads after the occurrence

of faults (to recover temporarily from an interruption in service). The local response can

then be complimented by centralized global optimization discussed in [57] to optimally

distribute power to the entire system of loads when more reaction time is available [58].

A fully decentralized multi agent system based mesh structured SSG reconfiguration is

described in [19] using spanning tree algorithm for local information accumulation and

diffusion to achieve global load restoration. Another approach for reaching global state of

load restoration using distributed multi-agent optimization for general microgrid system is

presented in [59]. In [59], the global information related to load restoration is first discovered

based on average consensus of interacting agents, and then dynamic programming is used

to solve the global reconfiguration problem. This does not scale well with the size of the

smartgrid. None of the prior approaches in [19] [59], however, provide any certificate of

the quality of the proposed solutions or study the impact of information exchange between

agents via a communication network. Some related work that provides modeling and analysis
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of communication under imperfect network condition, such as, packet loss and delay, have

been researched in detail in [60]-[61]. None of the prior work, however, provides detailed

insights into solving the SSG reconfiguration problem in a decentralized manner.

1.5 Motivation of Research

The reconfiguration methodologies for the shipboard SSG discussed in the previous Section

are examples of centralized and decentralized solutions. In a centralized reconfiguration

approach for the power system, a central controller is required to make reconfiguration de-

cisions. The central controller collects data from the entire power system, analyzes the

collected data, and then makes reconfiguration decisions. All the previous approaches suffer

from high complexity due to NP-hard combinatorial optimization and thus have limited

use in practical shipboard systems. Reduction in complexity of the methods can therefore

greatly improve the effectiveness of the SSG reconfiguration solution with marginal penalty

in optimal power restoration. Additionally, guaranteeing robustness to faults for algorithms

is not provided in previous related research. A valid way to probabilistically guaranteeing

power delivered to the load in the event of fault occurrences is required.

Most communications in shipboard systems trade retransmission for a lower delay of

higher priority packets for maintaining high efficiency, especially in battle situations [18].

These motivate the need for probabilistic delay analysis rather than worst case bounds. A

stochastic approach is required that models the interaction of the individual network to find

the distribution of total delay in reconfiguration. The important aspects of QoS guarantee

for SSG reconfiguration, were ignored in the literature before.

In a centralized reconfiguration system without redundancy, if the central controller fails,

the entire reconfiguration system fails. This is the single point of failure problem for cen-

tralized solutions. A central controller for reconfiguration of a power system performs large

number of computations, such as power flow calculations, optimization, stability analysis,

etc. When the number of electric components increases, or the topology of the power system
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becomes large, the computational burden of central controller increases. It may slow down

the reaction time of the central controller and decrease the performance of the reconfigu-

ration system. Also, the central controller of the reconfiguration system gathers data from

the sensors located on the underlying power system and sends reconfiguration decisions to

the actuators in the power system to switch CBs through a communication infrastructure.

Therefore, for a large power system with numerous electrical components and sensors, the

amount of communication bandwidth required for operation of a central controller will be

very high and costly. The communication requirements of a central controller may become

the bottleneck of the central reconfiguration solution for a SSG. In recent years, decen-

tralized methods such as MAS technologies [40],[42] have been increasingly popular for the

reconfiguration of SSG. MASs mostly revolve around a facilitator agent that works as a

dominant agent that has preset global information for the SSG. Other agents have to refer

to the global information in the facilitator agent in order to make reconfiguration decision.

If the facilitator agent fails, the reconfiguration system cannot work properly. Consensus

and dynamic programming have attractive features for small scale system reconfiguration,

but proves to be prohibitively slow when applied to a medium to moderately large SSG

reconfiguration. Furthermore, none of the previous work provides insights into communica-

tion network impacts on the convergence and quality of the decentralized reconfiguration of

SSG.

1.6 Contributions

In view of the discussion on previous research on SSG reconfiguration, in this dissertation, we

aim to extend and innovate implementable algorithms of SSG and analyze communication

network effects to optimize our algorithms. Specific contribution of this dissertation has

been summarized below:

• Low-complexity methods can be effectively applied to the reconfiguration problem

to produce solutions that are near-optimal. This is demonstrated with the aid of a
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new MVDC ship model. With reduction in complexity, near-optimal solution can be

reached in milliseconds, which makes it an attractive option to be used with future

real time SPSs. The original problem is converted to a continuous non-convex prob-

lem by relaxing the integer constraints on the switches were assumed to be binary

variable in earlier research works. Interior-point based methods [62] are applied to

find the local optimum solution. Steady-state simulation analysis indicates that the

local optimum obtained from integer relaxation followed by rounding, matches closely

with the global optimum found by the branch and bound. Next, the non-convex re-

laxed integer problem is converted to a convex relaxed integer problem through affine

transformation of the equality constraints. The global solution to this transformed

convex problem is found by applying an interior-point method based solver. Through

extensive simulation with various fault cases we demonstrate that the relaxed-integer

convex and non-convex approaches provide very good quality suboptimal solution for

SSG system reconfiguration.

• Robustness of the system is analyzed by considering the cumulative distribution of the

power delivered in the event of K random fault cases (followed by reconfiguration).

In this case, all vital and semi-vital loads are served partially or fully within a certain

probability. This approach aims at quantifying the system robustness against faults,

but adds more information on power delivery to each category of loads under a fault

scenario.

• A tradeoff between power delivered and the number of switching operations needed to

restore power is captured. Specifically, a bi-objective optimization problem is formu-

lated with a second objective of minimizing the number of switching operations and

“scalarize” it with the first objective of maximizing power delivered to loads. Empir-

ical solutions of this combined weighted dual objective is presented against a random

2-fault case. The analysis is easily extendable to any K random fault cases.
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Specific discussions and results related these contributions can be found in our pa-

pers [63, 64].

• A comprehensive integrated real-time analysis (RTA) framework to characterize to-

tal (end-to-end) delay distribution for SPS Reconfiguration. Specifically, each phys-

ical/cyber system delay is considered, including sequence of operations, information

aggregation delay, queuing delay, transmission delay, communication protocols, and

the computational delay associated with fault isolations and reconfiguration of switch

status (ON/OFF).

• An analytical upper (worst-case) bound is provided on QoS and empirical validation

of the same is done using simulation of the RTA framework.

Specific discussions and results related these contributions can be found in our pa-

per [65].

• A novel time-varying gradient algorithm that includes the impact of practical commu-

nication links such as queuing delay, packet loss, and quantization noise is provided

and analyzed in the context of decentralized dual decomposition based SSG reconfig-

uration problem.

• A theoretical lower bound on the convergence of the time-varying gradient algorithm

under imperfect network conditions is derived, assuming that the time delay in the

network is bounded (no packet loss).

• A new measure called outage convergence rate is introduced. This measure corre-

sponds to the probability that the actual total delay exceeds the expected total delay

when there is packet loss in the network.

• A comparison of total delay is presented for centralized and distributed approaches to

analyze the effectiveness of the proposed optimization strategy.
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Specific discussions and results related these contributions can be found in our pa-

pers [66, 67].

All the above contributions are directly related to our case-study on SSG system reconfig-

uration. However, the approaches introduced and methodologies used in this dissertation

can be valuable for analysis of other CPS optimization scenarios. Thus the overall impact

of this work extends far beyond the case study presented.

1.7 Organization of the Thesis

The rest of this dissertation is organized as follows:

• Chapter 2 presents centralized SSG reconfiguration formulations and analysis of ro-

bustness to faults. A combined objective of maximizing power delivery and minimizing

the number of switching actions is included as part of the analysis.

• Chapter 3 demonstrates a Cyber-physical end-to-end delay analysis framework that

employs appropriate stochastic models encompassing the heterogeneity of actions viz.,

the reconfiguration of power systems, data generation by sensor nodes resulting from

faults occurring in the power system, processing actions at control center. Validation

of the proposed framework is also provided.

• Chapter 4 presents the decentralized method of SSG reconfiguration using dual decom-

position, and analyzes convergence of the proposed approach under perfect network

conditions (no packet loss, and bounded time delay).

• Chapter 5 presents modeling and analysis of the impact of imperfect network (un-

bounded delay with packet loss) on decentralized dual decomposition based SSG re-

configuration. A time-varying gradient algorithm is proposed and analyzed under

imperfect network that solves the SSG reconfiguration problem in a decentralized

manner.
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• Chapter 6 presents a comparative analysis of centralized and decentralized strategies

of SSG reconfiguration discussed in this dissertation.

• Chapter 7 summarizes the entire dissertation. Concluding remarks and recommen-

dations for future work are presented. A preliminary belief propagation based SSG

reconfiguration approach is modeled and analyzed.
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Chapter 2

Centralized Reconfiguration of
Shipboard Smartgrid

In this chapter, we propose centralized methodologies of optimized SSG reconfiguration. The

SSG system under considerations is introduced in Fig. 1.6 with load centers and switches to

direct power to loads from the generators. Specifically, during the proposed reconfiguration,

the status (ON/OFF) of switches are optimized such that maximum power is delivered to

loads after the occurrence of a fault. The optimized reconfiguration is achieved by prior-

itizing power delivered to vital loads over semi-vital and non-vital loads. Analysis of the

non-convex SSG reconfiguration formulation is done by an appropriate non-convex solver

and by convex approximation. Unlike the non-convex solution that is based on branch and

bound methods, convex approximation significantly reduces complexity.

2.1 Introduction

SSG essentially need automated reconfiguration to maintain continued service to loads after

a fault. It is often proved that an integrated power system (IPS) provides a better solution

than the manual process of restoration in terms of fight-through and survivability. In this

process, multiple generators of various sizes and power generation capabilities are placed

throughout the ship. IPS minimizes the amount of service interruption to affected portion

of the ship during battle damage or any other sudden faults.
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In this chapter, first, we demonstrates that low-complexity methods can be effectively

applied to the reconfiguration problem to produce solutions that are near-optimal, with the

aid of a new MVDC ship model. With reduction in complexity, near-optimal solution can

be reached in milliseconds, which makes it an attractive option to be used with future real

time SPSs. In [68], an analytical view of the methods to solve the reconfiguration problem

is presented for the first time in the literature, and are applied to solve the reconfiguration

problem for the new MVDC ship model in this paper. Fig. 2.1 summarizes the approaches.

With a new notional shipboard model in [64], the effectiveness of the solution approaches

is demonstrated. To accomplish this, the same process as described in [68] is followed.

Specifically, the branch and bound based exhaustive search is applied to the original non-

convex mixed integer problem P1 to find a global optimum switch configuration. Next, the

original problem P1 is converted to a continuous non-convex problem P2 by relaxing the

integer constraints on the switches such that X ∈ [0, 1] where X is any switch variable.

Interior-point based methods [62] are applied to find the local optimum solution. Steady-

state simulation analysis indicates that the local optimum obtained from integer relaxation

followed by rounding, matches closely with the global optimum found by the branch and

bound. Next, the non-convex relaxed integer problem P2 is converted to a convex relaxed

integer problem P3 through affine transformation of the equality constraints. The global

solution to this transformed convex problem is found by applying an interior-point method

based solver. Extensive simulation with various fault cases reveal that the global optimum

for P3, and the local optimum for P2 closely match with the optimal reconfiguration solution

of the original non-convex mixed integer problem P1 with high regularity. This may be

possible as the non convexity of the original problem is in fact, limited to a few non-linear

equality constraints in the AC power flow section of the generator while the majority of the

formulation is convex.

Second, robustness of the system is analyzed by considering the cumulative distribution

of the power delivered in the event of K random fault cases (followed by reconfiguration).
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Figure 2.1: Methods to analyze optimal solutions to SPS reconfiguration problem

In this case, all vital and semi-vital loads are served partially or fully within a certain

probability. This approach aims at quantifying the system robustness against faults as

in [64], but adds more information on power delivery to each category of loads under a fault

scenario.

Finally, the tradeoff between power delivered and the number of switching operations

needed to restore power is captured. Specifically, a bi-objective optimization problem is

formulated with a second objective of minimizing the number of switching operations and

“scalarize” it with the first objective of maximizing power delivered to loads. Empirical

solutions of this combined weighted dual objective is presented against a random 2-fault

case. The analysis is easily extendable to any K random fault cases.

This chapter is organized as follows. The shipboard power system model is discussed in

Section II. A detailed description of the reconfiguration methods is provided in Section III.

Simulation of reconfiguration results on a new notional shipboard model [64] and further

analysis with the present model in Fig. 1.4 are presented in Section IV, computational
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complexity of the original and proposed methods for reconfiguration are discussed in Section

V and finally, conclusions are summarized in Section VI.

2.2 Reconfiguration formulation

In this section, three formulations for SPS reconfiguration are presented. They include

the original mixed-integer nonconvex (MINLP), relaxed-integer non-convex, and relaxed

integer convex formulations. A description for each formulation is provided in the following

subsections. Also, a dual objective formulation is included that attempts to maximize power

delivery to loads while minimizing number of switching operations.

2.2.1 Mixed-Integer Non-Convex formulation (P1)

In this formulation the objective function and the constraints are similar to the ones pre-

sented in [44, 68]. However, this paper primarily extends the work in [68] to include examples

of new balanced SPS systems. Once again, we are interested in determining the optimal

switch configuration that maximizes the power delivered to loads. The detailed formulations

are presented below: Objective function:

Max
∑

I∈L

WV LSV L +WSV LSSV L +WNV LSNV L (2.1)

Subject to AC constraints Equality constraints

PGi − PDi =
∑

j

ViVjYijRe {∠(θij + δj − δi)} (2.2)

QGi −QDi =
∑

j

ViVjYijIm {∠(θij + δj − δi)} (2.3)

Inequality constraints

PGmin
i ≤ PGi ≤ PGmax

i (2.4)

QGmin
i ≤ QGi ≤ QGmax

i (2.5)
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Iij ≤ Imax
ij (2.6)

V min
i ≤ Vi ≤ V max

i (2.7)

δmin
i ≤ δi ≤ δmax

i (2.8)

DC constraints Equality constraints

∑

i

Iini
=
∑

i

Iouti + ILi i ∈ FB, j ∈ TB (2.9)

Vi = Vj + Iij × Zij (2.10)

Inequality constraints

PLi ≤ PLmax
i × SWi for variable load (2.11)

PLi = Bi × PLmax
i × SWi for fixed load (2.12)

Iij ≤ Imax
ij (2.13)

V min
i ≤ Vi ≤ V max

i (2.14)

Switching constraints

SWi + SWj = 1 where SW ∈ {0, 1} (2.15)

Several important observations can be drawn from equations (4.1),...,(4.2) which are dis-

cussed below:

1. Weight are associated to prioritize service to different types of load as discussed in 2.1.

We assign W
′

NV L = 1 and assume that W
′

V L > W
′

SV L > W
′

NV L where NV L, V L and

SV L are non-vital, vital and semi-vital loads respectively. Specifically, W
′

V L = 100

and W
′

SV L = 10 are picked for our analysis. L represents the set of loads in the power

system.
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2. Several constraints involving power flow, generator power limits, load limits, bus cur-

rent and voltage limits are imposed. PG and QG are the active and reactive power,

respectively, generated from the AC generator. PD and QD are the active and reac-

tive power demanded, Vi is the voltage at bus i, δi is the angle associated with the

voltage at bus i, Yij is the magnitude of the complex admittance from bus i to j, and

θij is the angle of the admittance from bus i to j, PLi is the power delivered to loads

connected at bus i, Bi is a binary variable that connects a fixed load to PB or SB and

can be predetermined. ILi is the load current at bus i, Iij is the current flow from

bus i to bus j, Iini
and Iouti are the currents entering and leaving bus i, FB is the set

of “from (source)” buses, TB is the set of “To (destination)” buses, Zij is the branch

impedence of branch i and j. (.)max and (.)min are used to indicate the maximum

and minimum value of each variable, respectively. Unless explicitly mentioned, all

variables indicate their magnitudes.

3. Switches are formulated as binary variables. The mutual exclusivity constraints on

the switches determine if the power delivered to the higher priority loads is from port

side or starboard side.

2.2.2 Relaxed-Integer Non-convex Formulation (P2)

In order to reduce complexity of the original MINLP problem, the binary switch variables

are relaxed to have any value between 0 and 1, i.e., SW ∈ [0, 1], while the mutual exclusivity

constraint shown in (4.2) still holds good. This problem can be solved by interior point based

non-linear solvers.

2.2.3 Relaxed-Integer Convex Formulation (P3)

A convex form of the previous relaxed integer formulation is obtained by affine transforma-

tion of the non-linear equality constraints using Newton’s power flow method [69]. In this,
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the power flow equations (2.2) and (2.3) are rewritten as follows:

PGi − PDi = Vi

∑

j 6=i

VjYij cos(θij + δi − δj) + V 2
i Yij cos(θij) (2.16)

QGi −QDi = Vi

∑

j 6=i

VjYij sin(θij + δi − δj) + V 2
i Yij cos(θij) (2.17)

Using (2.16) and (2.17), the Jacobian J is calculated and the incremental change in voltages

and angles at every step of iteration from initial values of the angles δi and voltages Vi is

obtained. So the constraints take linear forms as
[

∆PGi

∆QGi

]

=
[

Ji

]

[

∆δi
∆Vi

]

(2.18)

It is easy to show that, for a finite range of δi and Vi the constraints given in (2.18) are

affine. Therefore, this problem is a relaxed-integer convex problem and the global optimum

for this problem can be found using an interior point method based solver.

It is shown subsequently that the optimal solutions provided by the low-complexity

solvers discussed above provide close match with the global solution. This is a crucial

feature for a “good quality” sub-optimal solution in general.

2.2.4 Dual-objective Formulation

Another objective of minimizing the number of switching operations while maximizing the

power delivered to the loads is now introduced. The purpose of introducing this objective is

to provide a trade-off between power delivered and switching operations performed as each

switching operation incurs power loss and could result in undesirable transients in the sys-

tem. To describe the formulation, first, the minimum “Hamming” distance from pre-fault

switch state to the current switch state is taken into account. This distance is given as:

T (X) = SWprefaulti − SWi where i ∈ 1, ..., N . With MINLP formulation, the two objective

functions are given as follows:

F1 = Max
∑

I∈L

WV LSV L +WSV LSSV LI
+WNV LSNV L (2.19)
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F2 = Min
X=1
∑

N

T (X) (2.20)

With the relaxed-integer cases, the “Hamming” distance in (2.20) is changed to the “Eu-

clidian” distance which is given by E(X) = (SWprefaulti − SWi)
2 so that it becomes

F2 = Min

X=1
∑

N

E(X) (2.21)

The optimization problem defined above has two objective functions, F1 and F2, that work

against each other. That is, as each switching operation in F1 attempts to increase power

in order to maximize power delivered, the constraints in (2.2),...,(4.2) become difficult to

satisfy unless more switching operations are performed. Therefore, F2 will increase if F1 is

increased and vice versa. The domains of objective F1 and F2 are the same, and in particu-

lar are convex, as they both are functions of switch variables. The multi-objective domain

is therefore, convex. It is common to combine such mutually conflicting objectives into a

single objective function using the “weighted sum” approach [70] and look at pareto optimal

solutions. The combined single objective optimization problem can be formulated as below:

F = w × F1 − (1− w)× F2 (2.22)

The parameters w and (1 − w) in the combined objective function reflect “importance” of

the corresponding objective function and may vary from 0 to 1. If the the two functions

have comparable values the w parameter in (2.22) can meaningfully capture the trade-off

between F1 and F2. In this case, since F1 is a function of power and F2 depends on switch-

ing operations, different ranges for F1 and F2 are possible. Therefore, in order to bring F1

and F2 to a comparable scale, the “upper-lower-bound” transformation technique suggested

for multi-objective optimization problem in [71] is used. In this approach, the transformed

objectives F tf
1 and F tf

2 are obtained such that the weighted dual objective becomes
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F = w × F tf
1 − (1− w)× F tf

2 (2.23)

subject to constraints (2.2), ..., (4.2). F tf
1 and F tf

2 , formulated as functions of the optimiza-

tion variable x are as follows:

F tf
n (x) =

Fn(x)− F 0
n(x)

Fmax
n (x)− F 0

n(x)
, n = 1, 2. (2.24)

Fmax
n (x) and F 0

n(x) are given by

Fmax
n (x) =Max

1≤l≤nFn(x
∗
l ), n = 1, 2. (2.25)

F 0
n(x) =

Min
x (Fn(x)|x ⊂ X), n = 1, 2. (2.26)

Here, X is the design space, x∗
l is the point that maximizes the 1st objective function and n

is the number of objective functions. With this transformation, F tf
1 and F tf

2 now typically

range between 0 and 1.

2.3 Analysis Of Results

In this section, first, solutions to the reconfiguration problem from the three different for-

mulations are compared. The original non-convex reconfiguration problem is solved using

“LINGO” software package, while the other two formulations are solved using interior point

methods in MATLAB. Second, a power flow CDF is presented to analyze the robustness

of the system under study, and finally, the tradeoff between power delivered and number

of switching operations is analyzed based on the dual objective formulation. To obtain the

power flow CDF and to analyze the tradeoff, the transformed relaxed-integer convex formu-

lation is used.

The new MVDC ship model presented in Fig. 1.6 is used for validation and analysis

of the formulations P1, P2, and P3. Seven DC load zones are fed power from two main
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generators (MTG) and two auxiliary generators (ATG), with each MTG of 6 MW and ATG

of 2 MW generation capacities. Five load zones have vital, semi-vital, and non-vital loads

while two load zones have vital loads only. Asynchronous bus transfer (ABT) is used to

switch between PB and SB, and is characterized by mutually exclusive switches as shown

in Fig. 2.2. Another well known notional ship model depicted in Fig. 1.4 is used for the rest

of this analytical study. This model has seven load zones with two ship service converter

module serving loads in each zone. A distributed generator (DG) along with the main gen-

erator (G) is used to enhance the overall service capability. The main generator generates

a maximum power of 16 MW while the DG can generate up to 4 MW .

For each system discussed, it is assumed that (1) the vital loads require 0.5 MW , semi-

vital loads require 1 MW , and non-vital loads require 0.5 MW for operating in their re-

spective full capacity. (2) The non-vital loads are directly serviced through the buses, while

the vital and the semi-vital loads are serviced through the ABTs. (3) The combined power

of the generators is sufficient to drive all the loads under normal operating condition. (4)

All distributions are radial, as it provides advantages such as lower short-circuit current,

easy switching, and less complex installation and functioning of sensor equipment.

The optimization methods described in Section 2.2 are applied to reconfigure the SPS

after occurrence of one or more faults. Only steady-state reconfiguration status is consid-

ered in this paper. Table 6.1 shows the constrained parameters used in the simulations and

their respective maximum and minimum values. First, an optimal pre-fault configuration

for system model in [64] is presented, where all the loads are serviced to their full capac-

ities. The total capacity of loads that are served under normal condition is 13.5 MW . It

is assumed that, under steady-state, a component is unavailable whenever there is a fault;

so the current through that component is forced to a very low value. This is achieved by

increasing the branch resistance in the simulation. It is obvious that some loads are left

without power after the fault. The reconfiguration formulations P1, P2, and P3 ensure that

the power is restored in a manner such that those loads are serviced optimally and according
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Table 2.1: Simulation parameters
Constrained parameters max. min.

PGi (MTG) 6 MW 0 MW
PGi (ATG) 2 MW 0 MW

Iij 500 A -500 A
Vi 95 V 105 V
δi 1o −1o

PLi (VL) 0.5 MW 0 MW
PLi (SVL) 1 MW 0 MW
PLi (NVL) 0.5 MW 0 MW

SWi 1 0
Bi 1 0

to their priority. This means that vital and semi-vital loads are restored before non-vital

loads. Fig. 2.2 shows a pre-fault condition where all the loads are serviced for a particu-
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Figure 2.2: Schematic view of SPS under normal condition (pre-fault)

lar switch configuration. Reconfiguration algorithms are applied for MINLP (P1), relaxed

integer non-convex (P2) and relaxed-integer convex (P3) cases from this initial (pre-fault)

configuration. Now a fault scenario is considered where faults occur between branches

1− 3, 3− 35, and 35− 5. The portion of the PB between 1 and 5 is thus left without power

and the switches need to change so that the loads can be serviced based to their priority

mainly though the SB. The optimal reconfiguration, as it turns out in this case requires the

opening of SW2, SW35, SW5, SW7, SW810, SW10, and closing of SW1, SW4, SW6,
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Figure 2.3: Schematic view of SPS under faults occurring at 1− 3, 3− 35, and 35− 5

Table 2.2: Power delivered to loads under faults occurring at 1− 3, 3− 35, and 35− 5
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SW8, SW79, and SW9 to ensure maximum power supply to the vital and semi-vital loads.

The non-vital loads attached to the PB at nodes 1 and 9 are partially serviced due to in-

sufficient power left in the generators, and the non-vital load attached to PB at node 3 is

left unserviced. The power drawn from the main generators drops to 8.56 MW and the

ATGs have to service to their full capacity. As seen from Table 2.2, the optimal MINLP
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Figure 2.4: Schematic view of SPS under faults occurring at 3−35, 35−5, 2−4 and 6−8

Table 2.3: Power delivered to loads under faults occurring at 3−35, 35−5, 2−4 and 6−8
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solver and near-optimal interior-point method based solvers produce the same switch status

in this case. Fig. 2.3 also shows the switch status after reconfiguration.

Another fault scenario is considered, where 4 faults occur between branch 3−35, 35−5,

2− 4 and 6− 8. This creates an islanding scenario where loads on the left side of the fault

locations between 3− 35 and between 2− 4 have no alternative paths from the generators.
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The ATGs again ramp up to their maximum power to service the priority loads; non-vital

loads at nodes 2, 3, 8 and 10 are shed, while the non-vital load at node 1 is partially serviced

due to insufficient power from the ATG node 11. However, all the vital and the semi-vital

loads are fully serviced. In the global optimum solution shown in Fig. 6.1, SW3, SW35,

SW5 and SW810 are open and SW4, SW46, SW6 and SW79 are closed. Table 2.3 shows

that the global optimum solution for P3 produces the same switch configuration as the

global optimum solution for P1. Also, the total power delivered to the loads are almost

the same in both cases. The local optimum solution for P2 is however, different in one

switch position (SW2 closed instead of SW1) and marginally less total power is delivered

to the loads. Further extensive simulations are performed with various fault scenarios to

compare solutions provided by P1, P2 and P3. No significant difference in the total power

delivered is observed after reconfiguration, even though switch status for the three solutions

may differ for a small number of cases.

Next, an analytical study of the robustness of the system is provided using the model in

Fig. 1.4. CDF of the power delivered to the loads is used to analyze the robustness against

several random faults and is defined as CDF = Prob. {Power delivered to loads ≤ PD},

where PD is the desired power. As shown in Fig. 2.6, the CDF of the power delivered to

the loads is plotted for all possible random locations for 2, 3, and 4 faults. The pre-fault
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1 9 151713 311

65
8 7
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Figure 2.5: Schematic view of SPS under normal condition (pre-fault)

configuration for this system is shown in Fig. 2.5. There are several observations that can

be drawn from the CDF analysis of the system which are summarized below:
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1. The total load that are serviced is 17.5 MW of which the total power required to serve

the vital loads is 3.5 MW , total power required for the serving the semi-vital loads is

7 MW and the rest 7 MW is used to serve the non-vital loads. Table 2.4 shows the

percentage of the total load served for various random fault cases.

2. For all possible 2-fault cases, the system is able to sustain power delivered to about

16.47 MW in 50% of the cases. For random 3-fault cases, the power delivered dips

to 15.16 MW whereas for random 4-fault cases, the power delivered to loads further

reduces to 14 MW 50% of the cases. Therefore, Fig. 2.6 and Table 2.4 confirm that

100% of the vital loads are served for these fault cases 50% of the time, 100% of the

semi-vital loads are served 50% of the time. The non-vital loads are, however shed to

maintain power delivered to the higher priority loads.

3. For random 2-fault cases, the system is able to serve 100% of the vital loads and 100%

of the semi-vital loads for 90% of the cases. For random 3-fault cases, vital loads are

not served only about 10% of the time, while for 4-fault cases vital loads are not served

15% of the time. These are cases where faults occur at the generator buses.

Table 2.4: Power delivered as a function of faults

Percentage 2-faults 3-faults 4-faults

50 16.47 MW 15.16 MW 14 MW

10 13.2 MW 4.09 MW 0 MW

Therefore, the CDF tool based robustness study of the shipboard power system reconfigu-

ration incorporates a probabilistic view of the robustness of the system to various random

faults.

Finally, the results of the dual-objective formulation in (2.22) of the optimization prob-

lem is presented. The weight w (2.22) is varied from 0 to 1 to investigate the combined

objective of the power delivered to the loads (F1) and the number of switching operations

(F2). In Fig. 2.7 and Fig. 2.8, a case with 2 faults occurring between 12 − 4 and 7 − 1
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Figure 2.7: Power delivered for faults between 12− 4 and 7− 1
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Figure 2.8: Number of switching performed for faults between 12− 4 and 7− 1

with model in Fig. 2.5 is presented which shows power delivered to the loads and number of

switch operations performed respectively. As the weight w is increased from 0 to 1, Fig. 2.8

shows an increase in the number of switch operations. When w increases from 0.4 to 0.5

the number of switch pair operations increases from 0 to 5. This is due to the fact that

the switching surface allows more number of switches to change suddenly and accounts for

a more stable locally optimal state. With the weighted objective function, when relatively

more importance is given to power delivery, the number of switch operations also increases,

which is expected as more switching is needed to deliver more power to the loads. As seen in

Fig. 2.7 and Fig. 2.8, more than 5 switch pair changes, however, do not increase the amount

of power delivered to the loads in this particular example. Therefore, 5 switch pair changes

are sufficient to deliver maximum power to the loads, corresponding to the best trade-off

between the power delivered and number of switching operations.

In a separate analysis, a step by step study of the reconfiguration solution with the as-

sumption that only one pair of switches is allowed to change at each step of reconfiguration
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Table 2.5: Power delivered and switch transition to faults occurring at 2− 10 and 12− 4
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is shown in Table 2.5. The first column indicates the initial switch state; final state when the

reconfiguration is complete is shown in the last column, and all the other columns in between

represent the intermediate switch states resulting in maximum incremental power delivery to

loads from a previous column. Each switch state deliver power to loads incrementally from

12.36 MW to 17.5 MW. The analysis is particularly useful when cost associated with switch

operations becomes significant; thereby only a limited number of switch operations have to

be performed in restoring power to the loads after reconfiguration. Obviously, the solution

may not be globally optimal when the number of switch pair changes is restricted to less

than 5, but will ensure maximum power delivery for a fixed number of switch operations.

2.4 Computational Complexity

In this section, first, the complexity of the solutions provided to optimally reconfigure the

SPS is analyzed. “LINGO” software is used to solve the original non-convex mixed integer

problem. It uses “branch-and-bound” method to maintain a provable upper and lower

bound on the objective value which is ǫ-suboptimal to the global optimum. First, assuming

convexity, the algorithm finds an upper and a lower bound on the optimal objective value

p∗. If the difference between any upper and lower bounds satisfies Uk−Lk ≤ ǫ, it terminates

or otherwise, creates branches for any index k ∈ 1, ...n on the switch variables to form

two subproblems. Using convex relaxations on the switches other than the k-th switch, it
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Table 2.6: Execution time efficiency (ETE) for original nonconvex and transformed convex
methods. Reference execution time for original nonconvex method = 1 second

Number of variables (n) Constraints(m) ETE

8 6 1.125

14 12 0.123

30 28 0.002

produces and upper and lower bound on the optimal value of each subproblem. The optimal

value p∗ of the original problem is the smaller of the two subproblems. This eventually forms

a binary tree with each leaf node created by fixing a variable that is not fixed in the parent

node. So, a node at depth i in the tree corresponds to a subproblem with i switch variables

have fixed values. The upper and lower bound on p∗ are obtained by the minimum of upper

and lower bounds over all the leaf nodes. The algorithm terminates when Ui − Li ≤ ǫ.

Therefore, in the worst case, a complete binary tree is developed to depth n which makes

the complexity as 2n where n is the number of switch variables. For our problem with n = 14

the worst-case complexity is 214 which is relatively large for this reconfiguration problem.

The worst-case complexity for interior-point based method is O(nm2) where n is the

number of variables and m is the number of constraints and n > m. The complexity of

this method is thus polynomial in time but in worst-case much less that the “branch and

bound” based method. The Interior-point method solves the reconfiguration problem by

applying Newton’s method to a sequence of equality constrained problems. Results show

that local optimum found by interior-point based solvers match global optima by “branch

and bound” method for this reconfiguration problem. This is due to the fact that the

problem is highly convex with some non-convexity in the generator constraints. Our convex

formulation of the relaxed-integer non-convex problem reinforce this claim. The complexity

of this relaxed-integer convex problem, is however, same as the relaxed-integer non-convex

problem although a global optimum of this problem can be found for the former as any

local optimum for a convex problem is the global optimum solution. In this case sequential

40



convex programming [62] is applied by maintaining estimate of solution x(k) and a trust

region T (k) ⊂ Rn such that (2.18) is affine. With relaxed-integer convex formulation we are

able to convincingly state that our reduced-complexity solution provide exactly the same

result as the “LINGO” based global optimum solution presented in [44]. In Table 2.6 the

ETE - percentage efficiency in execution - is defined as

ETE =
Execution time for transformed convex

Execution time for original nonconvex
(2.27)

This shows that assuming platform independence, if the execution time for original non-

convex method with n = 14 and m = 12 is 1 second, the proposed convex method will

provide the same result in 123 milliseconds. For low values of n and m exhaustive search is

easy to perform. Therefore, there is no gain in transforming the non-convex problem. As

Table 2.6 shows, for n = 8 and m = 6 branch and bound performs better. As the number

of switches increases a very high execution time efficiency is possible.

2.5 Summary

In this chapter, two centralized optimization solutions are evaluated that deliver near-

optimal power to loads in shipboard power system. The complexity of proposed solutions

is polynomial in time and much lower than the complexity of the global solver that uses a

“branch and bound” based approach. Local optimum for relaxed-integer non-convex formu-

lation and global optimum for relaxed integer convex formulation match the global optimum

for original MINLP non-convex formulation with high regularity. Further, cumulative dis-

tribution of power flow is used to show that in 50% of the fault cases (up to 4 random faults)

the vital and semi-vital loads are serviced. Analysis of the tradeoff between power delivery

and number of switching operations performed during reconfiguration is also provided. As

expected, it is observed that an increase in switching is necessary to deliver more power to

loads. Furthermore, change of switch states is tracked from pre-fault state to final state,

while (1) changing one switch pair at a time; and (2) maximizing power delivery at each

41



state. The tradeoff between number of switch operations and power delivered is also quan-

tified.

In the next chapter, we investigate centralized SSG reconfiguration involving interaction

between sensors, power systems and communication network. We adopt a cyber-physical

approach to understand and quantify the delay in SSG reconfiguration from the occurrence

of faults.

42



Chapter 3

Centralized Reconfiguration-Response
Time Analysis

In this Chapter, the distribution of end-to-end delay associated with fault diagnosis and

reconfiguration in an all electric shipboard smartgrid system (SSG) is investigated from

a cyber-physical system (CPS) perspective. Specifically, a multi-layer end-to-end delay

analysis framework is presented.

3.1 Introduction

As we discussed, next generation all electric navy shipboard smartgrid system (SSG) is en-

visioned to have the ability to be reconfigured to route power to loads after the occurrence

of faults to maintain continued service to loads. The analysis of the response time from the

occurrence of a fault to restoration of service to loads is of primary concern. It is important

to estimate the SSG reconfiguration delay, especially for mission critical applications. This

guarantees the ship’s survivability against battle damages. The delay involved in SSG recon-

figurations can be evaluated by modeling the process flow through the physical power sys-

tems, communication and sensor networks, and computing components in the command and

control center. The challenges with reliable cyber-physical modeling has been discussed in

detail in [72]. Communication networks (wired and wireless) are essentially used to provide

both connectivity infrastructure and data aggregation [73] in CPS. Depending on the nature
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of the generated traffic, SSG reconfiguration requires, like many other networked applica-

tions, real-time quality of service (QoS) guarantees [74]. Such QoS requirements has been

traditionally related to two main transport parameters: information loss (reliability) and

delay (timing). Additionally, in an SSG, the number of switch operations for reconfiguration

of the power system and the delay associated with it play a critical role in determining QoS

guarantees. The random nature of data transmission and distribution, and the number of

switch operations hinder the development of deterministic QoS guarantees in the shipboard

CPS. Therefore, QoS guarantees on the end-to-end response time for SSG reconfiguration

can be given in a probabilistic manner to address both timing and stability requirements.

In this work, the end-to-end delay distribution for real-time power system reconfiguration

after the occurrence of faults is characterized. Cumulative distribution function (cdf) of

the delay for a desired response time is used as the QoS metric. Several centralized topolo-

gies of the sensor network and their impacts on the delay distribution are analyzed using

a real-time analysis (RTA) framework. Real-time QoS guarantee on SSG reconfiguration

with current and potential communication technology (FDDI/Ethernet/Gigabit Ethernet)

implementations for shipboard are also compared. Specific contributions of this chapter are

summarized below:

• A comprehensive integrated RTA framework to characterize end-to-end delay distri-

bution for SSG Reconfiguration. Specifically, each physical/cyber system delay is

considered, including sequence of operations, information aggregation delay, queuing

delay, transmission delay, communication protocols, and the computational delay as-

sociated with fault isolations and reconfiguration of switch status (ON/OFF).

• Provide an analytical upper (worst-case) bound on QoS and empirical validation of

the same using simulation of the RTA framework.

We base our results on communication network delay distribution suggested in [75], but we

extend it further to combine heterogeneity of independent physical subsystems and archi-

tectures of sensor network to characterize the end-to-end delay distribution. Furthermore,
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we provide a tight lower bound using the Hoeffding’s inequality [76] on the sensor and com-

munication network delay distribution. This lower bound provides the worst case sensor

and communication network QoS guarantee. Finally, it is important to mention that ac-

curate characterization of integrated end-to-end delay in CPS is still an open problem and

much work is foreseeable in the areas of abstraction and architectures, distributed network

control, and verification and validation as mentioned in [77]. Our proposed approach for in-

tegrated delay analysis framework provides important insights that improve future real-time

scheduling of shipboard system applications.

3.2 Problem Statement

The QoS requirement in SSG reconfiguration varies based on the priorities assigned to

the loads. An analytical model for the actual physical system in Fig. 1.5 under normal

(no-fault) condition [63] is shown in Fig. ??. For example, when there is an interruption

in power delivery due to faults, system reconfiguration must be done so that power is first

delivered to vital loads. Sensor nodes that are distributed across the SSG, collect information

from underlying power system network and send their measurements to a sink through a

multi-hop route in the network. Every sensor node is characterized by its input traffic rate

λ, maximum number of retransmission attempts, Rmax, and a MAC protocol. In general

for our analysis, Poisson point traffic at each sensor node or fusion center and packets of

exponential length with a fixed mean are assumed. The approach presented in Section 3.4

can be extended to other traffic models. Given the parameters of the node and a chosen

transmission control protocol, we obtain first, the delay distribution between two nodes i and

j for a new arriving packet. Second, we combine the delay distribution by factoring in the

architecture (arrangements of nodes), to find the aggregated delay distribution of conveying

the collected information from sensor nodes to a processing center. Third, we consider the

delay from the computing device (command and control center) and the delay for control

decisions to pass to actuators. We then combine the delay from each physical system and
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Figure 3.1: General Framework for End-to-end Response Time

computing device with appropriate stochastic models for suitably characterizing the end-to-

end response time. In the next section, we discuss a general approach for end-to-end delay

characterization in SSG reconfiguration.

3.3 General Framework for End-to-end Response Time

Distribution

As indicated, the response time of the SSG reconfiguration is essentially the aggregate time

taken by the power system, sensors, command and control, and communications systems

in response to an initial event causing faults in the power system. The time to complete

each involved subsystem functionality (delay) can be viewed as random variables having

probability density functions. In Fig. 3.1, the response time analysis (RTA) framework is

designed to compute the overall reaction time distribution of the system, i.e., the cumulative

probability that a response can be formulated and initiated in a time period that is less than

or equal to some arbitrary time. This is achieved by combining the densities assigned to
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each event in accordance with the appropriate laws of probability. The subsystems are

composed of a combination of serial, parallel, and cluster nodes. The traffic from each node

is generated following a stochastic process and is assigned a probability distribution (or

fixed-time delay). Three types of nodal configurations are possible. The serial or “chain”

arrangement of nodes denotes that an event, occurring at each node, does not commence

until the previous node is completed. The total time taken is therefore, the sum of the time

taken by the nodes. The parallel arrangement of nodes implies that all events must occur

at the nodes before a new is begun. So, the total time taken is the maximum of the time

taken by any node in that arrangement. The cluster arrangement of nodes suggests that the

occurrence of any one event in the node is sufficient for the flow in the network to continue.

Therefore, the total time taken is the minimum time taken by any node in this arrangement.

Each of the arrangements are illustrated with two nodes in Fig. 3.1. Let T1 and T2 be the

random variables associated with time in completing the task for node 1 and node 2, and

T is the aggregated time. Assuming independence of variables T1 and T2, the cumulative

distribution F (t) and probability density functions f(t) can be computed as in [78] for each

arrangement. In general, with M nodes in the arrangement the distribution and density

functions can be formulated as follows:

• Parallel:

F (t) =
∏

i∈M

Fi(t) and f(t) =
∑

i∈M

fi(t)
∏

j 6=i∈M

Fi(t) (3.1)

• Cluster:

F (t) =
∑

i∈M

Fi(t)−
∏

i∈M

Fi(t)

andf(t) =
∑

i∈M

fi(t)
∏

j 6=i∈M

[1− Fi(t)] (3.2)

• Serial:

f(t) = fi(t) ∗ fj(t) ∀ j 6= i ∈ M (3.3)
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Figure 3.2: Process Overview of Shipboard Power System Reconfiguration

where ′∗′ denotes convolution operation. In this work, a centralized analysis framework is

considered. The sensors collect data from the the underlying subnetwork after initiation of

an event and send the information to a centralized fusion center for the resolution of the

fault locations and reconfiguration status.

3.4 End-to-end response time for SSG reconfiguration

To find the end-to-end response time distribution, the individual distributions are combined

in sequential, parallel, or clustered manner, corresponding to their sequence of operations.

The framework in Section 3.3 is applied to characterize the response time. The end-to-end

response time is computed for the power system to recover from a fault state to a normal

(active) state, as shown in Fig. 3.2. The sequence of operations of the networks can be logi-

cally viewed as interactions among self-contained power system, sensor and communications

network, and command and control network.
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3.4.1 Delay distribution of power electronics network

The time required for restoration of service to the vital loads after the occurrence of faults

is considered. A change of switch status (ON/OFF) is required to redirect power optimally

to the vital loads. Therefore, the delay distribution is dependent on switch operations and

hence discrete. Lemma 1 has the main result.

Lemma 1. The probability mass function (pmf) of the response time for servicing the vital

loads after reconfiguration of the power network is given by:

Ppw(x) =

Nmax
∑

j=0

cij(x)qj(x) (3.4)

where, cij(x) = P (VL in i switching|system in j switching) and qj(x) = P (system in j switching).

cij occurs within every switch-pair change after the system is serviced. x is the delay variable.

Proof. The pmf of the response time for servicing the vital loads of the power network is

given by:

P (VL served in i switching ≤ t) =
∑

i∈{0,⌊ t
iTs

⌋}
Pi, (3.5)

where, Pi is P (VL served in i switching). If Nmax is the time required for the entire system

to be reconfigured from the initial fault state, then Pi in (3.5) can be viewed as the marginal

form of the following conditional and prior distributions;

P (VL in i switching ≤ t) =

Nmax
∑

j=0

P (VL in i switching

|system in j(≥ i) switching)

· P (system in j(≥ i) switching) . (3.6)

By introducing the delay variable x in (3.6), Ppw(x) in (3.4) is obtained. Notice that, the

marginal distribution of the service time for V L, i.e., Ppw(x) will depend on the choice of

the conditional model cij.
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Figure 3.3: Communication Network Infrastructure for Shipboard LAN

3.4.2 Delay distribution of communications network

Communication network introduces delay due to shared medium access for information flow.

The operation of the communication network carries the fault information between sensor

network and the centralized resolution center. The navy shipboard system presently uses

IEEE 802.5 Token ring standard (data rate 16 Mbps) for SAFENET I, and ANSI x3T9.5

token ring standard (data rate 100 Mbps) for SAFENET II [18], both based on FDDI dual

ring topology, forming a ship-wide network backbone infrastructure. As shown in Fig. 3.3,

the nodes act as sensors that collect variations in voltages and currents whenever a fault

occurs and communicates the information to the central processor via the ring. The total

delay Tn in successfully transmitting a packet is the sum of a number of random delays

associated with queuing (Tw), access (Ta), transmission (Ts), and propagation (τp). Specifi-

cally, Tn = Tw + Ts + Ta + τp. Ts is equal to the mean message length per line bandwidth.

Lemma 2 and 3 have the final results of delay distribution for Ethernet and FDDI token
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ring backbone network respectively.

Lemma 2. The density function for total delay (Tn) with for Ethernet (IEEE 802.3) as

MAC protocol is given by:

fTn
(x) = λ(1− ρ)

∫ x

0

e−µ(1−ρ)(x−z)P {R = 0}
Ts

+
[ z

aT
−
⌊ x.

aT

⌋]

r2
∑

r=1

r
∑

k=0

−a.r(
⌊

z
aT

⌋

− η)

wr
(rk)

· pkbpr−kps

⌊ z.

aT

⌋ 1

aT
+

r2
∑

r=1

r
∑

k=0

ar(
⌊

z
aT

⌋

− η)− η)

wr

· (rk) pkbpr−kps

[

1

aT
−
⌊ z.

aT

⌋ 1

aT

]

. (3.7)

Here, ρ = λ
µ
is the utilization of the single server system. λ is the arrival rate at the queue

input. µ is the average number of message served/milliseconds. A slotted non-persistent

CSMA protocol under Poisson point traffic with retransmission is typically used in Ethernet,

with uniform backoff (UB) [75] of large range w(> 20 packets). a = τp
Ts
. The maximum

round-trip delay is smaller than the packet transmission time, i.e., 2τp ≤ Ts. R is the

number of retransmissions allowed. P {R = r,K = k} = (rk) p
k
bp

r−kps, 0 ≤ k ≤ r; r, r2 ≤ R;

pb is the probability that the channel is sensed as busy; pc is the probability that a collision

occurs, and ps is the success probability of accessing the channel. ps ≥ 0.5 is needed for

finite average delay. Under UB, the distribution of Xr is simply P {Xr = kn} = ar(kn)
wr , k =

r, r + 1, · · · , rw.

Proof. The density function for Tw can be computed directly from M/M/1 queue analy-

sis [50] as

fTw
(x) = (1− ρ)δ(x) + λ(1− ρ)e−µ(1−ρ)x, x > 0. (3.8)

The derivative of equation(22) in [75] gives the pdf of combined Ta, Ts, τp. Finally, linear

convolution with (3.8) results in (3.7).
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Lemma 3. The density function of the backbone network delay TFDDI with ANSI x3T9.5

token ring as MAC protocol is given by:

fTFDDI
(x) =

uCbp

λb

δ(x) + (1− p)uCbexp {−uCbx} (3.9)

where, λb is the message arrival rate at backbone, p is the probability that the backbone is

busy, Cb is the bandwidth of FDDI link, and u is the mean transmission frequency of a packet

through the FDDI link.

Proof. See Appendix I.

3.4.3 Delay distribution of sensor network

Sensors are placed as nodes in the dual ring based communication network. The placements

of the nodes/sensors determine the delay distribution of the network. For clarity, we only

limit our discussions on the top ring, and assume that under communication network faults,

a part or the entire bottom ring will become active. It is always assumed that the sensors

act only as measuring devices; the data fusion occurs at the command and control center

(CCC).

Architecture I: Centralized Network Control

In this case, all the sensor nodes are connected directly to a single ring. This architec-

ture is feasible in small-sized ships where all the load centers are closely located. Fig. 3.4

shows this architecture. This effectively creates a parallel arrangement of sensor nodes as

in Fig. 3.1. The aggregation time from all the active sensors to the CCC is obtained as

TSensorNet−>CCC = maxi∈ns
(Twi

+ Tai), where, ns is the number of active sensors in the

sensor network. The corresponding distributions can therefore be easily obtained from (3.1)

as FSensorNet−>CCC(x) =
∏

i∈ns
Fi(x), and fSensorNet−>CCC(x) =

∑

i∈ns
fi(x)

∏

j 6=i∈ns
Fi(x).

The response time for the communication and sensor network TSensorNet captures of the

time taken for (1) all the sensor node data to reach CCC, (2) the decision containing the

switching information from CCC to reach actuators and (3) change the switch status on the
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Figure 3.5: Centralized Network Control with Backbone for Shipboard LAN

power network. The last operation can be assumed to have a minimal constant time delay

and is ignored. Also note that the first two operations have similar delays. Therefore, the

sensor network response time TSensorNet = TSensorNet−>CCC + TCCC−>SensorNet.

Architecture II: Centralized Network Control with Backbone

In this, the backbone ring network across the ship connects several networks as shown in

Fig. 3.5. The CCC is also connected to the backbone network. This architecture is employed

in larger shipboard systems where communication between several operational subsystems in

the ship is necessary. For example, subsystems related to operations and management, navi-

gation and weapon control etc., may all be connected to the same backbone network. There-

fore, reconfiguring the power system using this architecture introduces additional queuing

and channel access delay at the backbone router. Assuming Poisson arrival of traffic at

the backbone router, the aggregated time to reach fusion center at the CCC can be for-
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mulated as TSensorNet−>CCC(x) =max
i∈ns

{

(Twi
+ Tai)SensorNet + (Twb

+ Tab)BackboneNet

}

. The

corresponding distributions TSensorNet−>CCC(x) of can be obtained as FSensorNet−>CCC(x) =
∏

i∈ns
FSensor+Backbonei(x) and fSensorNet−>CCC(x) =

∑

i∈ns
fSensor+Backbonei(x)

∏

j 6=i∈ns
FSensor+Backbonei(x),

where, fSensor+Backbonei can further be computed as fSensor+Backbonei(x) = (fwi
(x) ∗ fai(x))SensorNet∗

(fwb
(x) ∗ fab(x))BackboneNet

Architecture III: Centralized-Cluster Network Control

In this case, sensors are placed as nodes in a subnet LAN system (also termed as a clus-

ter). Sensors act only as measuring devices in the cluster. Fig. 3.6 shows such an archi-

tecture. The cluster heads acts as semi-agents that perform preprocessing and passing of

data to the CCC. No lateral coordination between cluster heads is assumed. The aggre-

gated time to reach the CCC using clusters of multiple sensor network is two fold; first,

data aggregation are done in the cluster-heads from the underlying sensor nodes, and sec-

ond, from cluster heads to the CCC; the return paths from the CCC incurs similar delays:

TClusterNet−>CCC = mini∈ns

(

Tclusterwi
+ Tclusterai

)

, where, Tclusterwi
and Tclusterai are queuing

and access delays for cluster-heads, respectively. Each of the cluster-heads has an effec-

tive parallel arrangement of sensor nodes. So, this aggregation time TSensorNet−>ClusterNet is

found similarly as TSensorNet−>CCC. The total sensor network response time can therefore

be computed in this case as TSensorNet−>CCC = TSensorNet−>ClusterNet + TClusterNet−>CCC ,

assuming a negligible preprocessing time at each cluster-head. Accordingly, the distribution
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function is fSensorNet−>CCC(x) =
[

∑

i∈ns
fi(x)

∏

j 6=i∈ns
Fi(x)

]

∗
[

∑

l∈ncs
fl(x)

∏

j 6=l∈ncs
Fl(x)

]

,

where, each sensor node delay density function fi(x) and each cluster-head delay density

function fl(x) can straightforwardly be obtained from (3.1).

3.4.4 Delay distribution for fault diagnosis

In this case, the CCC resolves the location of the faults from either decision fusion (Centralized-

Cluster) or data fusion (Centralized and Centralized with Backbone). In all such cases,

it is reasonable to assume that the distribution of resolution time (Tc) is uniform be-

tween a minimum Tcmin
, and a maximum Tcmin

. Therefore, it can be simply denoted

as fc(x) = x
Tcmax−Tcmin

, Tcmin
≤ x ≤ Tcmax

. The final total delay is: T = Tpw +

TSensorNet−>CCC + TCCC−>SensorNet + Tc. The corresponding total delay distribution is

fT (x) = fTpw
(x) ∗ fSensorNet<−>CCC(x) ∗ fc(x). fSensorNet<−>CCC is the total delay den-

sity distribution for collecting fault information from sensor network to CCC and decision

information from CCC to the actuators. Other variations of this centralized architectures,

can be modeled similarly based on the RTA framework. The QoS metric for the end-to-end

response time is characterized by the cumulative distribution function as:

FT (x) = P
{

fT (x) <
x0

T

}

=

∫
x0
T

0

fT (x)dx. (3.10)

The scope and usability of the RTA framework for real-time SSG reconfiguration is described

in the following statement:

Under the assumption of uniform fault occurrence, the RTA framework provides an upper

(worst-case) bound on the integrated end-to-end response time for SSG reconfiguration QoS.

An empirical validation of the statement is provided in Section 3.5.2.

3.5 Analysis and Validation of Proposed Framework

In this section, first, the analytical delay distribution of (1) power network, and (2) com-

munication network under appropriate stochastic models are obtained. Second, OPNET
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Figure 3.7: Response Time Distribution of Power Network with Uniform Fault Occurrence,
and cij(x) Uniform and Exponential

network modeler and MATLAB are used to simulate the end-to-end delay distribution for

Architectures I-III to empirically validate Proposition 1.

3.5.1 Analysis Procedure for Proposed Framework

In this analysis, it is considered that the occurrence of faults in the power system is uni-

form, and that up to 5-fault cases occur with equal probability. Therefore, qj(x) is found by

calculating the number of switch-pair changes from an initial no-fault stage for all possible

fault occurrences. Typically, one switch-pair change at a time is assumed. Uniform and

exponential model for the conditional distribution cij(x) is considered. The response time

distribution for power network reconfiguration is given in Fig. 3.7. As mentioned before,

the conditional model for cij(x) impacts the delay distribution for reconfiguration. The

exponential model for cij(x) produces lower delay than the uniform model.

Next, analytical results of the communication network delay distribution in (3.7) are

provided. For CSMA/CD, network delay grows if packets are dropped due to collision re-
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Figure 3.8: Response Time Distribution of Communication Network with Slotted Non-
persistent CSMA, w = 32, ps = 0.7

quiring retransmission. Fig. 3.8 shows the CDF of network delay as a function of maximum

number of retransmission R. R is normally set to ensure a reasonable trade off between

efficiency and reliability. Switched Ethernet provides negligible access delay for the chan-

nel [79]. So queuing delay determines the mostly delay in the communications network.

An upper bound based on Hoeffding’s inequality [76] provides an estimate of the minimum

delay possible in the network. The difference between the actual response time from its

worst-case bound is the figure of merit for shipboard system designers.

3.5.2 Validation of RTA Framework

The simulation procedure shown in Fig. 3.9 to validate the RTA framework follows a test

procedure in [80]. The virtual testbed (VTB) developed in MATLAB is used to simulate

power systems, and command and control networks while OPNET (IT GURU ACADEMIC)

is used to simulate the sensor and communication networks. The intermediate data exchange
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Figure 3.9: Simulation process for validation of the proposed framework. The validation
uses shipboard system reconfiguration as the VTB process

between OPNET and MATLAB is done thorough MATLAB’s workspace that acts as a co-

simulation co-ordinator. The time elapse to import OPNET data files to the co-simulation

co-ordinator interface is ignored. The delay in fault location resolution using standard sen-

sor data fusion algorithms [81] is assumed to be distributed uniformly. The reconfiguration

algorithm [63] is run in the VTB and finally all the delays are accumulated to obtain the

end-to-end delay (response time). A total of 14 sensors are used in centralized, centralized

backbone, and centralized-cluster fashion. In the centralized-cluster, 3 cluster heads each

communicates with 5, 5, and 4 sensors, respectively. In the centralized backbone, two ad-

ditional networks (not related to SSG reconfiguration) are connected to the CCC. In the

simulations, each sensor node is denoted by an Ethernet workstation and an Ethernet server

denotes the CCC. Each sensor node is connected to the ring network via an Ethernet switch;

so, no collision of data in the primary shared medium occurs. Fig. 3.10 shows the sensor

and communication network for Architecture-I. For simplicity, we show a single sensor node

connected through a switch to the ring network. In practice, this can be a combination of

multiple voltage, and current measuring sensor nodes. Fig. 3.11 shows the sensor and com-
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Figure 3.10: OPNET model for Architecture-I with 14 sensor nodes connected by Ethernet
100-BASE-T Duplex links in a switched LAN topology

munication network for Architecture-II. The Ethernet workstations are now connected via

a shared backbone LAN to the central Ethernet server unit. Several closely located sensor

nodes form subnetworks, each connecting to a ship-wide backbone network. Other Ethernet

LANs or subnetworks are also connected to the backbone LAN network. Fig. 3.12 shows

the sensor and communication network for Architecture-III. First, the maximum delay from

each sensor node to the cluster head within a subnetwork TSensorNet−>ClusterNet is computed;

then the minimum delay from the cluster heads to the CCC is added as TClusterNet−>CCC .

A comparative study of delay distributions for various centralized architectures (Archi-

tecture I-III) is now provided. Only the end-to-end delay distribution for reconfiguring the

vital loads optimally under uniform cij(x) assumption is presented. Similar analysis for

various conditional probabilities of cij(x) and qj(x), and for serving other category of loads

(semi-vital, non-vital) or the entire power system can be straightforwardly obtained follow-
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Figure 3.11: OPNET model for Architecture-II with total 14 sensor nodes in 3 subnets
connected by Ethernet 100-BASE-T Duplex Backbone in a switched LAN topology

ing the RTA framework. Fig. 3.13 shows results of end-to-end delay distribution for

architectures I-III for validating our framework. The centralized-cluster (Architecture-III)

produces lower delay than other two (viz. probability of 0.94 with which service can be

restored within 80 milliseconds). Architecture-II with backbone has the highest delay. The

RTA framework tightly lower bound the actual system response time. This also confirms

the statement in Section 3.4.4 regarding the scope and usability of the RTA framework.

RTA framework suggests that, Architecture-III must be used for faster response time on

SSG reconfiguration. Additionally, it provides redundancy in sensor subnetwork that helps

in resolving fault locations. However, this also require more connections to the server than

the backbone network. The navy shipboard uses FDDI dual ring topology for the network

backbone architecture to compromise among delay, reliability. On the other hand, Ethernet

provides low-cost solution for shared medium access, with slower response time. The end-to-
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Figure 3.12: OPNET model for Architecture-III with 14 sensor nodes in 3 subnets with 3
cluster heads connected by Ethernet 100-BASE-T Duplex links in a switched LAN topology
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Figure 3.13: Comparison of End-to-end Response Time Distribution for Different Archi-
tectures with Switched Ethernet, and 14 Sensors

end response time employing backbone network topologies (Architecture-II) with Ethernet,

FDDI and Gigabit Ethernet as the network backbone are now compared. The number of
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Figure 3.14: Comparison of End-to-end Response Time Distribution for Architecture-II
With Ethernet, Gigabit Ethernet, and FDDI Token Ring Backbone

sensor nodes and traffic generation rate at each node remains the same. Fig. 3.14 shows that

with Gigabit Ethernet as the network backbone, the response time is improved as compared

to FDDI token ring based topology presently employed by shipboard systems. The response

time with normal Ethernet with 100-Base-T duplex link provides the worst response time.

However, Ethernet and Gigabit Ethernet allow integration of legacy network devices into

the backbone topology in an easy and cost effective manner. Therefore, they can be consid-

ered in the future as alternative solutions for efficient backbone communications for electric

ships.

3.6 Summary

In this Chapter, a framework for real-time end-to-end response-time analysis for central-

ized SSG reconfiguration is provided. Specifically, reconfiguration time for optimal power

delivery to vital loads after the occurrence of faults are considered. The RTA framework

is validated by simulation for various centralized topologies. The analysis provides a tight

upper (worst-case) bound on the integrated end-to-end delay, considering the heterogeneity
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in various physical/cyber subsystems. Based on the RTA framework, various design choices

capturing the trade off between delay, number of connection, reliability, and technology

can be made. The QoS service guarantee of the end to end system response time for SSG

reconfiguration can address various system design issues for future shipboard system.

In the next two chapters we investigate decentralized reconfiguration of SSG. We de-

compose the SSG reconfiguration problem into smaller separable subproblems and study

the convergence of the proposed reconfiguration solution under perfect and imperfect net-

work conditions.
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Chapter 4

Decentralized Reconfiguration of
Shipboard SmartGrid

In this chapter, we seek to investigate the quality of the SSG reconfiguration solution without

complete knowledge of the overall system state. This can be achieved via a number of

decentralized methods. We propose and analyze a dual decomposition based decentralized

optimization method for shipboard smartgrid system. This chapter is organized as follows:

4.1 Introduction

Shipboard smartgrid (SSG) has unique characteristics when compared with terrestrial sys-

tems due to their small size, tight coupling between components, load sensitivity to power

interruptions and power quality. Several control strategies relative to the ones emphasized

in terrestrial smart grids are required for maintaining power quality and survivability of the

SSG as we have already discussed in the previous chapters.

In particular, we discussed several centralized methods of SSG reconfiguration that find

a globally near-optimal switch status (ON/OFF) to reroute power to loads after the occur-

rence of one or more faults. Several optimal and near-optimal centralized methodologies

related to SSG reconfiguration have been proposed in [44] and in our earlier work [57],

respectively. In this chapter, we focus on decentralized reconfiguration of SSG. To this

end, one of the key questions of interest in this chapter is the following: Is it possible to
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quickly restore faults locally and further reach a system-wide power restoration without com-

plete knowledge of the system state? An obvious strategy to address this question is to

consider decentralized system optimization. Decentralized approaches are generally more

robust than centralized optimization due to the absence of single point failure problem. In

SSG, distributed optimization can be very useful in quickly restoring local damages during

fight through and battle situations, and therefore has received considerable attention over

the past few years.

In SSG, distributed optimization is typically proposed in a multi-agent environment, in

which, power is locally distributed to the loads after the occurrence of faults to recover

temporarily from an interruption in service. Various related approaches have already been

discussed in Chapter 1. In general, the approaches do not scale well with the size of the

smartgrid. Further, none of the prior related approaches provide any certificate of the qual-

ity of the proposed solutions.

In this chapter, we employ dual decomposition based distributed optimization of SSG

reconfiguration. This not only provides a quick local reconfiguration of the SSG, but also

indicates how suboptimal the solution is relative to optimal centralized SSG reconfiguration,

with or without taking into account communication delay and quantization noise effects.

Specific contributions of this work include:

• Using dual decomposition [82], we conveniently decompose the SSG model into several

agent subsystems, optimize each subsystems locally, and interact with other neighbor

agent subsystems via coupling constraints to reach a global state of system-wide load

restoration. A dual decomposition framework in [60] to solve SSG reconfiguration

problem using low-complexity gradient algorithm is used.

• By solving the dual of the SSG reconfiguration problem, we provide a strong theoretical

basis for the quality of the distributed reconfiguration of SSG relative to the centralized

global optimum reconfiguration.
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4.2 Dual Decomposition Based Shipboard Smartgrid

Reconfiguration

Traditionally, SSG reconfiguration formulation is presented as mixed-integer non-convex

optimization problem [44] and stated below for clarity of presentation:

Primal Objective function:

Max.
∑

I∈L

WV LSV L +WSV LSSV L +WNV LSNV L (4.1)

C1. AC Equality constraints

PGib − PDib =
∑

jb
VibVjbYibjbRe {∠(θibjb + δjb − δib)},

QGib −QDib =
∑

jb
VibVjYibjbIm {∠(θibjb + δjb − δib)}

C2. AC Inequality constraints

PGmin
ib

≤ PGib ≤ PGmax
ib

, QGmin
ib

≤ QGib ≤ QGmax
ib

, Iibjb ≤ Imax
ibjb

, V min
ib

≤ Vib ≤ V max
ib

,

δmin
ib

≤ δib ≤ δmax
ib

C3. DC Equality constraints
∑

ib
Iinib

=
∑

i Ioutib + ILi ib ∈ FB, jb ∈ TB, Vib = Vjb + Iibjb × Zibjb

C4. DC Inequality constraints

PLib ≤ PLmax
ib

×SWib (for variable load), PLib = Bib×PLmax
ib

(for fixed load), Iibjb ≤ Imax
ibjb

,

and V min
ib

≤ Vib ≤ V max
ib

C5. Switching constraints

SWib + SWjb = 1 where SW ∈ (0, 1)

The weights w′s are assigned to reflect load priorities as wV L > wSV L > wNV L where

NV L, V L and SV L are non-vital, vital and semi-vital loads, respectively. PD and QD

are the active and reactive power demanded; Vib is the voltage at bus ib; δib is the angle

associated with the voltage at bus ib; Yibjb is the magnitude of the complex admittance from

bus ib to jb; θibjb is the angle of the admittance from bus ib to jb; PLib is the power delivered

to loads connected at bus ib; Bib is a binary variable that connects a fixed load to PB or

SB and can be predetermined. ILib is the load current at bus ib; Iibjb is the current flow
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from bus ib to bus jb; Iinib
and Ioutib are the currents entering and leaving bus ib; FB is the

set of “from (source)” buses; TB is the set of “To (destination)” buses; Zibjb is the branch

impedance of branch ib and jb. (.)max and (.)min are used to indicate the maximum and

minimum value of each variable, respectively. The mutual exclusivity constraints on the

switch variables SW ensure that the power delivered to the higher priority loads is from

either port side or starboard side (maintains the radial structure of the SSG).

The solution for this optimization problem determines the switch configuration that

maximizes the power delivered to loads. In order to implement distributed optimization,

we use the relaxed integer form obtained by allowing switch variable SW to take any value

between 0 and 1. Furthermore, linearizing the AC equality constraints results in a relaxed-

integer convex form. In chapter 2, we quantified the impact of integer relaxation and convex

approximation of the original reconfiguration problem. We demonstrated that the relaxed-

integer convex form provides a way to achieve near optimal reconfiguration. As a result, in

this chapter, we confine ourselves to only the relaxed-integer convex form for the distributed

optimization of SSG.

In our multi-agent framework, the SSG is first decomposed into K subsystems, each

managed by local agents. We assume that the local agents have estimates of load power

demand and switch status within their subsystem. Fig. 4.1 shows the subsystems partition

with K = 6, and Fig. 4.2 shows an equivalent representation of the decomposed models with

private and public variables. Agents are arranged using overlapping ring based structure

with each subsystems sharing information with at least one neighbor agent subsystem via

public variables acting as coupling constraints. We let xk ∈ Rnk and yk ∈ Rpk denote

private and public variables, respectively, for subsystem k. Here, nk and pk are number of

private and public variables, respectively. Each subsystem has a local objective function to

67



DEFGE

GHI

DEFGE

JHI

DEFGE

GHI

DEFGE

JHI

K

L

M

N

O

P Q

R S

KT

KL

KK KM

KN

KO

KP

KQ

KR

UVK

UVL

WXKFWXL

MO

NP

RS

QKT

WY

UY

WXZK

WXZL

UM

UL UN

UO UR US UKK UKM

UP UQ UKT UKL UKN

U[\]^]_`a K U[\]^]_`a L U[\]^]_`a M U[\]^]_`a N U[\]^]_`a O U[\]^]_`a P

AgentsUK

Figure 4.1: Subsystem formation for dual decomposition. Agents are represented by
S1, S2, · · · , S15

bcdefeghi j bcdefeghi j bcdefeghi k

1x
2x 6x

1y )1(2y )2(2y )1(3y )2(5y 6y
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optimize that is defined as:

lk(xk,yk) =min
s∈xk

−
∑

I∈Lk

WV LSV Lk

+WSV LSSV Lk
+WNV LSNV Lk

s.t.(xk,yk) ∈ Crk r = {1, · · · , 5} k = {1, · · · , K} (4.2)

where, lk is the set of all loads, and Crk is the r-th constraint set for k-th subsystem, obtained

from the original constraint set C1-C5 in (4.1). With reference to the subsystem partitions

presented in Fig. 4.2 we take all the public variables into a single vector y = [y1, · · · ,yK ]
′
of

length p, and p =
∑K

k=1 pk. (.)
′
denotes transposition operation. Each public vector yk can

be represented by
[

∑

Ikinib
,
∑

Ikinjb
, vdc

k

ib
, vdc

k

jb
,
∑

Ikoutib
,
∑

Ikoutjb

]′

. (.)k refers to the voltage

and current variables within the k-th subsystem. All other variables in the primal SSG

reconfiguration problem are similarly grouped as private vector xk for the k-th subsystem.

We have N = max(p1, · · · , pk) consistency constraints. They have a common value between

each net of any interacting subsystems. The common values of each consistency constraints

are contained in a length-N vector z. We express the constraints as y = Ez where, a

connection mapping matrix E ∈ Rp×N is

Emn =

{

1 if ym ∈ y(n)

0 otherwise.
(4.3)

Rows in E specify sets of consistency constraints for the given subsystem interaction. We

can partition E into blocks associated with different subsystems, denoted by Ek ∈ Rpk×N .

In that case, each component vector of y can be mapped to z as yk = Ekz. Therefore,

the global optimization problem in (4.1) can be related to the local optimization for each

subsystem k as

min.
K
∑

k=1

lk(xk,yk)

s.t. (xk,yk) ∈ Crk

yk = Ekz. (4.4)
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To implement a decentralized solution of the optimization problem in (4.1), we use dual

decomposition method to solve (4.4). The partial Lagrangian is formed by using Lagrange

multipliers for the coupling constraint as

L(x,y, z, λ) =

K
∑

k=1

(lk(xk,yk)− λ
′

kyk) + λ
′

Ez. (4.5)

Here λ ∈ Rp is the Lagrange multiplier associated with y = Ez, and λk is the sub vector

of λ for k-the subsystem. The dual function q(λ) is obtained by maximizing over z. This

results in the condition E
′
λ = 0. for q(λ) ≤ ∞. Let q∗k(λ) denote the optimal value of each

of the subproblem lk(xk,yk) − λ
′

kyk subject to local constraint Cik. Then the dual of the

original problem (4.4) can be written in terms of the dual variable λ as

max. q(λ) =
K
∑

k=1

q∗k(λk)

s.t. E
′

λ =0. (4.6)

Since the problem (4.6) is differentiable, it is solved by standard gradient method similar

to one illustrated in [60]. Here, ‖y − Ez‖ is called the consistency constraint residual. It

vanishes when the local copies of public variables for each interacting subsystem becomes

equal, i.e., global state of reconfiguration is achieved. We subsequently round off the final

switch states to 0 or 1 and run the power flow to obtain the power delivered to the all loads

of the K subsystems.

As suggested by (4.6), the original reconfiguration solution can be achieved by solving K

subproblems in parallel, and exchanging information of the public variables over a commu-

nication network. In this chapter, we consider a perfect communication network to evaluate

the convergence of the proposed gradient algorithm based SSG reconfiguration. A summary

of the proposed decentralized solution of SSG reconfiguration is given in Alg. 1.

In the next section, we provide simulation results of the proposed decentralized SSG

reconfiguration under the assumption that no packet loss or delay in information exchange

occur over the network.
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Alg. 1 Gradient Method for Decentralized SSG Reconfiguration

Input: Dual decomposition problem (4.6)
Output: x̂

1 begin
2 Initialize λ = 0
3 Optimize qk(λ) for k = 1, · · · , K-subsystems
4 Obtain solution for subproblem (4.6) as xopt, yopt

5 Compute average of public variables over each communication link
6 ẑ := (E

′
E)−1E

′
y

7 Update the dual variables
λ := λ− α(−y

′
+ Eẑ).

8 if (‖yopt(t)− Eẑ(t)‖ ≤ η)
9 Break;
10 end if
11 end

4.3 Simulation Results

We now provide simulation results of the optimal reconfiguration problem of the shipboard

smartgrid system using dual decomposition method under perfect network condition; i.e., no

routing delay, quantization noise and packet loss is considered. We use the same simulation

parameters for each subsystem from our work in chapter 2. We provide the reconfiguration

results of SSG under multiple faults. We assume that (1) all loads are operating at maxi-

mum rated power condition before fault occurrence, and (2) all faults occurring at random

locations in the smartgrid are identified and isolated before the optimization algorithm is

executed. Fig. 6.1 shows a scenario with 4 faults occurring between bus numbers 3 − 35,

35 − 5, 2 − 4, and 6 − 8 on the smartgrid. We show global optimization results only and

compare the distributed dual decomposition reconfiguration results with existing central-

ized optimizations methods [57]. Switch states after reconfiguration are pointed by arrow

marks. These switch states mark the absolute global optimization result obtained by using

branch and bound based exhaustive search for original centralized mixed-integer non-linear
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Figure 4.3: Shipboard microgid with 4 simultaneous faults

Table 4.1: Shipboard smartgrid reconfiguration with 4 faults

Load 
positions

Vital
(MW)

Semi-vital
(MW)

Non-vital
(MW)

SW 
positions
(closed)

Solver

Load 1/2

Load 3/4

Load 35

Load 5/6

Load 7/8

Load 810

Load 9/10

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

1.0000

1.0000

1.0000

1.0000

1.0000

0.4786

0.5000

1.0000

0.5000

0.5000

SW2

SW4

SW46

SW6

SW7

SW79

SW9

Global Non-convex with 
mixed integer

(LINGO)

Load 1/2

Load 3/4

Load 35

Load 5/6

Load 7/8

Load 810

Load 9/10

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

1.0000

1.0000

1.0000

1.0000

1.0000

0.4621

0.5000

1.0000

0.5000

0.5000

SW2

SW4
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SW6

SW7

SW79

SW9

Distributed Dual 

Decomposition with

integer relaxation

(MATLAB)
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Figure 4.4: Shipboard microgid reconfiguration with 4 simultaneous faults

(MINLP) problem. Distributed dual decomposition produces the same switch state (when

rounded off) with global optimum solution and therefore, power delivered to the loads is

same the centralized global optimal solution. This is possible as the non convexity of the

original problem is in fact, limited to a few non-linear equality constraints in the AC power

flow section of the generator while the majority of the formulation is convex.

We now consider the convergence of the distributed gradient method to reconfigure the

smartgrid under perfect network condition (no delay). Fig. 5.1 shows that, with constant

step size between iterations, the dual decomposition reaches the desired accuracy η within

8 iterations. With diminishing summable step size of αt/t the algorithm stabilizes with a

smoother slope around the optimal point.

Finally, we compare the scalability of our proposed distributed optimization of SSG with

consensus based load restoration approach in [59]. In the consensus based approach, the

information is exchanged with total number of agents Na in the system. Contrary to that,

in dual decomposition approach only requires NG neighboring agents to communicate with
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each other. As the network size increases, we expect NG to remain much smaller than Na for

most topologies and therefore, our proposed approach will scale much better with the size of

SSG than consensus based load restoration approach in [59]. Additionally, the total number

of bits required to exchange per iteration for dual decomposition approach is nbNG

∑K
k=1 pk,

where nb denotes the number of bits used to send one packet of information. This is much

less than sending the entire information matrix of size nbNa(3Na) to all Na agents for the

consensus based approach.

4.4 Summary

In this chapter, we formulate and analyze a distributed method for optimized reconfiguration

of shipboard smartgrid. Specifically we decompose the SSG into multiple smaller subsystems

that are coupled to each other by convex coupling constraints. We show that by applying

dual decomposition method the optimal reconfiguration in terms of the power delivery to

loads in the smartgrid under multiple faults can be efficiently achieved. Simulation results

indicate close accuracy compared to with original centralized non-convex formulation for

the same problem. With perfect network, the distributed dual decomposition achieves the

optimality of the switch states within a few iterations.

In the next chapter, we aim to obtain the feasibility of convergence of the time varying

gradient method with finite-length buffer at each agent and communication failure (packet

loss).
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Chapter 5

Decentralized Reconfiguration Under
Imperfect Communications

In this chapter, we investigate the impact of communication network on the quality (opti-

mality) of the decentralized reconfiguration solution presented in the Chapter 4.

5.1 Introduction

As we have discussed in the previous chapters so far, predominantly, the challenges related

to fault diagnosis and reconfiguration of shipboard smart grid to ensure survivability and

flight through are time critical. Therefore, the timeliness and accuracy with which the opti-

mal service restoration is performed is absolutely essential. In this chapter, we seek answers

to the following set of fundamental questions related to decentralized SSG reconfiguration

discussed in Chapter 4:

(1): How is the convergence rate of distributed SSG reconfiguration affected by communi-

cation network delay, quantization noise, and loss of packets?

(2): What are the essential benefits / drawbacks of decentralized SSG reconfiguration

when compared with centralized approaches [44],[57], in terms of delay and optimality?

In chapter 4, we propose dual decomposition based decentralized optimization of SSG recon-

figuration, in which, the shipboard system is decomposed into multiple separable subsystems

with agents. Specifically, each agent solves a local concave dual function of the original objec-

75



tive while neighboring agents exchange information over a communication network and fuse

the local optimizations into a global solution. The convergence of the proposed approach

under varying network delays and quantization noise is therefore an important aspect to

model and analyze. The key contributions of this chapter are summarized below:

• A novel time-varying gradient algorithm that includes the impact of practical commu-

nication links such as queuing delay, packet loss, and quantization noise is provided

and analyzed in the context of dual decomposition based SSG reconfiguration problem.

• A theoretical lower bound on the convergence of the time-varying gradient algorithm

under imperfect network conditions is derived, assuming that the time delay in the

network is bounded (no packet loss).

• A new measure called outage convergence rate is introduced. This measure corre-

sponds to the probability that the actual total delay exceeds the expected total delay

when there is packet loss in the network.

• A comparison of total delay is presented for centralized and distributed approaches to

analyze the effectiveness of the proposed optimization strategy.

5.2 Impact of Communication Network

The gradient algorithm presented in [60] and used here considers a perfect network and

therefore achieves the optimum value of q∗. However, exchanges of y are susceptible to

communications delay, packet loss, and noise that prevent the algorithm from converging to

qopt.

5.2.1 Convergence Rate With No Packet Loss:

We consider (1) delays encountered by sensor nodes due to routing, and (2) noise due to

quantization of the real gradient values. First, note that the exchange of public variables

between neighboring agents encounter varying time delays. That is, each public variable
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sent from agent i to agent j at time t̂ may arrive at time t̂+ δij(t̂), where δij(t̂) is the time-

varying delay in sending a packet from agent i to j. We assume that the public variables

transmitted by agent i may not reach agent j in the same order and that the roundtrip delay

cij(t̂) = δij(t̂)+ δji(t̂) ≤ D, where D is the delay bound. The delay bound implies that there

is no packet loss in the network, and all updates complete their roundtrip delays within D.

We further assume that the gradient value is bounded to G, implying no abrupt change

in the network condition. All the above assumptions are reasonable since a small-size SSG

network is not heavily loaded with traffic. Additionally, we assume that the quantization

noise is bounded by E. Assuming Gaussian distribution, E is obtained from the known

capacity Rc of the information bearing channel, i.e., Rc(E) = 0.5log2(S/E), where S is the

signal power [83]. The distributed time-varying algorithm is presented in a concise manner

in Alg. 2. Here, agent j computes the gradient update g(t̂) for the lth component of yk

as g(t̂) = α(yli(t̂) − zlj(t̂) and sends it to agent i which performs dual update as in line 11

of Alg. 2. We redefine the projection vector in [84] to Pt−cij(t̂)
(.) that has a time-varying

component. This implies that Pt−cij(t̂)
(.) only selects gradient updates that completes their

round trip at time step t, and therefore are sent t̂ = t − cij(t̂) time step ago. The time

varying dual variable update for the entire state vector λ(t) at time step t + 1 can now be

adequately expressed as

λ(t+ 1) = λ(t) + α

D
∑

cij(t̂)=0

Pt−cij(t̂)
(gq(t− cij(t̂))) (5.1)

where, gq(t− cij(t̂)) ∈ Rpk is the quantized vector gradient update suitable for sending over

the network, and α is a constant step size. We now state the lower bound on the convergence

rate of Alg. 2 in the following theorem.

Theorem 1. Let T denote the number of iterations. Assuming the existence of the mini-

mizer qopt, bounded time-delay D, and bounded error due to quantization E, the maximum
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Alg. 2 Time-varying Gradient Method

Input: Dual decomposition problem (4.6)
Output: x̂

1 begin
2 Initialize λ = 0
3 repeat for each agent i ∈ NG(neighboring agent set)
4 Optimize qi(λ(t))
5 Obtain solution for subproblem (4.6) as xi, yi

6 Transmit each component of public variable yli(t) to neighboring agent j,
7 where l = 1, · · · , pk
8 repeat for each received ylj(t̂)
9 Compute average of public variables over subsystem links:

ẑlij(t̂) := (ylj(t̂) + yli(t̂))/2

10 Compute and quantize gradient update gq(t̂) = α(t̂)(ylj(t̂)− ẑlij(t̂))

11 Transmit the quantized update gq(t̂) to agent j
12 Compute dual variables from gradient updates:

λij(t+ 1) := λij(t) +

{

gq(t̂) if t̂+ cij(t̂) = t,

0 otherwise

13 if (‖yopt(t)− Eẑ(t)‖ ≤ η)
14 Break;
15 end if
16 end

value of the dual function q(λ(t)) satisfies the following lower bound:

max
t=0,1,··· ,T

q((λ(t))) ≥ qopt − 1

2α(T + 1)
·

Lp + α2(T + 1)(D + 1)(G+ E)·

[3GD +DE +G+ E] (5.2)

Where Lp = ‖λopt − λ(0)‖22 is the distance from the initial point, λ(0), to the optimal set

λopt.

Proof. As illustrated in [84], assuming the existence of the optimum value λopt, we know
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that ‖λ(T + 1)− λopt‖22 ≥ 0. This implies

‖λ(T ) + α
D
∑

cij(t̂)=0

Pt−cij(t̂)
(gq(t− cij(t̂)))− λopt‖ ≥ 0 (5.3)

Equation (5.3) can be expanded as

‖λ(0)− λopt‖22

+ 2α
T
∑

t=0

D
∑

cij(t̂)=0

Pt−cij(t̂)
(gq(t− cij(t̂)))

′

(λ− λopt)

+ α2

T
∑

t=0

‖
D
∑

cij(t̂)=0

Pt−cij(t̂)
(gq(t− cij(t̂)))‖22 ≥ 0 (5.4)

where, a recursion of the term ‖λ(t)− λopt‖22 until t = 0 is used. Assuming initial condition

of λ(0) = 0 we get ‖λopt‖22 = Lp. Bounds for the individual terms of (5.4) are derived in

Appendix A and are combined as follows:

0 ≤Lp + 2α
T
∑

t=0

(

αGD(G+ E)(D + 1) + q(λ(t))− qopt
)

(T + 1)α2(D + 1)2(G+ E)2 (5.5)

Rearranging the terms in (5.5), we arrive at the upper bound in (5.2) of Theorem. 1.

For a constant step size α with no error and delay, i.e., with D = 0, E = 0, the

convergence result in (5.2) reduces to maxt=0,1,··· ,T q((λ(t))) ≥ qopt − Lp+G2α2(T+1)

2α(T+1)
. This is

similar to the convergence result of ordinary gradient method. Theorem 5.2 shows that in

the presence of delays and quantization error, the algorithm still converges, but only to a

greater neighborhood around the optimal point.

5.2.2 Convergence Rate With Packet Loss:

Next, we aim to study the convergence of the time varying gradient method with finite-

length buffer at each agent resulting in communication failure i.e., packet loss. Using the

packet loss model in [85], we integrate effect of packet loss into the convergence rate in
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Theorem 5.2. We assume that each packet consists of a gradient update gq(t̂) and with a

probability ℘, a packet is dropped. For analysis we further assume that, such failure has

independent occurrences and can be modeled as

P {Fij(t) = m} = (1− ℘ij)℘
m
ij , m ∈

{

0, I+
}

, (5.6)

where Fij(t) is the number of dropped packets in a given interval t, ℘ij is the probability

that packet loss occurs during one transmission from agent i to j, and I+ = {1, 2, · · · }. For

our analysis, we assume ℘ij = ℘, ∀i, j ∈ Na hereafter, where Na is the number of agents.

We further define packet drop instance for any agent i as the set of maximum packet

drops before a gradient update can be performed, i.e., Xi =
{

F l
i

}pk

l=1
, where F l

i denotes

the maximum number of failure for the lth element for ith gradient update. Therefore,

Xi can have many combinations of failure. We next define Ai as the set of all possible

combination of Xi. It is worth noting that, if the maximum roundtrip delay is not fixed,

|Ai| can increase indefinitely. We now associate Xi to Kp packet drops and define the

drop set as Ai(Kp) = {Xi|M(Xi) ≤ Kp, Xi ∈ Ai}, where M(Xi) =
∑|Xi|

r=1X
r
i , represents

the maximum number of concurrent drops, i.e., for a given packet drop instance Xi, all

gradient updates experience drop F l
i ∈ Xi. Therefore, the probability of Kp drops occurring

is given by P {Ai(Kp)} =
∑

Xi∈Ai(Kp)
P {Xi}, where the probability that Xi can occur is

P {Xi} =
∏|Xi|

r=1 F
l
i = Xr

i . Assuming that time delay for update at each node is locally

bounded, each agent completes the gradient updates only when the following delay bound

holds:
∑

j∈Ni

(1 + F l
i (t̂))δij(t̂) + (1 + F l

i (t̂))δji(t̂) ≤ max
j∈Ni

Dij(t̂). (5.7)

The dual problem in (4.6) can be rewritten including the Kp-packet loss function Gi(Kp) as

follows:

max
νi≥0

min
λ≥0

q(λ, ν) =

Ks
∑

i=1

qi(λi, νi)

subject to: E
′

λ = 0 (5.8)
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where, qi(λi, νi) is the optimal solution of the following problem:

min
λ

li (xi,yi)− λi

′

yi

+ ν
′

i

(

max
j∈Ni

Dij −
∑

j∈Ni

Cij(t̂)−Gi(Kp)

)

subject to: (xi,yi) ∈ Ci (5.9)

where, Ci is the constraint set for agent i. We now state an important theorem to account

for the packet loss model presented in (5.6) to the convergence rate. We are interested in a

probabilistic measure to characterize the convergence rate under a fixed maximum number

of packet loss. Specifically, we characterize the measure of exceeding the convergence rate

from the expected convergence rate in the below theorem:

Theorem 2 (Outage convergence rate with packet loss:). For a given Kp number of packet

drops, and an existing minimizer qopt, the probability that the rate of convergence exceeds

the expected rate is obtained by the following upper bound:

Pr

{∣

∣

∣

∣

max
t=0,1,··· ,T

q((λ(t)))− qopt
∣

∣

∣

∣

≥ ǫd

}

≤
[

eδ

(1 + δ)(1 + δ)

]Du

· 1

2α(T + 1)
Lp + α2(T + 1)(Du + δ + 1)(G+ E)

[3G(Du + δ) + (Du + δ)E +G + E] , (5.10)

where δ(> 0) is the value by which the convergence rate exceeds the expected value Du, given

by the highest order statistics of a local delay function Gi(Kp) = Kpmaxj∈Ni
Cij(t̂) for each

agent node i. Ni is the set of neighbor agents and Cij(t̂) is the time-varying roundtrip delay

at each connecting link between agents i to j.

Proof. We outline a generalized proof of this theorem. We first assume that the local

total delays to and from the neighboring nodes
{

cij(t̂)
}Ni

i=1,j∈Ni
are take from a continuous

population with cumulative distribution Fcij (x) and probability density fcij (x), where x is
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a delay variable. The N th
i order statistics, or the sample maximum, fNi

cij
has the following

PDF:

fNi
cij
(x) = Ni

[

Fcij(x)
]Ni−1

fcij (x). (5.11)

The PDF of the delay with Kp packet drops FGi(Kp) can be obtained from a (Kp − 1)-fold

convolution of the PDF fcij(x). All Gi(Kp), are take as a vector of random variables X

such that, X = [X1,X2 · · · ,XNa
(Kp)]

′ where Xi = Gi(Kp) and Xi has any arbitrary PDF

with mean µi and variance σ2
i . A closed form expression on the expected value of the

highest-order statistic given X ∼ Pθ (µ, σ
2) is [86]

E[Xi] ≤

1

2





n
∑

i=1



µi +

(

(

µi − max
1≤i≤Na

{

µi +
Na − 2

2
√
N − a− 1

σi

})2

+ σ2
i

)1/2




+(2−Na)

[

max
1≤i≤Na

{

µi +
Na − 2

2
√
N − a− 1

σi

}])

= Du. (5.12)

We now define “outage probability measure” as P[delay > D] ≈ P[X ≥ D + δ] ≤

F(Na, D, δ). Here the function bound F(Na, D, δ) can be given as follows:

F(Na, Du, δ) =

(

1 + Duδ
Na−Du(1+δ)

)Na−Du(1+δ)

(1 + δ)Du(1+δ)

≤
(

exp(δ)

(1 + δ)Du(1+δ)

)Du

(5.13)

As direct consequence of the theorems 1 and 2, we obtaine the total end-to-end delay

for the proposed decentralized SSG reconfiguration as follows:

Corollary 1. Let T be the number of iterations. Assuming the existence of the minimizer

qopt, and a bounded time delay, the exact distribution of total end-to-end delay FT (x) for

global level SSG reconfiguration is given by:

FTd
(x) = Na

[

FNi
cij

(x)
]Na−1

fNi
cij
(x). (5.14)
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Figure 5.1: Shipboard microgid reconfiguration with 4 simultaneous faults

where, x is the delay variable, FNi
cij

(x) and fNi
cij
(x) are cumulative distribution and probability

distributions of total local delay at the ith agent given by (5.11).

Proof. We start with the local delay Cij(t̂) between neighboring agents i and j and assume

further that all packets reach their destinations. Therefore, the total roundtrip delay for

each agent communicating with Ni neighboring agents are captured by the random variable

Xi = maxj∈Ni
Cij(t̂). The total end-to-end delay for T iterations is therefore Td = T ·

maxj∈Na
Cij(t̂). The cumulative and probability distributions of maxj∈Ni

Cij(t̂) are found

readily from (5.11). We therefore arrive at the final result by finding the N th
a order statistic

of each of the local delay variables.

5.3 Simulation Results

We consider the convergence of the distributed gradient method used for decentralized SSG

reconfiguration. Fig. 5.1 shows that, with constant step size between iterations, the dual de-
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Figure 5.2: Comparison of delay distribution between decentralized and centralized-cluster

composition reaches the desired accuracy η within 8 iterations. With diminishing summable

step size of α/t [62], the algorithm stabilizes with a smoother slope around the optimal point.

Over a wide range and locations of faults, the decentralized approach has been observed to

converge within 8 iterations.

Next, we provide a comparison of total (end-to-end) delay of the proposed decentralized

approach for SSG optimization and the corresponding centralized optimization techniques

presented in our earlier work [65]. Fig. 6.4 shows the delay distribution of the centralized

cluster and decentralized method. As seen in Fig. 6.4, the decentralized approach with 8

iterations provide similar total delay performance with centralized cluster sensor configu-

ration. All networks are subjected to slotted CSMA network with uniform backoff range

w > 32 and channel access probability ps = 0.7 [65]. We again assume that, perfect network

is in place, i.e., no packet loss is encountered. Obviously, the total delay is dependent on

the number of iterations required for convergence for decentralized approach. That is, with

more iterations, the delay will increase. Fig. 6.3-6.2 show that the proposed approach
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Figure 5.3: Comparison of delay distribution between decentralized and centralized-backbone
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Figure 5.5: Decentralized dual decomposition convergence rate with Kp packet loss’

performs better than the centralized-backbone and fully-centralized approaches in terms of

the total delay distribution.

The simulation results presented in Figs. 6.4-6.2 demonstrate that the proposed dis-

tributed approach produces lower total delay compared to most centralized approaches,

which is beneficial for timely power restoration to vital loads in the shipboard.

Next, we verify the convergence rate results in Theorem. 2. Fig. 6.5 shows the theoretical

and simulated convergence rate with Kp packet losses per iteration. The theorem provides

an upper bound on the convergence rate in terms of per iteration times. We assume each

gradient update gq(t̂) involves one packet exchange. Theorem. 2 accurately predicts the

convergence rate per iteration times with Kp packet losses per iteration. As expected, when

more packets are lost, the convergence rate increases exponentially. We assume an outage

probability ηd = 0.1.
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5.4 Summary

In this Chapter, we formulate and analyze the impact of communication network on decen-

tralized method for shipboard smartgrid reconfiguration. We show that by applying dual

decomposition method the effective (in terms of the power delivery to loads) reconfigura-

tion under multiple faults can be achieved. We quantify the robustness of the proposed

time-varying gradient algorithm by providing a lower bound on the rate of convergence un-

der communication network delay and quantization noise. The analysis reveals that, with

bounded time delay and bounded quantization noise and no packet loss in the network, the

time varying gradient method to solve the SSG reconfiguration problem still converges, but

to a greater neighborhood of the optimal point. We further quantify the effect of packet

loss on the convergence rate and propose outage convergence rate as a probabilistic mea-

sure of performance. Our proposed outage convergence rate theorem tightly upper bounds

the convergence rate with packet loss, for a given outage and a desired accuracy. There-

fore, this provides another important probabilistic QoS guarantee for optimization under

lossy network. The total end-to-end delay comparison with our earlier work in centralized

reconfiguration of shipboard smartgrid shows that distributed approach is effective is reduc-

ing the total delay and on does better than centralized strategies for a wide number and

location of faults. In the next chapter, we provide comparison of reconfiguration results

for both centralized and decentralized solution to effectively demonstrate both approaches.

Additionally, we discuss the trade-off of both approaches in relation to SSG reconfiguration.
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Chapter 6

Comparative Analysis

In this chapter, we provide a comparative analysis of various reconfiguration strategies of of

SSG.

6.1 Optimal Centralized Vs. Decentralized Reconfig-

uration

In this section, we demonstrate the effectiveness of centralized and decentralized strategies

to the SSG reconfiguration problem from different formulations in Chapter 2 and in Chap-

ter 3, and compare them. All our proposed solutions are compared with optimal non-convex

solution provided by “LINGO” software.

The optimization methods described in Section 2.2 are applied to reconfigure the SSG

after occurrence of one or more faults. Only steady-state reconfiguration status is consid-

ered in this paper. Table 6.1 shows the constrained parameters used in the simulations and

their respective maximum and minimum values. First, an optimal pre-fault configuration

for system model in Fig. 2.2 is considered. The centralized and decentralized formulations

described in previous chapters ensure that the power is restored in a manner such that those

loads are serviced optimally and according to their priority.

For comparison, We assume that (1) all loads are operating with maximum rated power

condition before fault occurrence, and (2) all faults occurring at random locations in the

smartgrid are identified and isolated before the optimization algorithm is executed. Fig. 6.1
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Table 6.1: Simulation parameters
Constrained parameters max. min.

PGi (MTG) 6 MW 0 MW
PGi (ATG) 2 MW 0 MW

Iij 500 A -500 A
Vi 95 V 105 V
δi 1o −1o

PLi (VL) 0.5 MW 0 MW
PLi (SVL) 1 MW 0 MW
PLi (NVL) 0.5 MW 0 MW

SWi 1 0
Bi 1 0

Table 6.2: Shipboard smartgrid reconfiguration with 4 faults

Load 
positions

Vital
(MW)

Semi-vital
(MW)

Non-vital
(MW)

SW 
positions
(closed)

Solver

Load 1/2

Load 3/4

Load 35

Load 5/6

Load 7/8

Load 810

Load 9/10

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

1.0000

1.0000

1.0000

1.0000

1.0000

0.4786

0.5000

1.0000

0.5000

0.5000

SW2

SW4

SW46

SW6

SW7

SW79

SW9

Global Non-convex with 
mixed integer

(LINGO)

Load 1/2

Load 3/4

Load 35

Load 5/6

Load 7/8

Load 810

Load 9/10

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

0.5000

1.0000

1.0000

1.0000

1.0000

1.0000

0.4621

0.5000

1.0000

0.5000

0.5000

SW2

SW4

SW46

SW6

SW7

SW79

SW9

Distributed Dual 

Decomposition with

integer relaxation

(MATLAB)

shows a scenario with 4 faults occurring between bus numbers 3 − 35, 35 − 5, 2 − 4, and

6 − 8 on the smartgrid. We show global optimization results only and compare the dis-

tributed dual decomposition reconfiguration results with existing centralized optimizations

methods [57]. Switch states after reconfiguration are pointed by arrow marks. These switch

states mark the absolute global optimization result obtained by using branch and bound

based exhaustive search for original centralized mixed-integer non-linear (MINLP) problem.
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Figure 6.1: Shipboard microgid with 4 simultaneous faults

As demonstrated by Table 6.2 that they are identical. Fig. 2.2 shows a pre-fault condition

where all the loads are serviced for a particular switch configuration. Reconfiguration al-

gorithms are applied for MINLP (P1), relaxed integer non-convex (P2) and relaxed-integer

convex (P3) cases from this initial (pre-fault) configuration. Several independent simulation

runs show that centralized solutions of P1, P2, P3, and decentralized solution of P3 are

similar with high regularity.

6.2 Total Delay for Centralized Vs. Decentralized Re-

configuration of SSG

A comparative study of delay distributions for various centralized architectures (Architecture

I-III) in ?? with agent based decentralized SSG reconfiguration in ?? under network with no

packet loss is now provided. Fig. 3.13 shows results of end-to-end delay distribution for

architectures I-III for validating our framework. The centralized-cluster (Architecture-III)
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Figure 6.2: Comparison of delay distribution between decentralized and centralized

produces lower delay than other two (viz. probability of 0.94 with which service can be

restored within 80 milliseconds). As seen in Fig. 6.4, the decentralized approach with 8

iterations provide better delay performance when compared with centralized configuration.

All networks are subjected to slotted CSMA network with uniform backoff range w > 32

and channel access probability ps = 0.7 [65].

Fig. 6.3 provides total delay of backbone network in SSG (Architecture-II) that is quite

inferior to that of decentralized solution. This can be attributed to the time inherent delay

that backbone network topologies suffer from other traffic in the system. We now compare

the end-to-end response time employing cluster network topology in SSG (Architecture-

III) in chapter 3. the decentralized approach with 8 iterations provide similar total delay

performance with centralized cluster sensor configuration. It is important to mention that

the total delay is dependent on the number of iterations required for convergence for decen-

tralized approach. That is, with more iterations, the delay will increase. We have used 8

iterations as it was found by simulation that the algorithms converges within 8 iterations
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Figure 6.3: Comparison of delay distribution between decentralized and centralized-backbone
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Figure 6.5: Decentralized dual decomposition convergence rate with Kp packet loss’

for a wide range of faults and locations. The simulation results presented in Figs. 6.4-6.2

demonstrate that the proposed distributed approach produces lower total delay compared to

most centralized approaches, which is beneficial for timely power restoration to vital loads

in the shipboard.

6.3 Convergence Under Lossy Network for Decentral-

ized Reconfiguration

We re-iterate the results of convergence rate under packet loss for decentralized reconfig-

uration for the sake of completeness in our analysis. As demonstrated before, when more

packets are lost, the convergence rate increases exponentially. We assume an outage prob-

ability ηd = 0.1. Compared to centralized solution, we note that, the decentralized solution

is more robust, i.e., it still is able to converge to a solution within a finite number of packet

loss and a finite outage. For centralized strategies, due to single point failure problem, once
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packets are lost, the optimal solution can never be reached.

6.4 Summary

In this Chapter, first, comparison between centralized and decentralized optimization solu-

tions for SSG reconfiguration are evaluated that deliver near-optimal power to loads in SSG

under faults. The complexity of proposed solutions is polynomial in time and much lower

than the complexity of the global solver that uses “branch and bound” based exhaustive

search.

Next, we compare the total delay for centralized and decentralized SSG reconfigura-

tion strategies to provide probabilistic QoS involving interaction between sensors, power

systems and communication network. We adopt a cyber-physical approach to understand

and quantify the delay in SSG reconfiguration from the occurrence of faults. Simulation

results demonstrate that decentralized reconfiguration provide overall better performance

than centralized reconfiguration in terms of delay.

Under packet loss and variable network delay the decentralized solution provide robust

solution to SSG reconfiguration problem.
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Chapter 7

Conclusions and Future Work

In this dissertation, centralized and decentralized reconfiguration algorithms are proposed

for cyber-physical reconfigurable networks. The proposed reconfiguration methodologies are

applied to shipboard smartgrid systems to demonstrate their effectiveness. In this chapter,

the main results and conclusions are summarized for centralized and decentralized SSG

reconfiguration. Thereafter, possible research directions for future work are suggested.

7.1 Conclusions

Like terrestrial systems, smart grid concepts can be applied to various applications related

to shipboard power systems. In this dissertation, one such promising area for application

of smart grid technology is the design for reconfigurability for shipboard smartgrid systems

is highlighted. ONR has promoted medium-voltage DC (MVDC) distribution in shipboard

power systems for future all electric ships. Several proof of concept studies related to design,

operation, and control of MVDC shipboard power system have been proposed that encom-

pass new challenges related to flexibility and survivability. In this dissertation, we proposed

various methodologies for solutions related to reconfiguration of shipboard smartgrid. Three

main contributions of this dissertation are summarized below:
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7.1.1 Centralized Reconfiguration

In this dissertation, two centralized optimization solutions are designed and evaluated.

These approaches deliver near-optimal power to loads in shipboard power system. The

complexity of proposed solutions is polynomial in time and much lower than the complexity

of the global solver that uses “branch and bound”. Local optimum for relaxed-integer non-

convex formulation and global optimum for relaxed integer convex formulation match the

global optimum for original MINLP non-convex formulation with high regularity. Further,

cumulative distribution of power flow is used to show that in 50% of the fault cases (up to 4

random faults) the vital and semi-vital loads are serviced. Analysis of the tradeoff between

power delivery and number of switching operations performed during reconfiguration is also

provided. As expected, it is observed that an increase in switching is necessary to deliver

more power to loads. Furthermore, change of switch states is tracked from pre-fault state to

final state, while (1) changing one switch pair at a time; and (2) maximizing power delivery

at each state. The tradeoff between number of switch operations and power delivered is also

quantified.

Next, a general framework for end-to-end response time considering an integrated delay

analysis for shipboard CPS is provided. The framework is analyzed through a case study in

which power needs to be delivered to vital loads of the shipboard system after occurrence

of faults. We consider several sensor network arrangements and evaluate the end-to-end

response time. The analysis shows that the developed framework accurately models the

distribution of the end-to-end delay while also capturing the heterogeneity in various inter-

connecting subsystems. The developed framework can be used to guide the development

of QoS-based scheduling and communication solutions for shipboard systems. We validate

the proposed model by simulating separate subsystems to compute the delay distributions

for various possible centralized architectures. Using our general framework, various design

choices capturing the trade off between delay, connection and reliability can be made. Sim-

ulation results indicate that our proposed analytical model accurately tracks the end-to-end
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delay of the shipboard system reconfiguration which we presented as a case study. The QoS

service guarantee of the end to end system response time can be provided by our proposed

framework that facilitates addressing various system design issues.

7.1.2 Decentralized Reconfiguration

We formulate and analyze a distributed method for shipboard smartgrid reconfiguration.

Specifically, we decompose the SSG into multiple smaller subsystems that are coupled with

each other via convex coupling constraints. We show that by applying dual decomposition

method the effective (in terms of the power delivery to loads) reconfiguration under multi-

ple faults can be achieved. Extensive simulations indicate that distributed reconfiguration

results are closely comparable to the optimal solution of the original non-convex problem.

With a perfect communication network to facilitate information exchange among agents,

the distributed dual decomposition converges to the solution states within a few iterations.

Additionally, we quantify the robustness of the algorithm by providing a lower bound on the

rate of convergence under communication network delay and quantization noise. The analy-

sis reveals that, with bounded time delay and bounded quantization noise and no packet loss

in the network, the time varying gradient method to solve the SSG reconfiguration problem

still converges, but to a greater neighborhood of the optimal point. We further quantify

the effect of packet loss on the convergence rate and propose outage convergence rate as

a probabilistic measure of performance. Our proposed outage convergence rate theorem

tightly upper bounds the convergence rate with packet loss, for a given outage and a de-

sired accuracy. Therefore, this provides another important probabilistic QoS guarantee for

optimization under lossy network. The total end-to-end delay comparison with our earlier

work in centralized reconfiguration of shipboard smartgrid shows that distributed approach

is effective is reducing the total delay and on does better than centralized strategies for a

wide number and location of faults.

Due to the limitation of the simulation platform, a simplified SSG reconfiguration is not
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implemented in hardware. The simulation results confirm that the proposed reconfiguration

methodology is effective and promising. No effort is made to demonstrate robustness to

a single point of failure and scalability as these are generally accepted characteristics of a

completely decentralized reconfiguration of SSG. The use of a reduced order notional SSG

prevents a recommendation that reconfiguration strategies can be effectively applied in real-

time at this time and motivate a significant recommended future work. Further research

is indeed required in understanding the distributed strategies from a probabilistic belief

propagation point of view and move towards a completely distributed architecture.

7.2 Future Work

In this section, possible directions for future work related to cyber-physical system optimiza-

tion are identified. A brief case-study with SSG reconfiguration with an attractive candidate

method for distributed reconfiguration is described.

Alternate Distributed Reconfiguration Strategies

Belief propagation based optimization strategies can be very useful in solving a complex SSG

reconfiguration problem in a completely distributed manner. In this approach, we introduce

Belief Propagation (BP), a prototypical iterative message-passing algorithm that has gained

considerable popularity in the recent literature. BP has been applied across disciplines

including communications, statistical inferencing, signal processing, machine learning as

an attractive, scalable general purpose heuristic for a wide class of optimization and state

estimation problem. The main objective of this approach is to identify and model the power

system reconfiguration as a state estimation problem that are solvable by BP algorithms.

Specifically, we apply min-sum version of BP to find the solution of the constrained relaxed-

integer convex optimization problem. We also attempt to resolve conditions under which

BP will guarantee convergence to the optimal solution.

Some of the related prior work in BP include solving quadratic optimization, and more
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general, convex optimization problem [87], convergence and correctness of min-cost network

flow problem [88]. Recently, the message-passing based approach has been applied for

optimization and control of power grid [89], power distribution system state estimator [90],

and micro-grid state estimation [61].

We essentially follow the Forney style factor graph approach in [91] to model our power

system and apply min-sum message passing among variable nodes (represented by agents

containing state information of a node) and factor nodes (containing constraints information

associated with each state variable). To this end, we first briefly introduce the min-sum BP

approach to solve general class of separable convex optimization problem of the form

Min. F (x) =
∑

i∈V

fi(xi) +
∑

C∈C

fC(xC)

s.t. xi ∈ ℜ, ∀i ∈ V (7.1)

where, V is a finite set of the decision variables x ∈ RV and C is a finite collection of subsets

of V representing constraints. The variable functions fi(.) and factor functions fC(.) are

convex. In this setting, each xi are state vectors that each agent holds. We illustrate the

concept of min-sum BP through the well-known maximum-size independent set problem

below:

Problem Statement: Select a subset V of maximum cardinality from an undirected graph

G = (V,E), so that no two vertices of the chosen subset are neighbors of each other.

The factorized form of the above problem can be formulated as a simple constrained opti-

mization problem

Min.
∑

i∈V

fi(xi) +
∑

(i,j)∈E

fij(xi, xj)

s.t.xi ∈ ℜ, ∀i, j ∈ V, (7.2)

where same notations fi(xi) and fij(xi, xj) are variable functions and factor functions, re-

spectively. There are further defined as follows:
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fi(xi) =











0 if xi = 0

−1 if xj = 1

∞ otherwise.

(7.3)
fij(xi, xj) =

{

0 if xi + xj ≤ 1

∞ otherwise.
(7.4)

We now construct a simple factor graph for the optimization problem (7.2). A factor graph

is a bipartite graph with one partition containing variable nodes V and the other partition

containing factor nodes representing constraints. There is an edge e = (V, C) ∈ V × C

iff v ∈ C. Consider that Fig. 7.1 shows the factor graph FG of the following optimization

problem:

Min.

(

5
∑

i=1

fi(xi)

)

+ f1,3,5(x1, x3, x5) + f2,4(x2, x4) + f1,2,5(x1, x2, x5)

s.t. xi ∈ ℜ, ∀1 ≤ i ≤ 5 (7.5)

The min-sum BP is conceptually quite similar to dynamic programming algorithm that

works optimally for tree based factor graphs. The idea is to fix a specific value z ∈ R

of variable xi corresponding to the variable node vi. Then compute the cost of optimal

assignment for the rest of the problem bi(z), i.e., argminz∈Rbi(z) in a recursive manner. A

parallel implementation to this recursive approach leads to the following message updates
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for each edge e = (i, C) ∈ FG:

mt
i→C(z) =fi(z) +

∑

K∈Ci\i

mK→i(z) (7.6)

mt
C→i(z) =miny∈R,yi=zfC(z) +

∑

j∈C\i

mj→C(yj) (7.7)

(7.8)

The message update for node v1 is demonstrated in Fig. 7.2. The estimate of bi(z) at the

end of iteration for each node vi ∈ V , and z ∈ R is obtained as:

bti(z) = fi(z) +
∑

C∈Ci

mt
C→i(z). (7.9)

The min-sum algorithm is now formally summarized in Alg. 3. To solve the optimization

Alg. 3 min-sum BP

Input: G = (V,C)
Output: x̂N

1 begin
2 Construct factor graph of G = (V,C)
3 Set N as the number of iterations
4 Initialize t = 0, for each edge (i, C) ∈ G, initialize m0

C→i(xi) = m0
i→C(xi) = 0, ∀xi ∈ ℜ

5 for t = 1, 2, · · · , N do
6 for e = (i, C) ∈ G and xi ∈ ℜ, perform following updates

m0
i→C(xi) = fi(xi) +

∑

C′∈Ci\C
mt−1

Ci→i(xi)

m0
C→i(xi) = minyC\i

fC(xi, yC\i) +
∑

j∈C\i m
t−1
j→C(yj)

7 end for
8 t := t+ 1
9 end for
10 Set belief function as bNi (xi) = fi(xi) +

∑

C∈Ci
mN

C→i(xi), ∀1 ≤ i ≤ |V |
11 Estimate optimal assignment as x̂N ∈ argminbNi (xi), ∀i ∈ V
12 end

problem (4.1) in a distributed manner using the min-sum BP approach, we define various

agents and the corresponding state vectors they hold for passing messages as follows:
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• Load agent (Contains load information): vLi
= {PV Li

, PSV Li
, PNV Li

, SWi}

• Node agent (Contains node information): vNi
=
{

vdci ,
∑

Iini
,
∑

Iouti
}

• Generator agent (Contains generator information): vGl
= {PGl, QGl, I

ac
l , vacl , δacl }

Fig. 7.3 shows placement of the agents in the shipboard system while Fig. 7.4 shows the

factor graph generated from the highlighted portion of Fig. 7.3. Therefore, the variable node

function and the factor node functions are defined in (7.10) and in (7.11), respectively as

fi(xi) =

{

∑

wV LSV Li
+ wSV LSSV Li

+ wNV LSNV Li
if 0 ≤ SWi ≤ 1

∞ otherwise,
(7.10)

fC(xi, yC\i) =

{

0 if C1, · · · , C5

∞ otherwise.
(7.11)

As future research, based on the formulation for distributed optimization presented, we can

quantify the total delay for reconfiguration similar to the approach presented in the disserta-

tion to show its effectiveness. Furthermore, comparisons between decentralized/distributed

strategies are required to understand and implement suitable solution for SSG reconfigura-

tion.
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Further research directions related to CPS optimization are presented. Applications are

included but not limited to SSG system reconfiguration:

• Next, in the dissertation, we only have considered optimization with constant param-

eters on the loads. Therefore, further research is needed to understand the sensitivity

of our proposed algorithms when the parameters are not fixed. Modifications to the

proposed approaches that stochastically model and optimize under load parameter

variations and analysis of sensitivity of the solution to change in load parameters will

be important extensions to the algorithms proposed in this dissertation.

• Additionally, loads in an SSG dynamically change their priority levels depending on

the states of the shipboard, such as, cruise mode, battle mode, etc. Modifications to

the proposed approaches can be done to account for change in priority levels of the

loads.

• Furthermore, in the dissertation, we only analyzed the effect of imperfect communi-

cation network on optimized reconfiguration of SSG, by decoupling the sensor and

communication framework from that of the underlying power network. Strategies for

joint optimization and control of power and sensor network for enhancing the recon-

figuration QoS and robustness can be further explored based on the analysis given in

the dissertation.

• Finally, gossip based distributed optimization methodologies involving agents under

imperfect communications in the SSG can be proposed and compared with BP based

distributed approach. Unlike BP, gossip based approaches guarantees convergence un-

der similar conditions as the proposed shipboard reconfiguration. It is fully distributed,

and can be a serious contender for distributed reconfiguration of shipboard as well as
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any cyber-physical reconfigurable network, in general, because of its low-complexity

implementation compared to the exhaustive search based centralized approaches.
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Appendix A

Proof of Theorem 1

To evaluate the second term in (5.4), we consider no packet loss in the network; therefore all

gradient updates complete there roundtrip time within delay D after T time steps. Moving

Pt−cij(t̂)
(.) to the second operand, indexing the sum at t̂ = t−cij(t̂), and adding and subtract-

ing λ(t̂) from Pt−cij(t̂)
(.) we can rewrite the second term in (5.4) as

∑T
t̂=0 gq(t̂)

′∑D
cij(t̂)=0(Pt̂(λ(t̂+

cij(t̂)) + λ(t̂)) + (λ(t̂)− λopt). The first part of the sum can be bounded as follows:

gq(t̂)
′

D
∑

cij(t̂)=0

Pt̂(λ(t̂+ cij(t̂)) + λ(t̂))

≤ (‖g(t̂)‖′

2 + ‖ǫ(t̂)‖′

2)‖
D
∑

cij(t̂)=0

(λ(t̂+ cij(t̂))− λ(t̂))‖2

≤ αGD(G+ E)(D + 1) (A.1)

The last inequality in (A.1) is obtained by invoking the lemma 3 in [84] and using ‖ǫ(t̂)‖′

2 ≤

E. For the second part, we readily obtain the bound as follows:

gq(t̂)
′

D
∑

cij(t̂)=0

Pt̂(λ(t̂)− λopt) ≤ g(t̂)
′

D
∑

cij(t)=0

Pt̂(λ(t̂)− λopt)

= g(t̂)
′

(λ(t̂)− λopt)

≤ q(λ(t̂))− qopt (A.2)
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The last term in (5.4) can be written as

α2
T
∑

t=0

‖
D
∑

cij(t̂)=0

Pt−cij(t̂)
(gq(t− cij(t̂)))‖22

=
T
∑

t=0

‖λ(t+ 1)− λ(t)‖22 (A.3)

From (5.1), we can further deduce the following:

‖λ(t+ 1)− λ(t)‖2 = α‖
D
∑

cij(t̂)=0

Pt−cij(t̂)
(gq(t− cij(t̂)))‖2

≤ α

D
∑

cij(t̂)=0

‖Pt−cij(t̂)
(gq(t− cij(t̂)))‖2

≤ α
D
∑

cij(t̂)=0

‖gq(t− cij(t̂))‖2

= α

D
∑

cij(t̂)=0

‖g(t− cij(t̂))− ǫ(t− cij(t̂))‖2

≤ α

D
∑

cij(t̂)=0

‖g(t− cij(t̂))‖2

+ α
D
∑

cij(t̂)=0

‖ǫ(t− cij(t̂))‖2

≤ α(D + 1)(G+ E) (A.4)
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Appendix B

FDDI Backbone Network Delay

B.1 Derivation of FDDI Backbone Network Delay Dis-

tribution

The message arrival process in the backbone from the Ethernet stations depends on the

traffic generation rate, which is assumed to be Poisson with a mean rate λe. If n Ethernet

stations are sending capable of sending traffic to the backbone queue Sb with probability p,

then the arrival rate from any Ethernet station to Sb is

λib = nλep (B.1)

If Lb is the message lengths in the ring with k queued messages in Sb, then the lengths

of the messages are independent and are exponentially distributed with parameter u. The

conditional distribution of k messages in the queue of length ql is given by

p(Lb ≤ x|ql = k) =
k
∑

i=1

ai(1− e−ut) (B.2)

where, ai ≥ 0 and
∑k

i=1 ai = 1. x is the time variable. Using (B.2) we obtain the marginal

distribution for Lb as

p(Lb ≤ x) =
∞
∑

k=1

p(Lb ≤ x|ql = k)p(ql = k)

= 1− e−ux. (B.3)
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Therefore, message length distribution at Sb is exponential with mean µL = EL. The service

time XB is given by Lb

CB
. We obtain the density distribution of XB as

fXB
(x) = uCbexp {−uCbx} (B.4)

Now, if the mean token rotation time in the backbone network is µTK, then the total

number of message directed from n Ethernet stations to the Ethernet server in one token

rotation cycle is µTK
∑n

j=1 λejbp. Hence, the average rate of message arrival at Ethernet

server queue is given by

λbs =
n
∑

j=1

λejbp (B.5)

For derivation of the probability density function of fTFDDI
, we obtain the final delay density

function as the multiplication of the Laplace transforms (LT) of queuing delay density and

service delay density functions, specifically,

LTFDDI
(s) = LWQB

(s)LXB
(s). (B.6)

We consider a message A arrival to the ring. If message A arrives to an empty queue,

with probability (1 − ρ); in this case, the queuing delay is zero and message A is serviced

immediately. When customer A arrives to a non-empty queue there is an ongoing service

where W0 is the corresponding residual service time. Regardless, LWQB
(s) can be obtained

following the steps illustrated in [22] as

LWQB
(s) = (1− p) + p

1− LBP (s)

(s+ λb − λbLBP (s))X̄B

(B.7)

Here, LBP (s) is the LT of the busy period related to the LT of the cumulative distribution

function of service time LXB
(s) for message A and is given by

LBP (s) = LXB
(s+ λb − λbLBP (s)) (B.8)

From (B.8), LBP (s) can be obtained if LXB
(s) is known. We find the mean service time X̄B

from (B.4) as

X̄B =
1

uCb
(B.9)
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Using LT on (B.8) we can obtain LXB
(s) as

LXB
(s) =

uCb

s+ uCb

(B.10)

Using (B.10) in (B.8) we obtain the following equation to solve in order to find LBP (s),

LBP (s) =
uCb

(s+ λb − λbLBP (s) + uCb)
(B.11)

After algebraic manipulation, we obtain LBP (s) as the following roots of the quadratic

equation

LBP (s) =
s+ λb + uCb

2λb

[

1±
(

1 +
4λbuCb

(s+ λb + uCb)2

)
1
2

]

(B.12)

For a FDDI link with high frequency data rate (1 Gbps) the term 4λbuCb

(s+λb+uCb)2
→ 0. Therefore,

the final expression for LBP (s) is given by

LBP (s) =
s+ λb + uCb

λb

(B.13)

Therefore, from (B.6), using (B.13) and (B.9), and after algebraic simplification, we obtain

the LTFDDI
(s) as

LTFDDI
(s) = (1− p)

uCb

s+ uCb
+

puCb

λb
(B.14)

Finally, taking inverse LT of (B.14), we obtain probability distribution function of the FDDI

token ring backbone network in (17).
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