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I. INTRODUCTION AND PROBLEM STATEMENT

An important reason for making neuronal models is to develop a
system for which all the variables of interest can be monitored
continuously, and for which the parameters can be varied as desired.
Computer models best achieve these objectives. Also, if small neuronal
networks are chosen, it is possible to study the behavior of individual
neurons., For this reason, the well-identified neuronal circuit mediating
the tail-flip escape response of the crayfish (Procambarus clarkii) has
been chosen for this study. A computer model which is physiologically
accurate and which satisfies the objectives stated above has been built
for this circuit. This model functions in discrete time steps, and is
based on an earlier mode; [1-5].

The tail-flip response can be evoked by strong tactile stimulation
of the abdomen of the crayfish. This response, lasting between 70 to 150
msec, consists of a rapid abdominal flexion followed by rapid reextension
[6]. As a result, the animal is thrust backwards or upwards. This
stimulus-response behavior is of particular interest to psychologiéts and
neurophysiclogists because of the strong habituating property of the
response, which could serve as a basis for understanding biological
memory. The habituation lasts several hours after the first few
stimulus-response sequences [7,8]. An explanation for the hébituation
could come from the strong antifacilitation observed in the chemical
synapses to the sensory interneurons in the circuit. However, this
antifacilitation lasts for a few minutes at most [9-11]. A complete
explanation for the behavioral habituation has not yet been found.

Of interest is the presynaptic inhibition of the sensory

interneurons. By preventing transmitter loss, presynaptic inhibition



diminishes the antifacilitation caused by incoming stimuli during the
period it is effective [10,12-14]. In this study, emphasis has been
placed on providing a better understanding of this phenomenon and its
effects,

The specific objectives of this research can be listed as follows:

1. To build a physiologically accurate "general-purpose"” neuronal
model that provides for control of its parameters and the
continuous monitoring of its variables,

2. To apply this model to simulate the neuronal circuit for the
crayfish tail-flip escape response, and verify the results of
the simulation by comparison with published experimental
results.

3. To use the simulation to better understand the circuit; for
example, to study the effect of presynaptic inhibition on
antifacilitation, the response of the circuit to a different
frequency of input stimuli, and the effect of subjecting all the

sensory interneurons to feedback inhibition.



II. NEURONAL MODELING: A PERSPECTIVE

In this section, the different techniques of neuronal modeling are
briefly described, and the status of the model presented in these studies
vis=-a-vis other neuronal models is delineated.

Neuronal models can be classified into three broad categories:

(1) Mathematical, (2) Electronic, and (3) Computer-simulated. Within
these three classes, a remarkable variety of models can be found in the

literature [1-5,15-35].

2.1. Mathematical Models

Mathematical models fall into two classes:
(a) Models which attempt to quantify accurately the biophysical and
biochemical events occurring at specific locations in a neuron [15,16].
These models take into account the geometrical properties of the region
under consideration. Examples include: (i) Hodgkin-Huxley's ionic model
for the nerve membrane [17], (ii) Rall's distributed parameter model for
passive conduction in the dendritic tree [18,19], (iii) the model by
Magleby and Stevens for the flow of end-plate currents upon synaptic
excitation [20-22],
(b) Models which attempt to characterize the input-output relationships
in single neurons or neuronal networks, with the objective of providing a
better understanding of the signal processing performed. However, most
of these models serve at present only as academic exercises. In addition
to being mathematically onerous, they introduce a number of physiological
over-simplifications. These models can be deterministic or stochastic.
Deterministic models have been built for small neuronal networks as well

as for large aggregates of neurons [16,23]. Practical models using this



technique have been built for the visual signal processing in the retine
of the horseshoe crab, Limulus [24]. Stochastic techniques have been
used to model random behavior in neurons. Examples of this behavior are:
random synaptic excitation, random fluctuations in the membrane
potential, random local interconnections in large aggregates of neuroms,
and spontaneous neuronal firing [25]. A practical model using stochastic
techniques has been built by Feldman and Cowan for the brain stem
respiratory oscillator in the cat [26,27]. An example of random neuronal
firing is the firing in dark of certain neurons in the cat geniculate

nucleus [25].

2,2, Electronic Models

Electronic models have enjoyed considerable popularity in the past
in the simulation of small neuronal networks. An early model of this
kind is the one built by Harmon in 1961 [16,28]. This modgl utilizes
only two state variables: membrane potential and threshold. A more
sophisticated model has since been built by Lewis [29]. It simulates the
pesfsynaptic ionic conductance changes occurring in a neuron upon
excitation and successfully incorporates features such as synaptic
excitation, inhibition, facilitation and antifacilitation. Lewis'
electronic models have been used by Wilson and Waldron to simulate the
rhythmic bursts produced by the central pattern generator (C.P.G.)
thought to generate the motor output controlling flight muscles in the
locust [30]. They have also been used lately by Friesen to simulate the
C.P.G.'s responsible for control of swimming in the leech [31] and
control of flight in Drosophila [32].

Electronic models are practical, and accurate to an extent. They
have the advantage over computer models in that they work in real time

and permit direct visual observation of the generated waveforms [33].



2.3, Computer-simulated Models

A variety of digital computer models can be found in the literature
[1-5,34,35]. By definition, this category also includes mathematical
models that have been implemented on a computer. Computer models have
important advantages over electronic models, Neuronal systems exhibit a
great diversity in their behavior. Because of their flexibility,
computer models can incorporate this diversity. Electronic models, on
the other hand, represent "standardized neurons". 1In addition; certain
computer models, sﬁch as the one presented in these studies, provide for
continuous documentation of all variables of interest in the circuit.
Electronic models, by their very nature, permit monitoring of only a
restricted range of variables.

A computer model, which has been used with considerable success in
the past, is the one presented by Perkel [34,35]. This model does not
function in discrete time steps, but jumps from "one interesting event"
to another. Such events include the arrival of an action potential at a
presynaptic terminal, end of refractory period, spontaneous firing, etc.
At each-"interesting event", pertinent variables undergo suitable
modifications, and if the proper conditions exist, future "interesting
events" are generated. An inherent disadvantage of this model is the
limited accuracy with which it can incorporate time-dependent variables.

An elaborate computer model, functioning in discrete time steps and
incorporating a large range of neuronal and synaptic variables, has been
presented by Hartline [1-5]. This modeling technique is well-suited for
the simulation of small neuronal networks. The model incorporates
variables such as membrane potential, threshold, pacemaker potential,

spike and generator adaptation, accommodation, facilitation,



antifacilitation, postinhibitory rebound, etc. It provides for
intracellular current injection and antidromic stimulation. This model
has been used to simulate pattern generation in the pyloric network in
the stomatogastric ganglion of the spiny lobster, Panulirus. The model
developed in these studies is patterned after Hartline's model. However,
it features a number of modificationmns.

Features added include:

1, Separation of refractory period into absolute and relative

refractory periods.

2. Incorporation of presynaptic inhibition and its effect on

antifacilitation.

3. Incorporation of sensory neurons.

4, Non—liﬁear interaction between excitation and inhibition.

5. Automatic curve-fitting for a PSP (postsynaptic potential).

6. Provision for extracellular stimulation.

7. Introduction of a separate variable for accommodation.

Slight changes have been made from Hartline's model in the
algorithms for the computation of threshold, spike and generator
adaptation. Because they are not needed in this simulation, the
following features present in Hartline's model have been omitted:
pacemaker and driver potentials, postinhibitory rebound, intracellular

current injection, and antidromic stimulation.



ITI. DESCRIPTION OF THE NEURONAL CIRCUIT

The tail-flip escape response can be evoked in the crayfish by a
single impulse in the lateral giant command neuron (LG) [36]. The
neuronal circuit associated with the generation of this "decision"
impulse has been studied extensively in the past [10,12,37-45]. It is
illustrated in Fig. 3.1 [10]. Tactile stimulation of the crayfish
abdomen, in the form of a pinch or a tap, excites a large number of
tactile afferents, which innervate the pit receptors located on the
surface of the exoskeleton. The tactile afferents, in turn, excite, via
strongly antifacilitating chemical synapses, a population of about 40
sensory interneurons. The time constants for this antifacilitation have
been calculated using the procedure described in Appendix I, and found to
range between 10 to 65 seconds. This antifacilitation probably makes a
short-term contribution to the habituation, which has been observed to
last for several hours [7,8]. The sensory interneurons have been found
to have thresholds ranging between 3 to 7 mv [38]. The action potentials
produced by these sensory interneurons converge onto the lateral giant
via electrical synapses. The lateral giant has a very high threshold
[37,38], and requires a large barrage of excitatory synaptic input to
produce the single command impulse that triggers the escape response,

The lateral giant receives delayed feedback postsynaptic inhibition from
the motor circuits. This inhibition appears in intracellular recordings
from the lateral giant as a small-amplitude, slowly-varying, depolarizing
potential, which has an equilibrium potential very close to the resting
potential [42]. One interneuron, interneuron A, has been demonstrated to
receive feedback presynaptic inhibition and postsynaptic excitation-

inhibition from the motor circuits [10,12]. The feedback postsynaptic
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response recorded intracellularly from internmeuron A appears tc be
biphasic; a small excitatory phase precedes the inhibitory [10]. The
presynaptic inhibition lasts for more than 150 msec, and outlasts the
postsynaptic inhibition by 20 to more tham 100 msec [10]. Presynaptic
inhibition is important; it prevents excessive transmitter loss in the
excitatory synapses from the tactile afferents to interneuron A, and thus
controls théir antifacilitation.

The details of the motor circuitry have been omitted from Fig., 3.1

because they are not relevant to this simulation.
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IV, DESCRIPTION OF THE MODEL

The model incorporates the neuronal properties of refractoriness,
accommodation, generator and spike adaptation, perturbation in membrane
potential due to a spike, and the synaptic properties of facilitatiorn and
antifacilitation. These properties are modeled by time-dependent
variables, which undergo an abrupt change in value whenever an action
potential is encountered. Except at such points of discontinuities, the
time course of a variable is approximated by a first-order linear
differential equation, i.e.,, if the forcing function is constant, the
variable rises or decays exponentially to its steady-state value. If the
forcing function is not constant, then a "piece-wise constant”
approximation is made, i.e., the forcing function is assumed to remain
constant during the time interval defined by a time step in the program.
These variables, along with synaptic excitation and inhibition, are used
to determine the two main variables of interest: membrane potential and
threshold. Whenever the membrane potential exceeds the threshold, an

action potential is producead.

4.1, Synaptic Variables

The following discussion deals with the determination of the
postsynaptic potential (PSP) developed in a neuron due to a single
impulse to a synapse. The PSP produced when there is no facilitation or
antifacilitation in the synapse, and when the postsynaptic neuron is
unexcited, i.e., under resting potential conditions, will be referred to
as a "standard PSP". As dealt with later, the PSP produced under "non-
standard" conditions can be determined by using suitable multiplying

factors., Waveforms for the standard PSP are usually readily available
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from experimental data. A straight line, an arc of a circle, and an
exponential decay can be used to obtain a reasonably accurate curve fit
for the rise, inflexion, and decay phases of the standard PSP (Figs. 4.1

and 4,2). The standard PSP is modeled by the following equation:

P'(t) =gt 0 <t <b
2 2
A—r-l-/r-(TR-t) by <t <b,
-(t-b,) /T
b2<t<TF (4.1)

where P'(t) = standard PSP at time ¢t,
g = slope of the potential rise,
b, = starting time of the inflexion phase,
b, = starting time of the decay phase,
A = peak value of the standard PSP,
r = radius of the inflexion,
T, = rise time of the standard PSP,
T, = fall time of the standard PSP, and
T, = time constant for the decay phase.
The peak amplitude, A, rise time, TR’ and fall time, TF’ are measured
from experimental records. Using these values, the quan;ities, g, I, bl’
b2 and TD’ are calculated in such a way that the phase transitions occur
smoothly. It should be noted that in Eqn. (4.1), all the quantities are
actually treated as being dimensionless,
The postsynaptic response depends on: (a) the facilitation of the
synapse, and (b) the excitation and inhibition already present in the

postsynaptic neuron. For an EPSP,
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P(t) = F(tl-) CVREv(tl) P'(t) (4.2)

where P(t)

fi

€

F(tl-)

Cyrey(ty) is

postsynaptic potential,

instant of arrival of the action potential at

the synapse, and

facilitation of the synapse (discussed later) just
before the arrival of the action potential.

defined as follows:

Pi(t)) = (Vppy=Vo)

CVREV(t ) = (4.3)
: vD VREV
where Pl(tl) = total excitation present in the postsynaptic
neuron at time tl’
VREV = reversal potential for the EPSP, and
VO = resting potential.
For an IPSP, similar equations apply:
- - ' t
P(t) F(t1 ) CVREv(tl) P'(t) (4.4)
- ' el
o (b)Y = Pylty) ~ (Vpgy~Vp) o
VREV" "1 v, - V! :

where Pz(tl)

T
VREV

0 REV

= total inhibition present in the postsynaptic

neuron at time tl’ and

reversal potential for the IPSF,

The postsynaptic response is reduced by an amount proportional to the

nearness of the total excitation or inhibition already present in the

neuron toc the reversal potential of the PSP.

For a neuron that is presynaptically inhibited [46,47], the EPSP is

given by the

following equation:
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P(t) = F(tl-) CVREV(tl) I(tl) P'(t) (4.6)
I(tl) =1 - I’(tl) (4.7)

where I'(tl) = normalized value of the presynaptic
inhibition at time -

The quantity, F(t), represents the facilitation of a synapse. The
following discussion applies only to the case when 0 < F(t) <1
(antifacilitation). In this case, F(t) also represents, on a normalized
scale, the amount of transmitter substance present in the presynaptic
terminal at time t. Using first-order approximation, the time variation
of F(t) can be written as:

F(t) = 1 - e (4.8)

where T - time constant for recovery from antifacilitationm.

F
When an action potential arrives at the presynaptic terminal, an
abrupt loss of a fixed fraction, c, of the total transmitter substance

present in the presynaptic terminal is assumed.
F(t+) = F(t=) (l-c) (4.9)

where F(t+) = facilitation just after the arrival of an action
potential, and
F(t-) = facilitation just before the arrival of the action
potential,

If presynmaptic inhibition is present,
F(e+) = F(t-) (1 - ¢ I(t)) (4.10)

In this case, the transmitter loss is decreased in direct proportion to
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the amount of presynaptic inhibition. Thus, presynaptic inhibition, by
preventing transmitter loss, protects the synapse from too much
antifacilitation,

The quantities, ¢ and TFc’ are determined from experimental data
using suitable equations and a least-squares method to fit the data. A
detailed description and a computer program for determining c and TFc are
included in Appendix I.

It should be noted that the model does not distinguish between
electrical and chemical synapses. For electrical synapses, F(t) is
always equal to 1, the electrotonic propagation of the PSPs between
neurons is neglected, and an action potential in the presynaptic neuron
causes a short-latency, fast-rising EPSP in the postsynaptic neuron. The
last two conditions may not be applicable to all systems; but they are

valid for the circuit simulated here.

4,2, Neuronal Variables

In the following discussion, equations for the membrane potential
and threshold are developed,

In the neuronal circuit simulated here, the inhibitory equilibrium
potential is very qlose to the resting potential. As a result, the IPSPs
are very small depolarizing or hyperpolarizing potentials. However, when
present in a neuron, the IPSPs tend to bring the membrane potential
closer to the inhibitory equilibrium potential, and reduce the effect of
the excitation. Therefore, the following equation is obtained for the

membrane potential:

V(t) = V_ + Pl(t) % (£) + Pz(t) + W{t) (4.11)

0 VREV
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where VD = resting potential,

Pl(t) = total excitation present in the neuronm,

Pz(t) total inhibition present in the neuron,

w(t)

perturbation in membrane potential due to a spike
(explained later), and

Py(t) = (Vpgy - V)

¢! (t) = T
VREV Vo VREV

(4.5)

By multiplying Pl(t) by C (t), the contribution of the excitation to

L]
VREV
the membrane potential is reduced in direct proportion to the nearmess of

the total inhibition to the inhibitory equilibrium potential, vﬁEV'

An action potential is assumed to cause a small perturbatiom, Wﬁ, in

the membrane potential. The parameter WR’ and other similar parameters

used in the equations that follow, are determined from experimental

records,
W(t2+TARP+) = Wh (4.12)
where t, = starting time of the generation of the action potential
(this notation used throughout),
TARP = absolute refractory period, and
W(t2+TARP+) = perturbation in membrane potential just at the end of

the absolute refractory period.
After the absolute refractory period, the time course of the perturbation

follows the following equation:

-({t-t.-T,.__)/T
W(t) =W e & AR M (4.13)

where TH = membrane time constant.
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The threshold, H(t), is represented by the following equation:
H(t) = R(t) + Ac(t) + A (t) + ¥, (4.14)

where R(t) = refractoriness of the neuron,

Ac(t)

Ag(t)

R(t) is arbitrarily large during the absolute refractory period. During

accommodation of the neuron, and

spike adaptation of the neuron.

the relative refractory period,

-{t-t

R(t) = CRRD e

2" Tarp) /TR

-(t-t.-T,__)/T
+ R (1-e 2 "ARE"TTR, (4.15)

where CR reset constant for the refractoriness,

R0 = gsteady state value of the refractoriness (value of the
threshold depolarization under resting potential
conditions), and

TR = time constant for the refractoriness,

It should be noted that CRBO is the value of refractoriness just after
the end of the absolute refractory period.
Between action potentials, the accommodation, Ac(t), can be

represented by the following equation:

-1/T

Ac(t+1) = Ac(t) e Ac

+C, (V(E) - V)
-1/T
% (L~a A% (4.16)
where TAc = time constant for accommodation, and

CAc = constant of proportionality.



19

In Eqn. {4.16), the steady-state value of the accommodation,

CAc(v(t) - VO), is directly proportional to the deviation of the membrane
potential from the resting potential. Since accommodation is a process
dependent on a subthreshold depolarization [47], an action potential
resets it to O.

The spike adaptation, As(t), is responsible for the gradual decline
observed in the output spike frequency of a neuron as a result of a
prolonged depolarization, with the amount of depolarization held constant
[46-48]., Between action potentials, AS(t) is described by the following
equation:

-1/T

AS
As(t+1) = As(t) e

(4.17)

where T,. = time constant for spike adaptation.

AS
The effect of the generation of an action potential on As(t) is

assumed to be an abrupt increase in its wvalue. This increment is

decreased in direct proportion to the nearness of As(t) to a maximum

value of spike adaptation, A As a result, the following equation is

SM°
obtained:
Ag(£x*Tygp*) = Ag(ty*T pp-)
Agy = Ag(t*T,p o)
. “aRP Agp (4.18)
SM
where As(t2 ARP -) = spike adaptation just before the end of the

absolute refractory period,
As(t2+TARP+) = spike adaptation just after the end of the

absolute refractory period,
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ASM = maximum spike adaptation, and

ASR = maximum spike adaptation increment.
Eqns. (4.11) and (4.14) for the membrane potential and threshold are
the key equations in the model., At each iteration, the two values are
compared. If the membrane potential exceeds the threshold, an action

potential is produced., The action potential them reaches a synapse after

the associated conduction delay.

4,3. Sensory Neurons

The membrane potential of a tactile sensory neuron is expressed by

the following equation:

V(t) =V, + s(t) C. (t) + Pz(t) + W(t) - AG(t) (4.19)

0 VREV

where S(t) = generator potential, and
AG(t) = generator adaptation of the neuron
(explained later).
The following equation is used for determining the generator potential:

-1/T

S(t+l) = S(t) e  Sen

+ (kS (£) + k)

-1/T

x (1 -e ey, v, (4.20)

where T - time constant associated with the generation of the

generator potential,

sIn

sensory input in units of force or pressure, and

k., k; = constants of proportionality.

1 71

In Eqn. (4.20), a linear relation is assumed between the steady-state

generator potential, klsIn(t) + ki, and the sensory input, SIn(t).
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The generator adaptationm, AG(t), is responsiﬁle for the gradual drop
in memﬁrane potential observed in a sensory neuron due to a prolonged
sensory input, with the magnitude of the sensory input held constant
[48,49]. The generator adaptation is given by the following equation:

-1/T

AG
AG(t+1) = AG(t) e

+ CAG(V(t) - Vo)
-1/T

x (1l -e aG

) (4.21)

where TAG

CAG = constant of proportionality.

An action potential at time t2 is assumed to cause a small abrupt change,

= time constant for generator adaptation, and

AGR’ in the generator adaptation, as represented by the following

equation:

AG(t2+TARP+) = AG(t2+TARP_) + AGR (4.22)
A\

where AG(tZ+T = generator adaptation just after the end

arp™®)
of the absolute refractory period, and

. Ac(t2+T = generator adaptation just before the end

™)
of the absolute refractory period.

In Eqn. (4.22), the steady-state value of the generator adaptation,
CAG(V(t) - VO), is directly proportional to the deviation of the membrane
potential from the resting potential.

The model has provision for extracellular stimulation of any desired
number of neurons in the circuit, The stimulation frequency, and the
starting time of stimulation (the time of delivery of the first stimulus)

can be varied as desired, and they can be chosen differently for each

synapse.
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4.4, Description of the Computer Programs

The main computer program is written in FORTRAN IV. It incorporates
the mathematical model described in this chapter. It provides, as
output, the values of all variables of interest at desired intervals of
time, for any neuron or synapse in the circuit. The program also lists,
in chronological order, the instants at which action potentials are
generated by each neuron in the circuit.

Two BASIC programs, run on an HP9835A desk-top computer, are used to
store the results of the simulation run on an HP9134A hard disk. One of
the programs, DATA, is used to store the values of a neuronal or synaptic
variable, The other program, DAP, is used for storing the times at which
action potentials are generated by a neuron.

Two other BASIC programs, PLOT and PAP, are used to plot the data
stored by the programs, DATA and DAP respectively. An HP9872 plotter is
used.

The listings for all the programs described above are included in

Appendix II.
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V. SIMULATION OF THE NEURONAL CIRCUIT

5.1. Simulated Neuronal Circuit

The generalized neuronal model described in Chap. IV is used to
simulate the crayfish tail-flip circuit. The basic neuronal circuit used
in the simulation is illustrated in Fig. 5.1.

In the animal, each sensory interneuron, in a population of 30 to 50
sensory interneurons, receives excitatory input from a number of tactile
afferents [36,39]. In the model, 7 representative interneurons are
chosen, each receiving input from a single tactile afferent. Obvibusly,
these assumptions make the model a "lumped" representation of the real
system. The frequency of the spike train impinginé on the sensory
interneurons is assumed to be 100 Hz (1 in 10 msec), which is the typical
high frequency discharge of a phasic tactile afferent [39]. Each
incoming action pbtential creates a compound EPSP in the sensory
interneuron. This compound EPSP is chosen to have an amplitude, rise
time, and fall time greater than those of a unitary EPSP, and is really a
lumped representation for the excitation from a number of tactile
afferents. Two out of the seven sensory interneurons are assumed to
receive feedback presynaptic inhibition and postsynaptic
excitation-inhibition from the motor circuit. This assumption follows
from the fact that although all the sensory interneurons have baen
"predicted" to receive feedback inhibition, it has been successfully
demonstrated in only one interneuron, interneuron A [50]., The biphasic
postsynaptic response 1s modeled by an EPSP followed by an IPSF,
Consequently, the excitatory-inhibitory synapse has to be represented by
two synapses, one excitatory, and the other inhibitory. The pathway for

the feedback inhibition is assumed to be disynaptic from the lateral
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Simulation of the Crayfish Tail-flip
Escape Response
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giant. This assumption results in a delay of about 7 msec between the
generation of the LG impulse and the onset of inhibition. Such a
gituation is justified on the basis that the inhibition has to occur
rapidly enough to prevent the lateral giant from firing more than once
during the tail-flip ([42].

Interneurons 1-7 in the model have a wide range of thresholds. The
high-threshold interneurons fire only a few times, and are assumed to
deliver the large-amplitude components of the postsynaptic excitation
observed in the lateral giant. The low-~threshold interneurons fire
repeatedly, and their action potentials are assumed to generate
small-amplitude EPSPs in the lateral giant, and to cause the observed
dispersal of the excitation in the lateral gilant.

As discussed in Chp. IV, the electrical synapses are treated in the
same way as chemical synapses, except that for the former, the conduction
delays are smaller, and there is no facilitation or antifacilitation.

The input stimulation 1s assumed to be strong, and the first
stimulus is sufficient in itself to elicit an impulse in the lateral
giant, This stimulation corresponds to a very strong tactile stimulus
delivered to the abdomen of a crayfish, whose tail-flip response shows no
previous habituation,

The important simulation parameters are listed in Tables 5.1 and
5.2. Most of these values have been obtained using experimental records
in previously published papers [9-11,37-42]. Suitable values have been
agssumed for unavailable data. As discussed earlier in this chapter, the
experimental data for the amplitudes, and rise and fall times of certain
EPSPs were intentionally modified to compensate for the lumped

representation of the real system by the model.
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No. From To Syn. T D A T TF ¢ Twc

Type mgec mv msec msec sec
1 TA IN 1 A 2 7 5 30 0.2 13
2 TA IN 2 A Z 7 5 30 0.16 10
3 TA IN 3 A 2 7 5 30 0.25 10
4 TA IN 4 A 2 7 2 15 0.19 63
5 TA IN 5 A 2 8 6 40 0.18 30
6 TA IN 6 A 2 8 5 40 0.2 10
7 TA IN 7 A 2 7 3 20 0.19 63
8 TA LG A L.5 6 1 5 - -
9 IN 1 LG A 0.5 7 1.5 24 - -
10 IN 2 LG A 0.5 4 1.5 24 - -
11 IN 3 LG A 0.5 2 1.5 24 - -
12 IN 4 LG A 0«5 2 1.5 24 - -
13 IN 5 LG A 0.5 2 1.5 24 - =
14 IN 6 LG A 0.5 3 1.9 24 - -
15 IN 7 LG A 0.5 2 1.5 24 - -
16 LG IN 8 A 0.5 4 3.5 12 - -
17 IN 8 1G B 1 2 10 160 - -
18 IN 8 IN 1 A 1 0.86 6 15 - -
19 IN 8 IN 1 B 11 -0.6 5 80 - -
20 IN 8 IN 1 C 1 1 20 180 - -
21 IN 8 IN 2 A 1 0.86 6 15 - =
22 IN 8 IN 2 B 11 -0.6 5 80 - -
23 IN 8 IN 2 C 1 1 20 180 - -

Table 5.1. Synaptic Parameters Used in the Simulation.

Synapse types: A = postsynaptic excitatory.
B = postsynaptic inhibitory, and
C = presynaptic inhibitory.
T.. = conduction delay,
A = amplitude of response (normalized for presynaptic inhibitiom),
T, = ri;e time of response,
T, = fall time of response,

¢ = transmitter loss constant, and

T, = time constant for recovery from antifacilitation.
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(1]
=4
1

o 'Rev Vrev g ARP IR R C%ac  Tac
ron mv mv mv mv msec  msec mséc
1 IN1 =36 0 -36.6 6 2 1.4 2 0.8 70
2 IN 2 -36 0 -36.6 5 1.5 1.4 2 0.8 70
3 IN 3 =36 0 -36,6 4 1.5 1.4 2 0.8 70
4 IN 4 =36 0 -36.6 3 1.5 1.4 2 0.8 70
5 IN5 =36 0 =36.6 3 1.5 1.4 2 0.8 70
6 IN 6 =36 0 -36.6 4 1.5 1.4 2 0.8 70
7 IN 7 =36 0 -36.6 3 1.5 1.4 2 0.8 70
8 LG =90 0 -87.9 20 2.5 3.5 3 0.8 70
9 IN8 =70 0 =71 3.9 1.5 1.4 2 0.8 70
Table 5.2. Neuronal Parameters Used in the Simulation.
VO = resting potential of the neuron,
VREV = reversal potential for the EPSP,
VﬁEV = reversal potential for the IPSP,
R0 = threshold depolarization under resting potential conditioens,
TARP = absolute refractory period,
TR = time constant for decay of refractoriness,
CR = reset constant for refractoriness,
CAc = constant for accommodation, and
T, = time constant for accommodation.
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5.2, Simulation Runs

Eight simulation runs are performed. The nature and purpose of each
simulation are as follows:
Runs 1l and 2 (single stimulus to the circuit with and without
feedback inhibition to the lateral giant). The purpose is to
observe the excitation in the lateral giant and the effect of
feedback inhibition on its time course.
Runs 3-6 (ten stimuli delivered to the circuit at 100 Hz with
interneurons 1 and 2 subject to different conditions):
Run 3. Without feedback presynaptic inhibition and
postsynaptic excitation-inhibition.
Run 4. With presynaptic inhibition, but without postsynaptic
excitation-inhibition.
Run 5. Without presynaptic inhibition, but with postsynaptic
excitation-inhibition.
Run 6. With both presynaptic inhibition and postsynaptic
excitation~inhibition.
The purpose of simulation runs 3-6 is (a) to study the effect of
presynaptic_inhibition on the time course of antifacilitation in the
excitatory synapse from the tactile afferents, and (b) to study the
separate and combined effects of presynaptic and postsynaptic inhibition
on the membrane potential of interneurons 1 and 2.
Run 7 {Seven input stimuli delivered to the circuit at 66.7 Hz (1l in
15 msec)). This is done to observe the response of the circuit to
stimulation at a different frequency.
Run 8 (Ten input stimuli delivered at 100 Hz with all 7 sensory

interneurons subject to feedback presynaptic inhibition and
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postsynaptic excitation-inhibition). As stated earlier, feedback

presynaptic and postsynaptic inhibition has been hypothesized for

all the sensory interneurons [10,13]. The purpose of this

simulation run is to study the behavior of the circuit with the

assumption that the above hypothesis is true.

It should be noted that simulation runs 3 through 8 are designed to
reflect the behavior of the circuit in response to a fairly massive
tactile stimulus (lasting for about 90 msec) delivered to a real animal

with no previously existing habituation of its tail=-flip response.
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VI. SIMULATION RESULTS

The results of the simulation are presented in Figs. 6.1-6,11. Two
types of plots are made, one showing the membrane potential, V(t), or
facilitation, F(t), with respect to time and the other illustrating the
train of action potentials developed in a set of neurons. It should be
noted that the plots of the membrane potential do not show the generated
action potentials. These plots represent only the total excitation and
inhibition present in a neuron at any time, t, during the course of the

response.

6.1. Circuit Response to a Single Stimulus

6.1.1., Generated Action Potentials

Fig. 6.1 shows the action potentials generated in the neuronal
circuit in response to a single input stimulus to the circuit. The
sensory interneurons 1-7 produce a variety of spike outputs,
Interneurons 1 and 2 have relatively high thresholds (6 and 5 mv
respectively), and produce one action potential each. These action
potentials produce the large-amplitude components in the lateral giant
response., Interneurons 5 and 6 have lower thresholds (3 and 4 mv
respectively), and receive slightly stronger excitation (8 mv amplitude
rather than 7). As a result, they produce a larger number of action
potentials. These action potentials create the observed dispersed
excitation in the lateral giant. The lateral giant always produces a
single command impulse. Interneuron 8, which lies in the feedback

inhibitory pathway also produces a single impulse.
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Figure 6.1. Action Potentials Generated in the Circuit

Due to a Single Input Stimulus to the Circuit
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6,1,2, Effect of Feedback Inhibition on the Lateral Giant Membrane
Potential

The membrane potential produced in the lateral giant with and
without feedback inhibition, in response to a single=input stimulus to
the circuit, is illustrated in Fig. 6.2, The early short-latency
component, "m", is the so-called alpha component of the lateral giant
response, and corresponds to the direct electrical excitation of the
lateral giant by the tactile afferents. The lateral giant produces its
command impulse at 6.7 msec, The inhibition begins at 11.5 msec and
peaks at 21.5 msec. The effect of inhibition is clearly illustrated; it
causes a rapld repolarization of the LG response. Without inhibition,
the excitation lasts for about 30 msec. This is close to the values
obtained from experimental data (25-35 msec) [9,38]. The later
component, ''n", observed in the response with inhibition is the slow

depolarizing IPSP.

6.2, Circuit Response to Stimulation at 100 Hz

6.2.1. Generated Action Potentials

Fig. 6.3 illustrates the response of the circuit to an input train
of stimuli at 100 Hz. Interneurons l and 2 fire only a few times before
habituation and feedback inhibition set in. The other interneurons
(interneurons 3-7) do not receive any feedback inhibition, and their
firing is more prolonged. The effect of antifacilitation is clearly
noticeable in the output spike patterns of interneurons 3-7. The number
of action potentials produced by each successive input stimulus decreases
with time and the interspike intervals become longer. Interneuron 6
illustrates this effect well. For each neuron, the frequency of firing

varies directly as the magnitude of excitation and inversely as the value
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of the threshold. The lateral giant goes into a prolonged inhibitory
phase lasting for more than 100 msec, after producing its command
impulse. This prevents the lateral giant from firing again during the

tail-flip.

6.2.2., Effect of Presynaptic Inhibition on Antifacilitation

In Fig. 6.4, F(t) is the facilitation of the excitatory synapse from
the tactile afferents to interneuron 1. As stated earlier, F(t) (for
antifacilitation only, i.e., 0 < F(t) < 1) is a normalized representation
of the amount of transmitter substance present in the presymaptic
terminal at time t. Without presynaptic inhibition, the loss of
transmitter substance due to each stimulus is directly proportional to
the amount of transmitter substance present in the presynaptic terminal
at that instant. As a result, the incremental step decreases in F(t) due
fo successive stimuli approach O asymptotically. The size of each step
decrease represents the amount of transmitter substance lost from the
presynaptic terminal due to an input stimulus. Therefore, the step
decrease is also in direct proportion to the amplitude of the EPSP
generated in the postsynaptic neuron due to that stimulus. It should be
noted that, on the time scale of Fig. 6.4, the time constants for
recovery from antifacilitation are very large (10 to 65 seconds). Hence,
negligible recovery occurs. Presynaptic inhibition is maximal at 31.5

msec, and at 32 msec, the 4th input stimulus arrives at the presynaptic

terminal., As a result, virtually no transmitter is lost due to the 4th

stimulus, and negligible change in F(t) occurs. Therefore, the size of
the EPSP produced in interneuron 1, in response to the 4th stimulus,

would be close to 0. Presynaptic inhibition has noticeable effects on
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the step decreases in F(t) when the 3rd’ Sth and 6th stimuli arrive at
22, 42 and 52 msec respectively. At 72 msec, the step decrease in F(t)
is actually larger with presynaptic inhibition than without it. This is
due to not only the dimunition of the presynaptic inhibition, but also
the fact that the amount of transmitter substance present at that instant
is more than two times that present without presynaptic inhibition. The

N and 10th stimuli arriving at the

same effect is observed for the 9t
presynaptic terminal at 82 and 92 msec respectively. It should be noted
that the difference at any time, t, between the two waveforms is a
measure of the transmitter substance conserved by presynaptic inhibitionm.
6.2,3. Effect of Feedback Inhibition on the Response of

Interneurons 1 and 2
6.2.3.1. Interneuron 1 Membrane Potential

Figs, 6.5-6.7 illustrate the effect of feedback presynaptic and
postsynaptic inhibition on the membrane potential in interneuron I.

In Fig, 6.5, the effect of presynaptic inhibition on the membrane
potential can be observed. When presynaptic inhibition is at its peak
(at 31.5 msec), it virtually eliminates the EPSP due to the 4th stimulus
(beginning at 32 msec). As the presynmaptic inhibition wanes, the later
components become bigger, and then as the antifacilitation becomes
stronger, they decrease in amplitude once again. The EPSPs beginning at
72, 82 and 92 msec have a larger amplitude with presynaptic inhibition
than without it. By conserving the transmitter during a certain period
(roughly between 20 and 62 msec), presynaptic inhibition results in
larger EPSPs during the later period. Thus, presynaptic inhibition

protects the synapse from too much antifacilitation.
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The effect of feedback postsynaptic inhibition is illustrated in
Fig. 6.6, Postsynaptic inhibition is maximal at 26.5 msec, when a slight
hyperpolarization is observed. Postsynaptic inhibition almost completely
suppresses the EPSP due to the 3rd stimulus. As the postsynaptic

inhibition diminishes (fall time, T_ = 80 msec), its effect on the

F
membrane potential decreases. It has negligible effect after 90 msec.
As expected, no protection from antifacilitation is observed, as is
indicated by the components of the response with postsynaptic inhibition
after 80 msec.

The combined effect of presynaptic and postsynaptic inhibition is
much stronger than the effect of each acting alone (Fig. 6.7). The EPSPs
due to the 3rd and 4th stimuli are suppressed almost completely, and the

B stimuli is severely attenuated. The protective effect

EPSP due the 5°
of the presynaptic inhibition is clearly observable in the components of

the response with feedback inhibition after 70 msec.

6.2.3,2. Generated Action Potentials

The effect of feedback presynaptic and postsynaptic inhibition on
the output spike patterns of interneurons l and 2 can be seen in
Fig. 6.8. For interneuron 1, antifacilitation alone seems ﬁo be
sufficient in determining the nature of its output spike pattern.
However, for interneuron 2, due to a lower threshold, stronger
excitation, and weaker antifacilitation, both presynaptic and
postsynaptic inhibition have noticeable effects; either of the two acting
alone suppresses the generation of the 4th and Sth spikes. It is
interesting to note that the feedback postsynaptic excitation-inhibition

causes a slight advance of the 2nd spike in interneuron 1 and the 2nd and
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rd

3" spikes in interneuron 2 (compare a and c in Fig. 6.8). This is due

to the small excitatory phase which precedes the inhibitory phase in the

feedback postsynaptic response.

6.2.4, Lateral Giant Membrane Potential

The membrane potential in the lateral giant is clearly seen to be
the result of a wide variety of inputs (Fig. 6.9, solid curve). The
feedback postsynaptic inhibition in the lateral giant peaks at 21,5 msec
and has a significant effect up to about 60 to 80 msec. It suppresses
the excitation strongly enough to prevent the lateral giant from firing
more than once during the tail-flip (LG fires only once at 6.7 msec).
6.2.5. Circuit Response with All the Sensory Interneurons Subject to

Feedback Inhibition

6.2.5.1., Generated Action Potentials

Fig, 6.10 illustrates the response of the circuit when all the
sensory interneurons are subject to feedback presynaptic or postsynaptic
inhibition. It is interesting to note that no action potential is
generated in any sensory Interneuron after 21 msec. Presynaptic
inhibition, by its protective effect, results in larger EPSPs during the
later period of the response (as seen earlier in Fig. 6.5). However, as
revealed by Fig. 6.10, this protection is insufficient for any of the
sensory interneurcons to generate an action potential during the later

period (after about 80 msec).

6.2.5.2. Lateral Giant Membrane Potential
With all the sensory interneurons subject to feedback inhibitionm,

all the components of the lateral giant membrane potential after 21 msec
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Figure 6.10. Action Potentials Generated in the Circuit
with All the Sensory Interneurons Subject
to Feedback Presynaptic and Postsynaptic
Inhibition (Input stimulation at 100 Hz)
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drop off, except for the alpha components which are due to the direct
electrical synapse between the tactile afferents and the lateral giant

(Fig. 6.9, dashed curve).

6.3. Circuit Response to Stimulation at 66,7 Hz

If the frequency of the input stimulation is reduced to 66.7 Hz (1
in 15 msec), the number of action potentials produced by the sensory
interneurons decreases (Fig. 6.ll1). TFor instance, interneurons 2 and 5
produce 3 and 34 action potentials respectively when stimulated at 100
Hz., On stimulation at 66.7 Hz, the number of action potentials produced
decreases to 1 and 27 for interneurons 1 and 2 respectively. Since in
this simulation only a single stimulus was necessary to produce the
lateral giant impulse, and since this impulse is generated at only 6.7
msec, neither stimulation at 100 Hz (1 in 10 msec) nor 66.7 Hz (1 in 15

msec) has any effect on the time at which this impulse is generated.
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Figure 6.11. Action Potentials Generated in the Circuit
Due to Stimulation of the Circuit at 66.7 Hz
(1 in 15 msec)



48

ViI. DISCUSSION OF RESULTS

7.1. Observations on the Neuronal Circuit

From the results of the simulation, three interesting observations

can be made:

1.

Due to its very high threshold, the lateral giant needs a very
strong excitatory input to produce its command impulse (Figs.
6.1 and 6.2). Weak tactile stimulation is always present due to
the animal's own movements, water currents, etc. The high
threshold of the lateral giant ensures that only a sufficiently
strong tactile stimulus produces the escape response.

A possible significance of the protection from antifacilitation
(habituation) has been presented in the literature [10,13].

When the animal makes a tail-flip during normal swimming
movements (which it occasionally does), the motor circuits cause
strong presynaptic and postsynaptic inhibition in some sensory
interneurons., This tail-flip is not an escape respomnse, but it
could excite a number of tactile afferents which innervate the
pit cells on the animal's exoskeleton. The resulting excitation
of the sensory interneurons cannot cause unwanted habituation of
the escape response, because of the protection provided by the
presynaptic inhibition. ' As can be inferred from the results of
the simulation, such a protection is needed only for those
sensory interneurons which contribute to the important
large-amplitude compoments of the lateral giant postsynaptic
response. The animal's movement, due to a tail-flip response
not related to escape, would be expected to induce excitation in

only a relatively small number of tactile afferents.
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Therefore, as long as the excitatory synapses to the important
sensory interneurons (those which contribute to the large-
amplitude components of the lateral giant response) are
protected from antifacilitation, the animal would still be able
to generate its escape response when needed.

The generation of the lateral giant impulse is followed by
strong feedback postsynaptic inhibition in the lateral giant and
presynaptic and postsynaptic inhibition in interneuron A. If
all these inhibitory pathways were absent, the lateral giant
would possibly have fired more than once during the course of a
tail=-flip. Therefore, this three-way feedback inhibition is
present to ensure that the lateral giant fires only once during

a tail-flip response.

7.2. Observations on the Model

1.

As 1llustrated in this simulation, one of the most important
advantages of buillding a model is the ability of the model to
enable the researcher to conveniently "dissect" the simulated
neuronal circuit. This can be used to study the effect of each
synapse separately on the membrane potential of the postsynaptic
neuron. Such a model can also be used to test different
hypothetical circuit configurations, or to observe the response
of a given circuit to varying input stimuli.

One of the biggest limitations of the model presented in these
studies is the loss of accuracy which results when a large
population of neurons is simulated by a few representative

neurons. Such an approximation is justified when the properties
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of individual neurons are of interest, as is true in this case.
It should be noted that this model can be used for any number of
neurons: however, for a very large number of neurons, the
simulation process would be forbiddingly cumbersome., Where the
properties of individual neurons are not significant,
statistical techniques may provide a better simulationm.

However, if large neuronal aggregates can be conveniently
represented by a small network of neurons, the model presented
in these studies could be used to obtain a simple deterministic
analysis of the system.

The most important observation is that the resultant membrane
potential cannot always be regarded as a simple algebraic
summation of EPSPs and IPSPs, If the inhibitory equilibrium
potential is close to the resting potential, the IPSPs are small
in amplitude, and can be either depolarizing or hyperpolarizing.‘
Both excitation and inhibition tend to "pull" the membrane
potential towards their respective equilibrium potentials., The
ideal way to simulate this would be to calculate the membrane
potential using the conductance changes that occur in the
postsynaptic membrane due to excitation and/or inhibition, and
the passive R-C properties of the membrane., However, since the
postsynaﬁtic events that occur upon stimulation of an excitatory
or inhibitory synapse are still relatively obscure, such an
approach cannot, at present, yield a wholly accurate model. In
the model presented in these studies, a non-linear interaction
between excitation and inhibition has been assumed, as described
earlier. This approach has provided reasonably accurate results

in this simulation.
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VIII. RECOMMENDATIONS FOR FUTURE WORK

A tremendous scope for future work is available in the area related

to these studies, A few suggestions are as follows:

1-

Although the tail-flip escape circuit of the crayfish is one of
the best-understood neuronal systems, quantitative data related
to a number of aspects of the circuit are still unavailable.
These data are very essential in order to build a truly accurate
simulation. A number of experiments can be designed to obtain
data pertaining to the following aspects of the circuit: (a) the
exact nature of excitation of the identified sensory
interneurons A, B, and C from the tactile afferents, (h) the
exact contributions of the interneurons A, B, and C to the
membrane potential of the lateral giant, (c¢) the nature of
feedback inhibition from the motor circuits, and td) the exact
conduction delays between the neurons of the circuit. More
challenging areas of research are: (a) identification of the
feedback inhibitory pathways, (b) determination of the exact
cause of habituation, and (c) incorporation of the motor portion
of the circuit in the simulation. While the physiological
experiments associated with the above research are very
difficult to perform, working with the model, on the other hand,
is much easier. Therefore, one use of the model could be to
better interpret indirect evidence obtained from physiological
experiments. Once an accurate model has been built, it can be
used in lieu of the real system. It can then be used for a
number of purposes, e.g., to simultaneously observe the response

of all the neurons of the circuit to any desired type of
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stimuli, a feat that is virtually impcssible to accomplish using
real systems. The computer model presented in these studies can
also be used, with suitable modifications, to simulate other
neuronal systems, e.g., the leech's neuronal circuit which is
responsible for the controel of swimming.

Another goal for continued research is that of building an
accurate "general-purpose” neuronal model, Although the
tail-flip escape circuit of the crayfish is well-suited for a
better understanding of a number of neuronal properties, other
systems can be chosen to achieve the same advantage.

Experiments can be done, to better incorporate into the model
properties such as spike and generator adaptation, facilitation
and antifacilitation, accommodation, interaction between
excitation and inhibition, etc. A number of features can be
added to the model, e.g., incorporation of spiking and
non-spiking muscles, pacemaker neurons, postinhibitory rebound,
etc. An important aspect of this suggested research would be the
development of equations that attempt to accurately describe the
biophysical and biochemical events responsible for a particular
property, instead of merely "curve-fitting" the time variation
of the property.

A BASIC version of the model, to be run on the HP9826 or HP9G354A
desk~top computer, may be developed. This would permit direct

storage and plotting of the results.
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APPENDIX I. DETERMINATION OF FACILITATION PARAMETERS

In the following derivation, three important assumptions have been

made :

1. A stimulus causes an abrupt decrease in the amount of
transmitter substance present in the presynaptic terminal.

2. Each stimulus causes the loss of a fixed fraction, c, of the
total transmitter substance present in the presynaptic terminal
at that instant.

3. The recovery from antifacilitation can be modeled by a single
exponentially rising waveform with time comnstant, TFc'

When an antifacilitating chemical synapse is stimulated repeatedly

at a fixed frequency, the amplitudes of the successive EPSPs decline with
respect to the stimulus number. Plots showing this decline can be used
to determine the transmitter loss constant, c, and the time comnstant, TFc
assoclated with the recovery from antifacilitation.

The fractional transmitter loss, L(t), from a presynaptic terminal,

due to stimulation of the synapse at a fixed frequency, is illustrated in

Fig. Al.1. It should be noted that

F(t) =1 = L(t) (Al.1)

where F(t) = facilitation of the synapse.

From Fig. Al.l, the following equations can be readily inferred:

L(0=) =0 (Al.2a)

L(0+) = ¢ (Al.2b)

For the succeeding stimuli,
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~-T/T
L(T-) = c e ke
=T/T
=L(0+) e ¢ (A1.3a)
L(T+) = L(T-) + ¢ [1 = L(T=)]
= ¢ + L(T=) (l-c) (Al.3b)
-T/T
L(2T-) = L(T+) e '°©
_T/TFc
= [¢ + L(T-) (l-c)] e (Al.4a)
L{2T+) = L(2T- + ¢ [l - L(2T-)]
= ¢ + L(2T-) (l-c) (Al.4b)
-T/T
L(3T-) = L(2T+) e °°©
—T/TF
= [c + L(2T-) (l-¢)] e ¢ (A1.5)
By induction,
_T/TFC
L(nT=) = [¢ + L((n-1)T-) (1-c)] e
n>0 (A1.6)
From Eqn. (Al.1l),
F(nT-) = 1 = L(nT-) (AL.7)

It should be noted that F(anT-) is the synaptic facilitation just before
the n+15% stimulus.

Following the above procedure, the quantities, ¢ and TFc’ are
determined using a BASIC program run on an HP9835A desk=-top computer.

The experimental values of L(nT-) are entered as data into the program.
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Using Eqns. (Al.2) and (Al.5), the theoretical values of L(nT-) are

calculated for each value of n using assumed values of ¢ and T The

Fe*
quantities, c and TFc’ are then changed in steps, and the final values of

¢ and TFc chosen correspond to a least-squares fit for the data [51].

The BASIC program, FP, for determining c¢c and T, 4is included in the

Fc
following pages of this appendix.
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(XS EREEZ RS ERER R R R RESRE R EE R X RS RS AR A AR RA AR XS RERSSRRSSRER R R ]

PROGRAM NAME: FP

THIS PROGRAM IS USED TO DETERMINE THE TRANSMITTER LOSS CONSTANT, €, AND
THE TIME CONSTANT OF FACILITATION, TFC, USING A LEAST-SQUARES FIT FOR
THE DATA.

X Y R R RN R R R YR YRR rREERXERZEEZRREZRERRRLIRE R ZE SRR SR SRS E R X 1

B e T RS —

!

DIM Lm(10),Lt(10),5¢10)
PRINTER IS5 M

INPUT "REMARKS" ,Rem$
PRINT Rems$

!
Lm(I) AND Lt(I) ARE THE EXPERIMENTALLY MEASURED AND THEORETICALLY
CALCULATED VALUES, RESPECTIVELY, FOR THE FRACTIONAL TRANSMITTER LOSS,
L(N®T), FOR THE iTH DATA POINT. S(I) IS THE STIMULUS NUMBER FOR THE

iTH DATA POINT.

!
!
!
!
|
| RIS RN R RPN R IR RN IR R RN AR RR AR R AR IR R AR AN R A N RS
!
! DATA ENTRY

!

!

?

(XX R E T T EEEREEE SRR RERERR R R ERE R RS RS R RERE RS RSRSR SR SEEXSERERIREESERS SR XN

!

PRINTER IS 16

INPUT "ENTER THE NUMBER OF DATA POINTS,N", N

INPUT "ENTER THE PERIOD OF THE INPUT STIMULI (secs),Per",Per
INPUT "ENTER THE ESTIMATED MAXIMUM VALUE OF TFC (sees), Tmax",Tmax
FOR I=1 TO N

PRINT I

INPUT "ENTER S(I),Lm(I)",S(I),Lm(I)
NEXT I

PRINTER IS 11

PRINT "S(I) La(I)"

FOR I=1 TO N

PRINT S(I),Lm(I)

NEXT I

PAUSE

: FERR AR AR AR RN AR NN RN RN BN DO SRR RN IR IR BRI NI H R R G RADIANRRES
!

! CALCULATION OF C AND TFC
; T T T T Y T LTI I T RITI YT ITIILY
!

PRINTER IS 16

Mn=100000

FOR Cd=0 TO 1 STEP .01

FOR T=z.1 TO Tmax STEP .1
Ls=0

FOR Isz1 TO N

Zs0

Le(I)=0

IF S{I)=1 THEN 610

FOR J=2 TO S(I)
Zz(Cd+Z28{1-Cd) ) PCXP(-Per/T)
NEXT J

Le(I)=2
Lsalss(Lt{I)=Ln{I))"2

NEXT I

KaKe1

PRINT K



650
660
670

680

690
700
T10
720
730
T40
750

IF Ls>=z¥n THEW 890
Mn=Ls

Tfe=T

C=Cd

NEXT T

NEXT cd

PRINTER IS 11
PRINT "C = *.C
PRINT "TFC = ",Tfc,"secs"
PRINTER IS 16

END

All6
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APPENDIX II. COMPUTER PROGRAMS FOR THE MODEL

This appendix includes a flow chart of the main program (Fig. A2.1),
and a description of the variables used in the main program. The
listings for the main program, and for the programs for storage and

plotting of the results have also been included.
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‘ START )

Y

}//, READ AND PRINT INPUT DATA J///

A |
INITIALIZE VARIABLES

|

CALCULATE CONSTANTS FOR CURVE-FITTING
OF STANDARD PSPS

|

USE SUBROUTINE "FDD" TO EXPRESS
CONSTANTS INDICATING TIME IN UNITS
DEFINED BY A TIME STEP IN THE PROGRAM

|

CALCULATE AND STORE THE TIMES AT
WHICH ACTION POTENTIALS DUE TO
EXTRACELLULAR STIMULATION REACH

THE AFFECTED SYNAPSES

CHECK IF AN ACTION POTENTIAL
HAS REACHED A SYNAPSE

®

CALCULATE MULTIPLYING FACTORS FOR THE
ASSOCIATED PSP

..l

Figure A2,l. Flowchart of the Main Program
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l

CALCULATE THE POSTSYNAPTIC RESPONSEr
FOR ALL SYNAPSES

l

CALCULATE THE TOTAL EXCITATION OR
INHIBITION, ACCOMMODATION, SPIKE
AND GENERATOR ADAPTATION,
PERTURBATION DUE TO A SPIKE,
REFRACTORINESS, AND SENSORY
RESPONSE FOR ALL NEURONS

l

CALCULATE MEMBRANE POTENTIAL AND
THRESHOLD FOR ALL NEURONS

MEMBRANE POTENTIAL
> THRESHOLD?

GENERATE AN ACTION POTENTIAL, AND
STORE ITS TIME OF GENERATION AND TIME
OF ARRIVAL AT A SYNAPSE

|

RESET THE VALUES OF ACCOMMODATION,
SPIKE AND GENERATOR ADAPTATION,
PERTURBATION DUE TO A SPIKE, AND
REFRACTORINESS

st

y

UPDATE THE REQUIRED QUANTITIES FOR
THE NEXT ITERATION; IF A PSP IS PAST
ITS FALL TIME, EXCLUDE IT FROM
FURTHER CONSIDERATION

v

Figure A2,1. (cont.)
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PRINT, AT DESIRED INTERVALS, VALUES
OF ALL VARIABLES OF INTEREST

DESIRED NUMBER OF
ITERATIONS DONE?

PRINT A LIST OF THE TIMES OF
GENERATION OF ACTION POTENTIALS FOR
EVERY NEURON

Figure A2,1. (cont.)
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Description of the Variables Used in the Main Program

Notation

in Main
Program

KLIM

LS

LIMS

INT

IES

CLOCK
KLOCK
I
J
Vo(I)

VREV(I)

VDREV(I)

CARAS(I)

TAUAS (I)

Notation
in
Thesis

REV
1
VREV

AG

AG

Description

Number of neurons.
Number of synapses.
Duration of simulation (msec).

Number of tactile sensory
neurons.,

Duration of tactile sensory
input (msec).

Amplitude of tactile sensory
input (pulse shape assumed;
force or pressure units).

Duration of time intervals at
which the values of desired
variables are outputted (msec).

Value of the time steps of the
model (msec).

"Number of synapses that are

extracellularly stimulated.
Denotes time (msec).
Denotes (iteration number - 1).
Denotes the ith nauron,

th
Denotes the j synapse,
Resting potential (mv).

Reversal potential for the EPSP
(mv).

Reversal potential for the IPSP
(mv).

Constant of proportionality for
generator adaptatiom.

Time constant for generator
adaptation (msec).



Notation
in Main
Program

ARASR(I)

ARAFM(I)

TAUAF (1)

ARAFMX(I)

THDO(I)

ARP(I)

TAUTH(I)

CTHR(I)

TAUM(I)

WR(I)

CACCOM(I)

. TAUACC(I)

V(1)
ARAS(I)
ARAF (I)
THD(I)
RF(I)

Ww(I)

RSEN(I)

Notation
in
Thesis

GR
SR
AS

sM

v(t)
AG(t)
As(t)
H(t)
R(t)

w(t)

S(t)

A2.6

Description

Abrupt change in generator
adaptation due to a spike (mv).

Maximum increment in spike
adaptation due to a spike (mv).

Time constant for spike
adaptation (sec).

Maximum spike adaptation (mv).
Threshold depolarization under
resting potential conditioms
(mv) .

Absolute refractory period (mv).

Time constant for decay of
refractoriness (msec).

Reset constant for
refractoriness.

Membrane time constant (msec).

Abrupt change in membrane
potential due to a spike (mv).

Constant of proportionality
for accommodation.

Time constant for decay of
accommodation (msec).

Membrane potential (mv).
Generator adaptation (mv).
Spike adaptation (mv).
Threshold (mv).
Refractoriness (mv).

Perturbation in membrane
potential due to a2 spike (mv).

Generator potential in a sensory
neuron (mv),



Notation
in Main
Program

ACCOM(I)

P1(I)

P2(I)

CIN(I)

KK(I)

S(1,J)

NAP(I)

NFROM(J)
NTO(J)
DE(J)

KSTY(J)

NSTY (J)

A(T)

RT(J)

FT(J)

Notation
in
Thesis

Ac(t)

Pl(t)
Pz(t)

Cyrey (t)

A2.7

Description

Accommodation (mv).

Total excitation present in a
neuron (mv).

Total inhibition present in a
neuron (mv).

Multiplying factor for the
excitation, takes care of the
effect of inhibition on
excitation.

Number of action potentials
generated in a neuron.

Time of generation of the jth
action potential in a neuron
{msec).

Time elapsed since the generation
of the last action potential (in
units of time defined by a time
step in the program).

Denotes the presynaptic neuron.
Denotes the postsynaptic neuron.
Conduction delay (msec).

Synapse type; equals 1 for a
simple synapse, 2 for a synapse
to a presynaptic terminal, and
3 for a synapse that is
presynaptically inhibited.

Synapse type; equals +1 for an
excitatory synapse, -1 for an
inhibitory synapse.

Amplitude of standard PSP (mv).

Rise time of standard PSP
(msec).

Fall time of standard PSP
(msec).



Notation
in Main
Program

FCMX(J)

TAUF (J)

FCD(J)

FPD(J)

FC(J,L)

BP(J.1)

CVREV(J,L)

CDVREV(J,L)

P(J)

G1(J)

B1(J)

R(J)

B2(J)

TAUD (J)

Notation
in
Thesis

Fc

F(t)

I(t)

F(tl)

I(tl)

Cyrev(ty)
C'

vrey (£1)

P(t)

A2.8

Description

Transmitter loss constant.

Time constant for recovery from
antifacilitation (sec).

Synaptic facilitation.

The expression, 1 - I(t), equals
the normalized wvalue of
presynaptic inhibition.

Multiplying factor for the lth
PSP, denotes the same quantity
as FCD(J).

Multiplying factor for the 1th
PSP, denotes the same quantity
as FPD(J).

Multiplying factor for the lth
EPSP, takes care of the effect
of excitation already present
in the postsynaptic neuron on
the EPSP.

Multiplying factor for the 1th
IPSP, takes care of the effect
of inhibition already present
in the postsynaptic neuron on
the IPSP.

Magnitude of the postsynaptic
response due to a single synapse
(mv) .

Slope of the rise phase of a
standard PSP (mv/msec).

Starting time of the inflexion
phase of the standard PSP (msec).

Radius of the inflexion phase
of the standard PSP (mv or msec).

Starting time of the decay phase
of the standard PSP (msec).

Time constant for the decay phase
of the standard PSP (msec).



A2.9

Notation Notation Description

in Main in

Program Thesis

MC(J) Number of action potentials that

IC(J,L)

MD(J)

TO(J,L)

ITO(J)

T(J)

TS (J)

NS (J)

CSEN(I) k

CDSEN(I) k;

TAUSEN(I) T

Sen

are on their way to, but have not
yet reached a synapse.

Time still needed by the 1™V
action potential, on its way to
a synapse, to reach that synapse
(in units of time defined by a
time step in the program).

Number of PSPs present in a
neuron due to the j synapse.

Time %ﬁapsed since the start of
the 1 . PSP in a neuron due to
the j  synapse (in units of time
defined by a time step in the
program).

Denotes tgﬁ postsynaptic neuron
for the j extracellularly
stimulated synapse.

Period (reciprocal of frequency)
of extracellular stimulation
(msec) .

Starting time of extracellular
stimulation (msec).

Number of stimuli to be delivered
to a synapse by extracellular
stimulation.

Constant of proportiomality for
the response of a tactile sensory
neuron (mv/force or pressure
units).

Constant of proportionality for
the response of a tactile sensory
neuron (mv).

Time constant associated with the
generator potential in a sensory
neuron (msec).



Notation
in Main
Program

SENIN(I,L)

NSTO(J)

Notation
in
Thesis

SIn(t)

A2,10

Description

Sensory input at the 1th
iteration, with the present
igﬁration always defined as the
1 iteration (force or pressure
units).

Denotes the sensory neuron to
which the sensory input is applied.



FORTRAN IV G LEVEL

0001

gocz2
Q003
0004
0oaQs

J096
0007

aaca

00GC9
Qala
o1l

0al2
0013

0014

Qo015
001ls
Q017

o018
9019
qu20
gozl

CaOOOaOOno

N OO0 0O00

8
106

55

A2,11

21 MA IN DATE = 83180 22/08/747

t**t#‘#t!‘**#tﬂt*l‘#*t*“t*t"**1**#'*#*’3*#8**#‘*#*‘****##‘&3#1**
FHERFAERAFVERENEE XX BB XRE PR L IR BRBRL R EP R ERRRIBEXEIREE R R TR LR p et

MAIN COMPUTER PROGRAM FCR THE MODEL CF A NEURONAL NETWORK

AR RARFERXILR X FFEEESXREREIRIFE R RS AR XS F RSN XA I RFERER SRR ERRR N
AR EXXRBFENBREREP REREBEXBRRR RV EERREE SRV N AEZX SRR RREE LT RN E RXERE

DIMENSION V(91,VO(9),VREVI9) »VOREV{9]) ,NSTOL2) ,RSENLO} ,CSENI3),
1SENINI3,1200) ,COSEN(3) , TAUSENI3) »MCI38), IC(28,991,MD (38},

2TCO( 38, 99) yNFROM{3 8} ,NTOIl38) ,CVREV(38,991 ,FCO{381,FCMX (38,
3TAUF(38)+FC(38,99),KSTY138)4NSTY138),FPDI328),FPI38,99),P(38),
4A(38) ,RT(38) ,FT(28),R({38),81(38).B2(38),TAUD(38),GL(38),DE(38),
SARAS{9)CARAS{9), TAUAS(9) yARASRI 9) yARAF{9) ,ARAFM{S) , ARAFMX(3),
GTAUAFL19) s THD(9) JARP{9) o TAUTHI(9)yTHDO (), CTHRIG) W {9),
TTAUMI9 ) 9WR(914S19,99) o KKLD) 4 NAP(D) yACCOMI9),CACCIMI9) ,TAUACCIT),
SCIN(D) s TED) s TSUD) WNSI9), ITALRIHPLID),P2(F),RF(F]

TP PR L ET S PR CERSES R SEEE RS PR EE L L L L LR S I L L

READING IN AND PRINTING OUT QF INPUT DATA

EFTEEE ARt bE PR R R L S R R RS PP PR A E L EE LR L E LS LA R L Lt

READ 1 sMoNsKLIMe LS, LIMSy [MNT, 85,FD,IES

FORMATIIZ2 p1Xp1201XpI4alXollelXeldolXoI3+1XsFBabrlXsFba2s1Xs11])

PRINT 24MyH KLIMyLS)LIMSINT ,AS,FD,1ES _

FORMAT(® " o1X ot MY p2X p? NO JLX o PKLIMI L X *LS" 51X, "LIMSY, 1X, "INT!,
13Xe "AS o4 Xe "FDY p 1A' TESY/Y " pI2y1Xel2¢1X91492X 121X, 141X 1341 %,
2FFe4,1XeF5.243%411)

D0 3 I=1.M

READ 4,VO(I),VREVII),YOREVLI)sARASRI IV s TAUAS{I} CARASII} ARAFMII ),
LTAUAF{I) yJARAFMXII) ,THOOUI) sARP(I) ,TAUTHLI) oCTHRIL)sTAUMI L) ¢eWRIUI)»
2CACCOM( I, TAUACCLI)

FORMATIZ(FB.4,1X) /3 (FB ooy IXJ/3(FBe%y LX}/4{FB44elX)/2{FB.4»1X)/
12(F844y 1X))

CCNTINUE

PRINT 7

FORMAT ('O, 1X, %[ 0/0 0,4X,*VOUII)? 60X "WREVII) ' 5X,"VDREV(I)}t/" ¥,
11X PARASRILI )Y }5X,"TAUASII) " oSX " CARASITI) "/ ' 1X, TARAFMI I}, 35X,
2YTAUAFL I o 4X, "ARAFMXL 1) ¢/ " 2X , Y THCOCI)* # TX  YARPLI )Y 45X,
SITAUTHIT) "o 6Xs *CTHRITIP/ Y 9, 2X ' TAUMI L) s BXe'"WRIT) /Y 0,
HYCACCOML L)Y o4, "TAUACCHIN )

DG &6 I=1,M

PRINT 5,1vO(I},VREV(I},VDREV(I) ,ARASRII),TAUASIIL),CARAS(I),
LARAFM( 1) TAUAFL 1) s ARAFMXI 1), THOO{ 1) sARPII) s TAUTHII) CTHR (1),
2TAUMII) sWRILT) ,CACCOMI L), TAUACCII)

FORMAT("0' 1 12/" 133{F94+4X) /" "3LFGa& d X}/ "33 (F9,4,4X)/" 'y
14 (F9e4saX )/ V432[ F9a494X)/ 1 "9 20F9:4r4X)}

CCNTINUE

DO 106 J=al,N

READ B 4NFROM{J) 4NTOUI) s DELJ) s KSTY (J) o NSTY LI A{J)4RTLI ) FT LAY
LFCMXIJ )}y TAUF(J}

FORMAT (2012 ¢1X)e FBade LXs 111Xy I2,5{1X:FBo4)}

CONTINUE

PRIMT 55

FCRMATIY0! yLX s NFROMIJ )" o1 X o *NTOCJ V! »5Xs *DE(JI) P oo X, YKSTY(J) !,



FORTRAN

a0z2
Qua3

0024
co2s
Q024
goz27
0ozs
Q029
0030
0031
Q032

a02z2
0034
00325
0036
0037
oc2a
9039
0040
Q041
Qc42
0043
Q0 44
Q045
0046

0047
00448

0049
Q050
0051
0052
0053
0054
0055
0058
0057
ausa
2059
QU0
acel
00&2
Qué3
Q0 &4
Q0&5

els].1.%

IV G LEVEL

54
57

5¢
58

50

&2’
655
650

o
n
-

WU
LR

NDOOOOAOO0e o
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LaXs *NSTYLJ) P o9X s ALJ) Y oBX PRTIJI 4 BX ,'FTIJ) Y s 6K,y ' FCMXT D) 7,6X,
2'TAUFLJ) )

D3 57 J=1.N

PRINT 56, NFROM{J) yNTOCJ) »DE(J] sKSTYL A o NSTY LI AL s RTLINSFT (L)
LFCMX{J ), TAUFLJ)

FORMAT(® ", TXel2,5X+1201XsF9e4:sl0X)11,9%X,12)5(4X,F9a%1)
CONTINUE

IFILS.EQ.Q) GOTQ 655

D0 58 I=14LS

READ 59,NSTCLI)},CSEN{L)oCOSEN(I)»TAUSENI(TI]
FOGRMATIIL 1 Xs3(F8e4slX})

CONTINUE

PRINT 60

FCRMATL Y 9,2Xs*NSTO(I)*y6Xe"CSENLI)' oSXy " COSEN(T)!,4X,
1'TAUSENII)')

OC &1 I=1,LS

PRIMNT 62,NSTOUI},CSENCI),CDSEN(L) ,TAUSEN(I)

FCRMAT(Y '3 6X+I[1 43(4X,F9.41)}

CONTINUE

DC 480 J=1,IES

READ 650,ITQCJ)»T(J)TS0J)NSLD)

FORMAT (11 ,1X,2{F643,1%X),13)

CONTINUE

PRIMNT 651

FORMATI' O 42X o' o IX " ITOCI I "o TX *TL U 1, 6K 'TSLJ) 142Xy 'NS(J) 1)
00 652 J=1,I[ES

PRINT 653,J,ITOUJ)sTII1:TSIJIINSTI)

FORMATL® ?,1346XsI1,204XsFTa3) 46Xs131}

CONTINUE

RAR AP ERBRYREXEBXEERRREEEX TRV AR PR R ER R R RXERE XX RBEEF IR RER RS EF TN

INITIALIZATION OF VARIABLES

FXREIERLRXXBARB LR AR REERE R NS DR IRRNER LR TR RS RRE DS R BB LR AL LT AR

KLOCK==1 :
INTO=IFIX{FLOATIINT)/FD)=1
INITIALIZE NEUROMNAL VARIABLES
00 63 [=1,M

YiI)=vO(I)

Pl{l1)=0,

P2I1)=0.
THDLI)=vO{I)+THDQI(I}
RF{I1)=THOCLI)

ARAS{I)=0.

ARAF{[1=0.

ACCOM(I)=0.

Will=0.

RSEN(11=0,.

KK{I)=0

NAP(I)=10./FD

TAUAF (L) sTAUAFI1)*1000.

D0 63 J=1,99

S5{1,Jd1=0.

CCNTINUE

INITIALIZE SYNAPTIC VARIABLES
00 64 J=1l4N
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0067
coe&8
Q069
go70
QoTl
0072
Q073
0074
0075
Qo 76
0077
0078
0079
Q080
Q081
Qo082
0083
0024
0085
Q036
0037
Qoes
cos89
Q090

0051
Q092

0093
0094
0055
0096
0097
0098
0099
01 ¢o
0101
olc2
0103
0104

Q105
01 C6
ala7?
01d8
0109

0110
glll
o112
0113

66
&4

cnOnNnoOaO O o
-~

wn
o

o

301

302

A2.13

21 MA IN CATE = 83180 20/08/47

TAUF( J)=TAUFLJ)=*1000.
MDLJ)=0

MC{J)=0

P{J)=Q.

FPD(JI=1.

FCOtJ)=l,.

R{J)=0.

811J)1=RT(J)

32141 =RT(J)
TAUD(JI=FT(J) /4.
GllJ)=ABSIALJII/RTLY)
DO 66 K=1,99
IClJ,K)=10000
TOUJoK)=1s0ES
CVREV{JsKI=1la
FP{JsK)=0.
FC{JeK)=1s

CCONTINUE

CCNTINUE

[F(LS.EQ.Q) GOTO &5&
00 67 [=1,LS

00 67 J=1,4000
SENINI(I:J1=0.
CCNTINUE

FXEIXFLBEXRIATRXE G X XN P LR XN R R PR PR RS AN A IR E LR RS T USSP R RS RE

CALCULATICN OF CONSTANTS FCR THE CURVE=FITTING CF THE STANDARD
PSPS

PR R EERE SRS P EEEE S R EES LSRR REREERELEL LSS RS AL L 2

DO 300 J=14N .

RIJI=(RTIJI+FTIJ} ) /0.3

CALCULATE B81(J), GL(J)

K1=RT(J)*100.=R(J)

K2=RT(J)*100e~10

ABA=ABSI(A(J)}*100.

L=K2=-K1

DO 301 KO=l,L

K=K2=KD+1
H=(PT{J)*100.=FLOATI{K) ) /SQRTIR(J)#*2=(FTIJ)*10C.=FLOATIK) )*x2)
G={ SQRT{R[J)**2 = (RT {J)*100 ,=FLCAT [K) }**32 ) +ABA =k {J})/FLCATIK)
IFUIG=H).LT.0.) GOTO 302

81 (Ji=(FLOAT(K)1/100.

GllJl=(G+H) /2.0

CONTINUE

CALCULATE B2tJ), TAUDLJ)

K1=RT(J)*100.+1,

K2=RT(J)*100.+R(J)=1

DIF=4.*ABA/(FT{J)*100.)

DC 303 K=K1,K2

G=4.%{ABA =R{J}+SQRT(R(J) *x2~{FLOAT[K)=-RT (J)*100. }**2))/
LU{FT{JI+RTL J))%100.-FLOATIK))

H={ FLOAT{KI=RT(J)*100, )}/ (SQRTIR{JIE*2=(FLOAT (K )=RT{J)*1u0,.)**2))
[F{{G=H)eLTeQe) GOTO T15

82(J)=FLOAT(K)/100.

TAUD(J)={RTIJI+FT(J) =821 J} )/ 4.
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0l14 203 CCNTINUE
0115 715 RUJI=R(JI/100.
ollsé 300 CLNTINUE
oL17 PRINT TC2
0118 702  FORMAT(1Q7,5X,'R{J1",8X, 1GLEJ) " 8X,"BLUJ) '+ 8X, 'B2LU) Y 46X,
1'TAUD( S} )
0119 DG 700 J=1,N
0120 PRINT 701 R{J},GL{J),BLLJ),B2(J)TAUCLY)
o121 701 FORMAT{!' 1,5{F9e%saX))
o122 700 CONTINUE
c
C bR - PR P EEFEREEREEREE L SRR E R R LSRR LR BRSPS ]
c
o USE OF SUBROUTINE "FDD"™ TU EXPRESS THE CONSTANTS INOICATING TIME
s I THE UNITS DEFIMED 8Y A TIME STEP IN THE PROGRAM
o
C VAT RERE R FEE BB B R R R RN TR N RN R R B R AU RN ER B I RE SR T IR R RRR
c
0123 CALL FDD(FDsMyNsLS,KLIM;LIMS, INTo»TAUSEN, TAUF,T AUD, DE, TAUAS, TAUAF,
L1TAUTHs T, TSyA,B1,B2,R,RT,IES, ARP, TAUACC)
c
C PR L R R P ERE L EE RS P o s PR RS BT L R T E T R T TS Y
c
o CALCULATION AND STCORAGE OF THE TIMES AT WHICH THE ACTION
c POTENTIALS DUE TO EXTRACELLULAR STIMULATION REACH THE AFFECTED
c SYNAPSES
c
C AXEREREXEIRIEER IR BAENEFIEERER AN AR SR PP RP R B R EE RGP o R gRRdR
c
0124 D0 654 J0=1,IES
0125 J=[TOJD)
0126 EF(NS{JD).EQeQ) GOTO 654
0127 MCLJ)=NS(JD)
ol:z8 NSD=NS(JD)
0129 DO 654 K=1,NSD
0130 ICHJrKISFLOATIK=1)*T (JDI+TSIJDI+DELI )
0131 654 CONTINUE
c
C FEEAXEE R SRR RRE R R A BB EP IR SR EA IE I TR I LR XN TG R E R R EE ST ERD
C
c CALCULAT ICN OF SENSORY INPUT
c
c SEERERE AR RA S BREEE PR AR ERE R R R SRR EE AR R EE e ek Rk
¢
0132 IF{LS+EQ.0) GOTO 657
0133 00 68 [a1,LS
0lz4 DO 68 J=1,LIMS
0135 SENIN{I,JI=AS
0138 68 CONTINUE
o
0137 857 PRINT a7
ol 38 &7 FORMATI®L",2X, "CLOCKT p5X s 17 39X 'VI{I)IP 6%, "ARASII) 16X, 'ARAF(I)",
17%: 'THDII)" »9%Xs 2 WIL) ", 6%, "RSENIII T yS X4 VACCOMIL) )
0139 PRINT 103
01 40 103 FORMAT(!' 1,2X,"CLOCK? y5Xe?J" s7Xe'FCO{J) " o TX,"FPDILJIY)
c
o

c
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0lal
0l42
0143

V1les
0145
0l4d
0147
Q0143
0149
0150
0151
0152
0153
0l 54
0155
0ls5é
0157
o158
0159

¢ls0
0161
0ls2

0163
0164
01 &5
0léé
0167

0lé8
0169
0170
017
0172
Q173
o174
oL7s
Q176
0L77

Q178
a179

rOOCOCOAD

930

933
52

&7
(=)

OO0

P
[¥

310

311
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FAR XXX XVAREFEEEEEERL XS R R DVL SRR AR E AV SR E SRS R BN SR XS TR G IR T RS R RS

START OF THE MAIN LOOP; CALCULATICN CF THE MULTIPLYING FACTCRS FGR
A HEW PSP (IF AN ACTION POTENTIAL HAS REACHED A SYNAPSE)

ARX XXX REBBEIREEEFBEXBEERR IR EFE SRR FER B SR B RTERBISH RN EB XL R X R T IS S AR

KLCCK=KLCCK+]

INTD=INTD+1

D0 11 J=1.N :

CHECK IF AN ACTION POTENTIAL HAS REACHED A SYMAPSE
IF{IC{Jy1)eNE.O) GOTU 52

MOl JI=MD(J)+1

MOO=MO(J)

TC{JyMODI=0.

MG=NTO( J)

IF{KSTY{J).EQ.2) GOTQ 923

IFINSTY{J).EQe=1) GOTO 930

CYREV{J MOD)={PLIMG)+VO(MG)=VREVIMG) )/ (VOIMGI=-VREV (1G]]
GOTC 52

CVREV(J ,MODI={P2 MG} +VCIMG) ~yDREV{MG) )/ [VCIMG}=VDREVIMG))
GOTQ 52

CVREVLIJ,MDD)=1.=-P(J)

FCOUJ)=F(1e,FCDLJ)TAUFLJ})

IF(ICtJs1)aNELQ) GOTO 11

FClJ,MDD)=FCD(J)

CONTINUE

DO 9 I=14M
MAP{TII=NAPLI)+]
COMTINUE

Aot et R R E o SRS LRSI L ER ST EEEELE L EER S LS LSS L ER L L]

CALCULATION OF THE POSTSYNAPTIC RESPCONSE FCR ALL THE SYNAPSES

FEEFETLFLERARBAEREE N IR AE LB SN E B EBFEE TR RS L RS RN BRI R XL AT R E

KSYN=1

DA 13 J=14N

IFLIKSTY (J) 4 EQed) s ANDL {KSYNLEQWL) ) GOTD 12
IFC{IKSTY(J1eEQel)e DR (KSTY(J)EQe2) ) o ANDo{KSYNaEQ.21) GOTO 13
IFUIKSTY(J) e EQe2 ) eANDW (KSYNEQe2)} GO TQ 146

CALCULATE THE POSTSYNAPTIC RESPONSE FCR A SYMAPSE OF TYPE 1 OR Z
PlJ)=0,

IFIMD{J),EQ.0) GOTO 13

MDO=MD{J) !
IFIA(J)eLlT.0.) GOTD 320

DO 17 L=1.,M0D

[F(TOLJsL)«GELBLLJ)) GOTOD 310

PUIY=PIJYSFCUJI L)XCVREVIS,L)2GLJI*TCIJoL)=FD

GaTO 17

IF(TOlJ+L).GE.B21J)} GOTQ 311

PlUI=PLII+FCI  LYRCYREVII LI = (ALY -RIJI+SCRT IR IJ I ®R2~(RT ({J )~
1TOlJ,L) ) %2 ) }%FD

GOTO 17

PULJI=PJI+FCLJ L) *CYREVIJ L) Z(A{JI=R(J}+SQRTIR(J)>%2-{RT(J)=B2(J)}
L*#2 ) ) #EXP{={TOlJ,L)=B214) )} /TAUCIJ))*FD
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0l gq
018l
Qla2
o183
0l 84
0185
Qles
ol8v

Qles
o189

QLsqQ
Q191

olsz2
Qle3
Q1 %4
0165
Ul%e
gr97
cles
Ql99g
0200
o201
0202
02a3
02Ca
Q2495
02Cs
02¢7
o208
0z C9
o210

0211
vz21z2

0213
0214
0215
0216
0217
o218
Q219
g220

Qzzal
222

0223
d224
0225
0226
0227
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17 CONTINUE
G0TO 13
320 D0 321 L=1,MDD

402

401
45Q

453

454
452
451

456

457

455
13

(e Nalal

[IFITOlJ,L)=GE.BL{J})} GCTO 322

PlII=P{J)=FCLJ L)I®CVREVIJ,L)*G1LJ)=TClJ, L) *FD

GaTQ 321

IFITO(JeL) o GELB2{J)) GCTO 323

PlI)=PlJI+FCLJ 2 LISCVREVIJ, LI {ALJI+R(J)=SQARTIR (I I *%x2=(RT{JI=
LTCL L)) *%2) ) #FD

Garo 321
PL{)=P(J)+FCIJ,L)=CVREVIJ L) *(ALJI+R[J)=SQRT(R(J)=x2-(RT(JI=-B2lJ))
132} )3EXP(=(TOLJ, L)=B2(J)) /TAUD( J) )*FD

CCNTINUE

GOTO 13

CALCULATE THE POSTSYNAPTIC RESPUNSE FOR A SYNAPSE OF TYPE 2
MDD=MD(J)

DO 40l JD=1,N

[FL(KSTY{JD)eEQe2)sANDINTOIJL).EQed }} GOTO 402

GO TO 401

FPO{J)=le+P(JDI/NSTY(JD)

[FLIC(Jrl)NE.O) GOTO 450

[FIMDIJ)EQ.O0) GOTO 450

FPLJ,MDDYI=FPDLJ)

GO TO 450

CONTINUE

PlJ)=0e

[F(MD{J).EQ.0) GOTC 13

IF{AT J}elLT0,) GOTO 451

DD 452 L=1,MDD

IFITOlJsL)GEaBLIJ)) GOTO 4532

PlJI=PLJI+FPLI LI®FC(J,L)RCVREVIJHLI=GLIII=TO(JsLI*FD

GOTO 452

IF{TO(JsL)«GE.B2(J)) GOTO 454

PlJI1=PlJI+FPIJ, LI ®FCLJ L) *CVREVIJ L) *{A{J)=R{JI*+SQRT(R(J ) *=2~
LIRT (J)=TO{J,L) )®=x2) ) *FD

GOTO 452

Pld)=PIJI+FPIJ L)I*FCLJ L IR VREVIJ L) *{A{J)=R[JI*SQARTIRLJ ) #=2 -
LIRT(J)=B21J)) =2 ) )xEXP{=(TO{J,L)=B2(J))/TAUD(JI)I=FD
CONTINUE

GOTO 13

DO 453 L=1,MDD

IFITOLJeL)eGELBLIJ)) GOTO 456
PLJy=P(J)=FPlJ,LI*FCLJ,L)*=CVYREV(J,LI*GLIJ)=TC(J,L)*FL

GOTQ 455

IFITOlJsL)GELB214)) GCTO 457

PlLII=PJI+FPUI  LI*FCLILI®CVREVIJ LI *(ALJI+RIJI=SART (R (J)*=2~
LIRT (J)=TO(JsL ) }=22) ) *FD

GATQ 455

PILJI=PLI}+FP (I LI*FCLY, L )*CVREVIJ LI 2(A(J)+R (I I-SQRTIRLJ) **2~
L{RT(J}-B2{J))1%%2} )#EXP{~(TO(J,L)=B2(J))/TAQGD(J) ) *FD

CONTINUE

CONTINUE

IF{KSYN«EQs2) GO TO 21

KSYN=2

GaTo 12
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0228
0229
0230
0231
n23z2
0233
Q234

0235
Q236
0237
0238
Q239
0240
024l
0242
0242
Q2 44
Q245
Q246
Qz2a7
0248
0249
0250
0251
Q252
G253
02 54
0255
0256
0257
0258
0259
0240
0261
0z2é&2
0263
02 &%
0265
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L~

m
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OO0 r

-
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w
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940
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673
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674
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21 MA IN DATE = 83180 20/08/47

A AREE RN PR BN EE AR N R R LRI RS X SR RN R YRR R EE T TR IR R RT RS

CALCULATION OF FACIL ITATICM FCR EVERY SYNAPSE

FAFREFDERERXEIBEERBER B R RBEHER R IR ERE R IR X RS AR NR LT RERE TR AR ERER S

DC 36Q Jsl,N

IF{ ICtJsL)aNELD) GOTO 3460
IF{KSTY{J)eEQa3) GOTO 361
FCOUJI=FCDLJI*(1l.=FCMX(J))

GOTO 360
FCOCJ)=FCD{JI*(1 . ~-FCMX (J)*FPO(J))
CONTINUE

P EL R SRS RS E R E AL LA R EEEE R RS L LA PR ERE RS Tk T

CALCULATION OF THE TOTAL EXCITATION CR INHIBITICN, ACCOMMODATION,
SPIKE AND GENERATOR ADAPTATICN, PERTURBATION OUE TO A SPIKE,
REFRACTORINESS, AND SENSORY RESPONSE FOR EVERY NEUROM

RERRBEXRIFEBERR AN SRR X PAR BRI RFEEE LR RN R B AR XX RIS EISR Ry

00 940 I=1,M

PLLI)=0.

P2(1)=C.

COMTINUE

D0 22 J=1,N

NT=NTOLJ)

IFINSTY(J).EQe~-1} 5OTO 22
IFIKSTYlJ).EQe2) GOTO 22
PLINT)=PLINT}I+P(J)

CCNTINUE

D0 673 J=1:N

NT=NTO(J)

[FINSTY{J).EQul) GUTO 673
[F{KSTY({J1.EQ.2) GOTO 673
P2INTI=P2{NT)+P(J)

CONTINUE

00 874 I=1,M

ACCOMUI)=FICACCOMIL) *(V(L1)-VCLI)),ACCCM(I), TAUACC(I})
ARAFL 1 1=F {0 esARAF LI TAUAFIL))
ARASII)=FICARASTII®(VII)I=-VOII))+ARAS{I),TAUASII))
WILY=FL10eoWl 1), TAUMIIT))
IF{NAP{[)4LE. IFIX(ARPL{I)]) GOTO 14
RFELI)=F{THOG{L) ,RF(1],TAUTHII}}
GOTO 674

RF11)=100,.

CONTINUE

IFILS.EQ.0) GOTO 458

00 10 I=l,LS

MS=NSTOLI)

RSENIMS) =F{CSENIMSI*SENINIMS L J+COSENIMS ) ,RSENIMS) TAUSENIMS) )
CONTINUE
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FORTRAN IV G LEVEL 21 MAIN DATE = 83180 20/08747
C EX R EE PR E RS A R E LS L E b PR LR St R E R R RS AR R E R RS RS EE A EE SR L
c
c CALCULAT [ON OF THE MEMBRAME POTENTIAL AND THRESHCLO FOR EVERY
c NEURON
£
{of PR T TR R R E S LS R RS LR AR R E S SRR RS ERER AL RIS E 2R R AL I LR AL 22
c
0266 658 DO 23 I=1,M
g CALCULATE THE MEMBRANE PQTENTIAL OF A NEURGN
0267 CINCII=(VDREV(I)=P2(1)=VO(I})/(VOREV(L)=vT(I))
02 68 VI )=VOLT)+CINGC I }*PL{TI4P2L1 14Wt [)=ARASI II+RSENTT}*CINCT )
c CALCULATE THE THRESHOLD QF A AEURON
0269 IFINAP{I)oLE.IFIX{ARP( 1) 1) GOTO 600
0270 THD(I)=RF (1) +ARAF (1) +ACCOM( [ )4vO(I)
0271 Gato 23
0272 600  THDII)=RF(I)
0273 23 CONTINUE
E REFERIBER BRI ER AT EE AR FIR AR IXRERR IR R AR XX B AR E XXX ZERREFEXEXRR TR R
4
c STORAGE OF THE T [ME OF GENERATIGN OF AN ACTION PQTENTIAL, AND
4 RESETTING OF THE VALUES OF ACCCMMODATION, SPIKE AND GENERATCR
c ADAPTATION, PERTURBATION OUE TO A SPIKE, AND REFRACTORINESS (IF AN
c ACTION POTENTIAL IS GENERATED)
c
c EE R P RS R L PP R R REE RS EE R R LA RS SRS LR PR E R E L 2L 20
c
0274 DO 26 J=1,N
0275 IFINFRCM(J) . EQ.0) GOTO 26
0276 I=NFROM(J)
c CHECK IF AN ACTION POTEMTIAL IS GENERATED
0277 IFIVII).LT. THD(I) ) GOTO 26
0278 MCLJI=MC [J)+1
0279 MCD=MC ( J)
0280 IC(J,MCD)=IFIXIDE(J))
0281 26 CONTINUE
0282 DO 24 I=1,M
c CRECK IF AN ACTION POTENTIAL IS GENERATED
0283 [F{VII1.LT.THD(I}) GOTO 601
0284 NAP(1)=0
0285 KKED)=KK(T)+1
0286 KKD=KK ()
0287 S11,KKD)=FLOAT {KLOCK )*FD
0288 601 IF(NAP{I).NE.IFIX(ARP(I))) GCTG 24
c RESET THE VALUES OF THE REQUIRED QUANTITIES
0289 ACCOM(I)=0.
0250 ARAF{1)=ARAF(I)+((ARAFMX{I)=ARAF (1)) /ARAFMX( 1) )*ARAFM(I)
0251 ARASII1)=ARAS(I)+ARASRIT)
0292 WiI)=wR(I)
0293 RF{1)=CTHR(1)*THOO(])
0254 4  CCNTINUE

OO0 O0ON

P et PP R E LR E R E LR RS PR AR L PR E RS R E LS PR R 2 E R L Rt B R S e

UPDATING OF THE REQUIRED QUANTITIES FOR THE NEXT ITERATION

P PP PR P PR PR R P R R R R R R R R R R S b R E L R L LR L E L S L



FORTRAM IV G LEVEL

0295
0296
0257
0258
0299
9309
0301

Q3¢2
0303
0304
0305
3336
Q3CT
0308
3¢9
9310

0311
0312
0213
0314
0318

G3le
Q317
6318
v3le
0320
0321
0322
0322
0324
9325
0326
oza27
0328

0329
0330
0331
6232
0333
0334
033s
033s
03237
0338
0339
0340
0341

27
659

500

39
38

40

OO0 A0

105
104

43

21 MAIN CATE = 83180

IFILS<EQ0) GOTO &59

DQ 27 I=1,LS

D0 27 K=1,2000

SENIN{I sKI=SENIN(I,K+1}
CONTIMNUE

00 30 J=L.N
IF(MD{J).EQe0) GOTO 500
CHECK IF A PSP IS PAST ITS FALL TIME
IFIITOtJ 1) =821J) )eLE. (4. *TAUDIJ)]) GOTOD 31
MD{JI=MD(J) =1
MCDl=MC(J)+1

DO 32 L=1,M0D1
FCi{JeL)=FClJoL+1l}
TClJeL)=TCLJ,L+1 )
FPiJelL)=FPlJsL+]l)
CVREV{JsL)=CVREV(JsL+1)
CONTINUE

UPDATE TOlJ,L)

IFIMO(J) .EQ.Q) GOTC 500
MDD=MD (J)

00 33 L=l,M0D
TO{JyL)I=TOCJ LE+1,
CONTINUE

UPDATE ICI[J,L)
IF({MC{J).EQeD) GOTO 30
IFLICIJ,1).NE.QO) GO TO 38
MCLJY=MC(J] =1
MCD1=MC(J)+1

D0 29 L=1,MCD1

ICIJyL)=ICIIoL+L)
CONTINUE
IF{MC(J)«EQe0} GOTO 30
MCD=MC(J )

0CQ 40 L=1,MCD
[Cld,L)=ICtJdel)=-1
CONTINUE
CONTINUE

A2.19

20/0B747

I*“‘*"*'2'#“‘*‘#*t‘**t‘*'*"ﬂ*t‘t!tt*‘t#t#&ts*t#t*tt#*##*####*t

PRINTING OUT OF THE VALUES OF ALL THE VARIABLES OF INTEREST AT

DESIRED INTERVALS

FIRFEEIVRAREZER R R BERRE SR RIBE NI I DR BT RR LR DRRB XA RN R R ERERE RS R YRk ®

IF{ INTONELINT) GO TO 43
CLOCK=FLCAT [KLOCK )*FD
DO 45 1=1.M

PRINT 46,CLOCKs I,V{I),ARASL]L) JARAFII), THDULI) o WIT) 4RSENCT ) ACCUM(])

FORMAT(® ' )FTa294X412,714XsF9:4))
CONTINUE

DO 104 J=1.N

IF{FCMX{J}.EQ.0s ) GOTO LO4

PRINT 105,CLOCKsJyFCDLJIFPDIJ)
FORMAT(® ' yFTe244X,12:204XF9e%})
CONTINUE

INTD=0

IF{XKLOCK.LE «KLIM) GO TO 42



A2.20

FORTRAN IV G LEVEL 21 MA IN DATE = 83180 20708747
C
C BEFEREBAFIRIRIBIRSSREREA R FRFBARBR AR IR RS KBS EHERERE R R EXR TR R
c
c END OF THE MAIN LOOP; PRINTING OQUT OF THE TIMES OF GENERATION GF
g ACTION POTENTIALS FOR EVERY NEURON
Cc bRt 2 PR R R R SR EE TR R R LSRR L RO P EL L S L L L] LA EEEEERE LA EE L AR S
c
G342 4] D0 S0 I=1l,M
0343 PRINT 48 ,I
0344 48 FORMAT( 1", [=1,12)
0345 PRINT 101
Q0346 101 FORMAT('Q o 1X o' K? o TX ! S{I4K}?)
0347 IFIKKII)<EQ.Q0) GOTOD 90
0348 KKD=KKII)
Q349 00 90 K=1,KKD
0350 PRINT 102K¢SIIsK)
0351 102 FCRMATI(® ",12,6XsF7.2)
0352 20 CONTINUE '
0383 999  CONTINUE
03 54 STOP
0355 END



FCRTRAN 1V

Q001
Quo2

G003
0004
Q00s
00C6
oG Q7
0008
00C9
o010
00ll
0012
0Q1l3
Q014
Q015
001s
Qal7
a01s8
0019
aozo
o021
oo22
0oz3
0024
0025
0026
o027
oozs
0029
0030
0031

21 FDD

A2.21

DATE = 83180 20/98/47

SUBROUTINE FOD(FO)MyNyLS)KLIM,LIMS, INT, TAUSEN, TAUF »TAUD,DE, TAUAS,
LTAUAF » TAUTH T, TS AsBL14 B2 yRoRT, IES, ARP, TAUACL)

DIMENSION TAUSEN(1),TAUF(38),TAUD(323),0E(38),TAUASI®) TAUAF(9),
LTAUTHIG) »T(9),TSI9),AL28),B1128),B21238),R{3B),RT(28)ARP(38],

2TAUACC (9)

22 1 I=14LS
TAUSEN(C I )=TAUSEN(II/FD
CONTINUE

DO 2 J=1,4N
R{JI=R(J) /FD
RT(JI=RT (J)/FD
AlJY=A(J)/FD
8liJ)=B1l{J)/FD
B21J)=821J4)/FD
TAUF(J)=TAUFLJ} /FD
TAUDLJ)=TAUDLJ)/FD
DE( J}=DE(J) /FD
CONTINUE
.Da 3 I=1,M
ARP(I)=ARP(]}/FD
TAUASL I)=TAUAS([)/FD
TAUAF( I)=TAUAF{I) /FD
TAUTHL Ti=TAUTHL 1 1 /FD
TAUACCI{I)=TAUACCII)/FD
CONTINUE

00 6 J=1,I1ES
T{JI=T(J)/FD
TS{J)=TS(J}/FD
CONTINUE
KLIM=FLOAT(KLIM} /FD
INT=INT/FD
LIMS=FLOATILIMS)/FD
RETURN

END



A2,22

FORTRAN IV G LEVEL 21 F DATE = 83180 20708747
00C1 FUNCTION F{SS,Y0,TAU)
o002 IF{Y0.LTale CE=8) YO=0Qs
Q003 FaVOR(EXP({=1e)/TAU) }+S55#{ Lo~EXP({=1.)/TAUI}

© Q004 RETURN

Q0G5 END



240
250
260
270
280
290
300
310
320
330
340
350

A2.23

ISR ENERNRFRARIRERN RN AR RN BB RV ARG TR BN R R RN NG RR I DB PR RRNR AN R F NP ARIRA R RRNER

PROGRAM NAME: DATA
THIS PROGRAM IS USED TO ENTER DATA INTO A FILE IN THE FORM OF X-Y
COORDINATES. THE FILE CAN THEN BE USED FOR MAKING A X-Y PLOT USING

THE "PLOT"™ PROGRAM.

- b s i e s

(EE R R R R R R R R RN R XN X N R R R X R RN R R NN R R R RN R R R RN R RS R R R NREISRZSRIRENTE]

!

INPUT "ENTER FILE NAME,NUMBER OF DATA POINTS" A$,.N
DIM X(500),¥(500)

No_of_records=N#2.1

Bytes_per_reczj

CREATE AS$,No_of_ records,Bytes_per_rec

ASSIGN #1 TO As

!

PRINT #1;N

!

FOR I=1 TO N

INPUT "ENTER X,Y",X(T),¥(I)

PRINT I,X(I},Y(I)

NEXT I

INPUT "DO YOU WANT TO MAKE ANY CORRECTIONS (Y OR N) ?", Y%
IF Y$<O>mY™ THEN 320

INPUT "ENTER THE NUMBER OF CORRECTIONS",C

FOR I=1 TO C

INPUT "ENTER THE DATA NUMBER ,X COORDINATE,Y COORDINATE"™,J,X(J),¥(J)
PRINT J,X{(J),¥Y0(J)

NEXT I

GOTO 23¢

!

FOR I=7 TO N

PRINT #13X(I),¥(I)

NEXT I

END



250
260
270
280
290
300
310
320
330
jico
3s0
360
370
380
390
Loo
410
420
430
Lug
k50

A2.24

(222 SR LR LR ERE S REREERZ SRR ERRRRER AR AR s SRR SRR Rt R R X2 2 RRS XX

PROGRAM NAME: PLOT
THIS PROGRAM IS USED TO MAKE AN X-Y PLOT OF THE DATA STORED IN & DATA

FILE USING THE PROGRAM "DATA™,

-t G sy ey e sem

I R Y X R R R EE EE E R R RSN EREEREEEEFEZIE 2R AR RSE A RS X R ESEFEEZERET RS RR AR XY ]

!

OPTION BASE 1

DIM X(500),Y(500)
Counts1

!
I R  E R R R RN RS SRR R AR AR R SRS R 2L 2R RS AR R R R R ER R RS RS ESRERERE RS

!
!
! READING IN AND PRINTINMG OUT OF DATA
!
!

[ Z RS E RS EZXSRENEENAAR AR AR R R LR R R0 2R R AR RR X222 R 2]

t
PRINTER IS 16

INPUT PENTER FILE NAME"™,AS
ASSIGN #1 TO AS

READ #1;N

FOR I=1 TO N

READ #1:X(I),Y(I)

PRINT X(I),Y(I)

NEXT I

IF Count>! THEN 800

!
(AR EEZEERZEERIE SRS SRR SRR A AR R SRS EZ R NEEZ SR R R E R R R R ERREE SRR RS RN RE N B ]

!

! ;

! DRAWING AND LABELING OF AXES

!

! SRR R AR RN RN RO BN RN F RN SNE AR R AN NIRRT RN ERA R IR PR R BRI ENR

!

PLOTTER IS "98T2A"

DEG

LDIR 0O

LORG S

OUTPUT 7,5:"V53,1"

INPUT "ENTER X-AXIS LABEL",.BS

INPUT "ENTER Y-AXIS LABEL".C$

LOCATE 29,108,36,72

INPUT "ENTER THE SCALE LIMITS: XMIN,XMAX,YMIN,YMAX",Xmin,Xmax,Ymin,Y¥max
SCALE Xmin,Xmax,Ymin,Ymax

INPUT ™ENTER THE AXES PARAMETERS: XTIC,YTIC,XINT,YINT,XMAJC,YMAJC,MAJTS",Xt

ie,¥tie,Xint,Yint ,Xmaje,Ymaje ,Majta

us0
L]
4go
490
500
510
520
530
540
550
560
570
580
590
600
g10
620
630

AXES Xtie,Ytie, Xint,Yint . Xmaje,¥Ymaje,Majts
CSIZE 2

FOR I=Xint TO Xmax STEP Xtie®*Xmaje

MOVE I,Yint-(Ymax-Ymin)/15

LABEL I ‘

NEXT I

FOR I=zXint-Xtic?Xmajec TO ¥min STEP -Xtic¥*Ymaic
MOVE I,Y¥int-(Ymax-Ymin)/15

LABEL I

NEXT I

MOVE (Xmax-Xmin)}/2+Xmin, Yint-(Ymax-¥min)/5
LORG 2

LABEL B3

LORG 5§

FOR I=Yint TO Ymax STEP Ytic®*Ymaje

MOVE Xint={(X¥max-Xmin)/20,1I

LABEL I

NEXT I



640
650
660
670
680
690
700
710
720
T30
T40
750
760
770
780
790
8oo
810
820
830
840
850
860
870
8380
g90

900

9210
920
930
940
950

A2.25

FOR IsYint-Ytic¥Ymaje TO ¥Ymin STEP -Ytic*Ymaje
MOVE Xint-(Xmax-Xmin)s20,I

LABEL I

NEXT 1

MOVE Xint=(Xmax-Xmin)/8,(Ymax-Ymin)}/3+¥min
LORG 8

LABEL C3

LORG 5

(SRR R X EE R R R R R R R R R X R A AR EEEE ST RRRSZENARRRAZ RSS2 AR 2SR 2Rl i s 22 R 2]

!
!
! PLOTTING OF DATA
!
!

[ X R R RS R R ERZ IR RS RS RSNRESRSTRERERZRSRRAZS RSS2SR RRA RS R RSS2 22 8 2 J

!

IF Count=1 THEN LINE TYPE
IF Counta2 THEN LINE TYPE
IF Count=3 THEN LINE TYPE
IF Countsu4 THEN LINE TYPE
IF Countz$ THEN LINE TYPE
FOR I=z1 TO N

PLOT X(I),Y(I)

NEXT I

MOVE Xint,Yint

1

!

~ @O —

L |

INPUT "DO YOU WISH TO PLOT MORE PLOTS ON THE SAME PAGE ?",Q%
IF Qs<>mrY™ THEN 9440

CountaCount+1’

GOTO 200

PEN O

END
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30
40

50

60

70

80

90

100
110
120
130
150
150
160
170
180
190
200
210
220
230
240
250
260
270
280
290
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310
320

A2,26

I E AR X AR RN RRRESERAERE SRR SRR XS SRR RSS2SR XSRS AR 2 2 )

!
!
! PROGRAM NAME: DAP

! THIS PROGRAM IS USED TO ENTER THE TIMES OF GENERATICN OF ACTION

! POTENTIALS IN A NEURON. THE STORED DATA CAN THEN BE PLOTTED USING THE
!

!

!

PROGRAM "PAP",

I E X R NESERRZES R RS R AL SRR 2R R R R SRR RRRRRRRR R RRRR SRR RRRRDRZRZ)

!

INPUT "ENTER FILE NAME,NUMBER OF DATA POINTS",AS$,N
DIM X(100)

No_of_recordssN+1

Bytes_per_recs=8

CREATE A$,No_of_records,Bytes_per_rec

ASSIGN #1 TO A$

PRINT #1:N

FOR I=1 TO N

INPUT "ENTER X", X(I)

PRINT I,X(I)

NEXT I

INPUT "DO YOU WANT TO MAKE ANY CORRECTIONS (Y OR N} ?",Y$
IF Y$<OmY" THEN 290

INPUT "ENTER THE NUMBER OF CORRECTIONS",C

FOR I=1 TO C

INPUT "ENTER THE DATA NUMBER ,X COORDINATE",J,X(J)
PRINT J,X(J)

NEXT I

GOTO 210

FOR I=1 TO N

PRINT #1;X(I)

NEXT I

END



10

20

30

40

50

60

70

80

90

100
110
120
130
140
150
160
170
180
190
200
210
220
2130
240
250
260
270
280
290
300
310
320
330
340
350
360
370
380
390
500
410
420
430
B0
450
460
470
480
490
500
510
520
530
sS40
550
560
570
580
590
§00
510
620
630
£10
650

!
!
!
!
!
!
!
!

A2.27

IR E 2R R AR R RS RS RER R RS R 2R R R R R R RSN RREREREERES 2

PROGRAM NAME: PAP

THIS PROGRAM IS USED TO PLOT ACTION POTENTIALS GENERATED IN A SET OF
NEURONS. THE DATA NEEDED FOR THIS PROGRAM HAS TO BE STORED USING THE
PROGRAM "DAP"

XX R R R RIS E R R R RS R RRRERREREE SRR R AR RS SSRERESESEZRSERSZEEZER LR R J

OPTION BASE 1

PRINTER IS 16

DIM X(100)

Countz1

INPUT "ENTER THE NUMBER OF ACTION POTENTIAL WAVEFORMS TO BE PLOTTED",M

!

!
t
!
!

I R R F R X R SR X R R R R E XN EXFERERERERRERIZARGZIREEIREEESRREREERESESRREARSEXRERZRE S

PLOTTING AND LABELING OF AXES

I ZXEEZZ2E2 SRR RAERERRRZRSRSRSRASRR AR RS RR AR AR R R RS RRERERTERER A

PLOTTER IS ™9B872A"

LORG 5

QUTPUT 7,5:"V¥33,1" -
LOCATE 26,78,46,115
INPUT "ENTER XMAX",Xmax
INPUT "ENTER X-AXIS LABEL",B$
Ymaxz=M+1

SCALE -10,Xmax,0, Ymax
AXES 1,0,-10,0,10,10,4
CSIZE 1.5

FOR I=0 TO Xmax STEP 10
MOVE I,-Ymax/30

LABEL I

NEXT 1

MOVE (Xmax+10)/2,-Ymax/15
LABEL Bs

LORG 8

FOR Iz1 TO M

YezYmax-I

MOVE =15, Ye

INPUT "ENTER LABEL",Z%
LABEL Z8

NEXT I

!
!
!
!
!

(EA R XSS RS R R R R RS R R R R R R R RS RS RS R RS RS ERSRS SR 22N

READING IN AND PRINTING OUT OF DATA

IRE AN NR BRI RN RN RIRERINER DRGSR RND RN TR IR BARAARARNRT R IR RIS

INPUT ®ENTER FILE NAME",AS$
ASSIGN #1 TO AS

READ #1;3N

PRINT N

FOR I=1 TO N

READ #1:X(TI)

PRINT X(I)

NEXT I

LR R R R R R RS R R ER R IR AR SRS RS R SRR R AR RS2SRRSR 2R R0 2 2

PLOTTING OF ACTION POTENTIALS

LE R R R R R Y IR R R R R R R F R R R R SRR R R R R E R RS SRS RSN RENRESEZNSRZZSREZ RS2 R0 R B



660
670
680
690
700
710
720
730
T40
750
760
770
780
790
800

!
Yd=YTmax-Count
MOVE =10, %Yd
DRAW Xmax,Yd
FOR I=1 TO N
DownzYd=-. 125
Up=Yd+.25
MOVE X(I),Down
DRAW X(I),Up
NEXT I

(]

Count=Counts

IF Count<=M THEN 520
PEN 0

END

A2.28
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ABSTRACT

The neuronal circuit mediating the tail-flip escape response of the
crayfish (Procambarus clarkii) is simulated using a digital computer
model, This model is designed to simulate, with reasonable accuracy, a
number of neuronal and synaptic properties, such as membrane potential,
refractoriness, adaptation, accommodation, and synaptic facilitation and
antifacilitation.

The animal generates its tail-flip escape response when a strong
tactile stimulus is applied to its abdomen. This tail-flip response is
triggered by a single impulse in the lateral giant command neuromn.
Following this command impulse, the motor circuits cause strong feedback
postsynaptic inhibition in the lateral giant and presynaptic and
postsynaptic inhibition in one sensory interneuron. The effect of the
feedback inhibition on the membrane potential of a sensory interneuron is
studied using the model. The results of the simulation show that
feedback presynaptic and postsynaptic inhibition both strongly suppress
the excitation in the sensory intermeuron. This iﬁhibition, coupled with
the postsynaptic inhibition of the lateral giant, serves an important
purpose: it prevents the lateral giant from firing more than once during
the course of the tail-flip response. The results of the simulation also
confirm experimental observations by showing that presynaptic inhibition,
by suppressing transmitter loss during a certain period, results in an
antifacilitation which is less in amount than that obtained without
presynaptic inhibition.

The effects of (1) using a different input stimulation frequency,
and (2) subjecting all sensory interneurons are also studied. The

results of these simulations confirm the expected results.



The simulations demonstrate the need for using a non~linear
interaction between excitation and inhibition; the membrane potential
cannot always be represented by a simple algehbraic summation of

excitation and inhibitiom.



