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Abstract

Cyber physical systems emerge when physical systems agrated with communication
networks. In particular, communication networks facibtaissemination of data among compo-
nents of physical systems to meet key requirements, sudfi@asrecy and reliability, in achieving
an objective. In this dissertation, we consider one of thetrimoportant cyber physical systems:
the smart grid.

The North American Electric Reliability Corporation (NERC) &iwns a smart grid that ag-
gressively explores advance communication network swistto facilitate real-time monitoring
and dynamic control of the bulk electric power system. Atdistribution level, the smart grid
integrates renewable generation and energy storage megisto improve reliability of the grid.
Furthermore, dynamic pricing and demand management @adtomers an avenue to interact
with the power system to determine electricity usage thiatfess their lifestyle. At the transmis-
sion level, efficient communication and a highly automateshiéecture provide visibility in the
power system; hence, faults are mitigated faster than theypoopagate. However, higher levels
of reliability and efficiency rely on the supporting phydicammunication infrastructure and the
network technologies employed.

Conventionally, the topology of the communication netwehds to be identical to that of the
power network. In this dissertation, however, we employ enBed Response (DR) application to
illustrate that a topology that may be ideal for the powerwoek may not necessarily be ideal for
the communication network. To develop this illustratiorg kgalize that communication network
issues, such as congestion, are addressed by protocotierndre, and software mechanisms.
Additionally, a network whose physical topology is desidie avoid congestion realizes an even
higher level of performance. For this reason, charactegigthe communication infrastructure of

smart grids provides mechanisms to improve performancéewiinimizing cost. Most recently,



algebraic connectivity has been used in the ongoing relsediart characterizing the robustness
of networks to failures and attacks. Therefore, we firstwieanalytical methods for increasing
algebraic connectivity and validate these methods numgricSecondly, we investigate impact
on the topology and traffic characteristics as algebraioeotivity is increased. Finally, we con-

struct a DR application to demonstrate how concepts fromphgtiaeory can dramatically improve

the performance of a communication network. With a hybndwdation of both power and com-

munication network, we illustrate that a topology which nteyideal for the power network may

not necessarily be ideal for the communication network.

To date, utility companies are embracing network techriekguch as Multiprotocol Label
Switching (MPLS) because of the available support for lggdevices, traffic engineering, and
virtual private networks (VPNs) which are essential to tinectioning of the smart grid. Further-
more, this particular network technology meets the requémgt of non-routability as stipulated
by NERC, but these benefits are costly for the infrastructuase sbpports the full MPLS speci-
fication. More importantly, with MPLS routing and other se¥itng technologies, innovation is
restricted to the features provided by the equipment. Itiqudar, no practical method exists
for utility consultants or researchers to test new ideash &1 alternatives to IP or MPLS, on a
realistic scale in order to obtain the experience and comfel@ecessary for real-world deploy-
ments. As a result, novel ideas remain untested. On theargn®@penFlow, which has gained
support from network providers such as Microsoft and Goeglé equipment vendors such as
NEC and Cisco, provides the programmability and flexibiligcassary to enable innovation in
next-generation communication architectures for the sgré. This level of flexibility allows
OpenFlow to provide all features of MPLS and allows OpenHlewices to co-exist with existing
MPLS devices. Therefore, in this dissertation we explomwadost OpenFlow Software Defined
Networking solution and compare its performance to that BiLS.

In summary, we develop methods for designing robust netsvarkl evaluate software defined
networking for communication and control in cyber physggtems where the smart grid is the

system under consideration.
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Chapter 1

Introduction

1.1 Communication Infrastructure and Network Technologies
for Cyber Physical Systems

Why study next-generation communication architecture ytrec physical systems, particularly,
the Electric Power Grid? Primarily the answer is because awe lexperienced moderate-scale
power system failures within the US and abroad, and thuglacgle failures are inevitable as the
load on the aging infrastructure increases. One classiciegithg example of such failure stems
from a series of cascading failures in 2003 that resultediaekout in the Northeastern statés [
Figurel.1was extracted from the post-event analysis conducted b American Electric
Reliability Corporation (NERC) in which over 50 million peopladiover 400 generators were
affected P]. In particular, between the period of 15:50 and 16:10, thguéar separation leaped
from 25 to 115 degrees, 90 degrees from the normal operatimgjtton. Coincidentally, a similar
phenomenon occurred the very same year in Italy, leavingi8i®mresidents without power for

9 hours B].
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Figure 1.1 Phase angle analysis conducted by NERC following the 200&dnl&aén the North-
eastern states

One common factor during blackouts is the lack of situali@weareness4, 5, 6, 7]. In the
case of the USA/Canada 2003 blackout, the initial stagesnbegll over an hour before the
cascading failures ensued. Nevertheless, with low vigibdf the entire power system, both
human and computer reactions were too slow to mitigate &bldac Several projects, including
GridStat, are dedicated to increasing grid awareness hyanigng current technologies, such as
synchophasers, with GridStat middle-wa8 9]. However, all of these technologies depend on
the communication infrastructure meetinh current demahdsntinuous availability, reliability,
and efficiency. Consequently, the smart grid communicatidrastructure must be adapted and

perhaps re-engineered to meet these disparate demands.

1.2 Motivation: The Bottom-Up Approach for Resilient Com-
munication Infrastructure

Though problems such as congestion in communication n&svare addressed by protocols,
middle-ware, and software mechanisms, one should not astierate the significance of the
physical infrastructure. Furthermore, a network whosespta} topology is designed to address

problems, such as congestion, realizes an even higherdéperformance. For this reason, we



revisit the physical topology to determine methods thaldyiebust topologies before evaluating
the various technologies for smart grid communication. segently, we compare performance
of the current MPLS networking technology to the propose@Pow Software Defined Net-

working solution.

1.2.1 The Physical Communication Infrastructure

To date, the topology of the communication infrastructereds to be identical to that of the power
grid infrastructure, but a topology that seems ideal forgbeer network, may not necessarily be
ideal for the communication network. Therefore, one olijeatf this dissertation is to determine
methods that yields communication network topologies Wwitjih performance characteristics. To
this end, we consider key principles of graph theory to abtabust communication networks.

Robustness in complex networks is an ongoing research #ifatrseeks to improve the con-
nectivity of networks against attacks and failures. Amotigeomeasures, algebraic connectivity,
a metric from the domain of spectral analysis in graph thewag been used to characterize pro-
cesses such as damped oscillation of liquids in connecpex pSimilar characterizations include
the number of edges necessary to disconnect a network; namelarger the algebraic connec-
tivity, the larger the number of edges required to discohaewtwork and hence, the more robust
a network. In this dissertation, we answer the question, ‘8Nledge can we rewire to have the
largest increase in algebraic connectivity?” Furthermame extend the rewiring of a single edge
to rewiring multiple edges in order to realize the maximakease in algebraic connectivity. The
answer to the previous question can provide insights foisast makers within domains such
as communication and transportation networks, who seelfiaieet solution to optimizing con-
nectivity and thus increasing the robustness of their netsvoMost importantly, our analytical
and numerical results not only provide insights as to thebmmof edges to rewire, but also the
location in the network where these edges would effectldsentaximal increase in algebraic
connectivity and therefore enable a maximal increase instiess.

Our analytical and numerical results are based on theatgtitnciples and models. For this



reason, the question still remains, “What is the impact ochizeacteristics of real-world networks
when algebraic connectivity is maximized?” In responséis question, we conduct an analysis
on the impact of algebraic connectivity maximization onrelateristics of the network topology.
Subsequently, we use a hybrid simulator that integrategptheer system and communication
network and conduct an analysis on the impact of algebraimectivity maximization on the

reduction of traffic congestion.

1.2.2 Network Technologies for the Communication Infrastructure

Currently, utilities are gravitating towards technologsesh as MPLS because of proven reliabil-
ity over the years and mechanism provision for efficient layetechnologies. In particular, MPLS
satisfies NERC's Critical Infrastructure Protection stand&iiP-002) which stipulates that traf-
fic to critical assets (assets that, if targeted, can affecbtlk power system) should be sent over
Layer2, as defined by the Open System Interconnection (OSI) méd&0[11, 12]. Additionally,
MPLS provides traffic engineering and virtual private naete®/PNs) services. These services
rely on multiple protocols, such as Open Shortest Path FOSIPF) and Resource Reservation
protocol (RSVP). In addition, all routers must enable newtguols to support any new network
services. Extensive tests can run from three to 10 years astl me conducted to deploy these
new services in order to minimize service interruptiohd [ In any case, with technologies such
as MPLS, innovation is restricted to the features enclosed the box.”

Conversely, OpenFlow’s flexibility and programmability lizas a control plane that provides
similar functionalities to MPLS. With increasing supporbrin network providers such as Mi-
crosoft, Google, Amazon and equipment vendors such as NE@pelu Cisco, and Brocade,
OpenFlow’s modularity implies that changes to network mewrequire a simple change in the
OpenFlow controller deployed on the network operatingesysfL3, 14, 15]. Furthermore, with
OpenFlow, new services are not tied to extensions of egiginotocols, unlike MPLS in which
new services such as RSVP-TE (RSVP-Traffic Engineering) ededi RSVP. In addition to these

advantages, OpenFlow’s ability to isolate network traffiswes that failure of an experimental



protocol, service, or application does not affect otheregixpents or hinder production traffic. In
the same way, different classes of traffic in the smart gridlmaisolated for Quality of Service
(QoS) guarantees. For these reasons, OpenFlow may provigeeacapable backbone commu-
nication technology that is overall less expensive than BIPL

For our research, we first deploy a simulative prototype efgimart grid to demonstrate that
OpenFlow performs as well as MPLS and may, therefore, beideresl an alternative to MPLS
for smart grid applications. Though previous research aetnates that OpenFlow can provide
similar services as MPLS using Open VSwitch software swveis¢chthe current OpenFlow hard-
ware does not readily support MPL$3. Therefore, we deploy a real-world prototype of the
transmission component of the smart grid to demonstratd@ehibility and programmability of
OpenFlow in providing services similar to MPLS. It is worthtimg that this work is a proof of

concept; therefore, software verification and validatimm@utside the scope of this dissertation.

1.3 Contributions

In keeping with our bottom-up approach for designing a i@silsmart grid communication in-

frastructure, we contribute the following:

e Two corollaries to develop framework for constructing thmer and lower bounds for al-

gebraic connectivity when an edge is removed
e A method to select the edge that, when removed, decreassw aig connectivity the least

e An algorithm that removes edges to numerically validateamalytical results for the upper
and lower bounds. Additionally, we present a second algorito rewire edges and a third
algorithm to add edges to maximally increase algebraic ectinty. All algorithms have a

running timeO(|V|*)

e The comparison of three network models to determine whiahrealizes the highest in-
crease in algebraic connectivity when a small percentagheokdges are rewired while

keeping the number of nodes and edges constant
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A comparison of the performance of MPLS and OpenFlow neta/amkthe context of a

hypothetical smart grid application.

e A study to illustrate that maximizing algebraic connediviesults in a more homogeneous

network topology

e A study to show that maximizing algebraic connectivity reglsithe level of traffic conges-

tion in a network

e An OpenFlow controller that implements an automatic fag&omechanism in addition
to a Quality of Service (QoS) queuing mechanism. This cdlietr@also highlights Soft-
ware Defined Networking-Tunnel Engineering (SDN-TE) feasusuch as auto-route, auto-

bandwidth, load balancing, priorities, flow preemptiond éast reroute.

e A Demand Response (DR) smart grid application that transwatict created by cyber

physical systems

1.3.1 Organization

The following outlines the structure of this dissertati@iapter® and3 address physical commu-
nication infrastructure. In particular, Chapfedelves into the analytical and numerical principles
used to determine methods for increasing the algebraicemivity of the physical network. In
Chaptei3, we utilize the methods obtained in Chage¢o study the impact of increasing algebraic
connectivity on both the topology and the traffic charaster$ of real-world smart grid models.
Chapterst and5 address networking technologies used for the communitativastructure of
the smart grid. More specifically, Chaptéris based on a hybrid simulator that compares the
performance of MPLS to OpenFlow for transmission operatibthe smart grid. In Chaptés,

we deploy a real-world prototype of a smart grid to demonsttiae capability of OpenFlow to
provide similar services as MPLS using power components fikeState and networking com-
ponents of the Global Environment for Network InnovatioBENI) testbed. Finally, Chaptér

concludes this dissertation by discussing the applidgtaind benefits of this work in evaluating
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software defined networks for communication and controlydfec physical systems. We also

provide guidance as to possible directions for this work.

1.3.2 List Of Symbols

Tablel.1lists the most common variables used throughout this destsem.

Variables Definitions
Vv set of vertices
v vertexv
deg(v) degree of vertex
deg(v) | average vertex degree of vertex
E set of edges
e edgee
A eigenvalue
U, W, 2 vectors
N total number of vertices
G graph
A adjacency matrix
L laplacian matrix
D diameter
R radius
CPL characteristic path length
Clroe clustering coefficient
H heterogeneity

Table 1.1 Definitions of the most common variables used throughositlissertation. “Vertices”
and “edges” are used within the graph theory domain, and “ngdand “links” are used when
referring to a physical network within the communication netirgg domain. In any case, a
“vertex” is synonymous with a “node” and an “edge” is synonyoswith a “link.”



Chapter 2

Improving the Robustness of the Physical
Communication Infrastructure

To improve the robustness of the physical communicatioragtfucture, we explore algebraic
connectivity: a spectral measure to determine the robsstoiea graph. As a topological measure,
we recognize the limitations of algebraic connectivity whesed as the determining factor to
increase the robustness of a real-world netwds L7, 18, 19]. For such networking domains,

other measures particular to the behavior of the consideeddork can be used in addition to
algebraic connectivity in order to provide a comprehensnlation to increase the robustness of
a network.

In this chapter, we endeavor to answer the question of whreeelge should be rewired to in-
crease algebraic connectivity the most. Our approach isdbas studies conducted to determine
where an edge should be added to increase algebraic corityettte most RO, 21]. Given a net-
work G(V, E) such thatV/| is the number of vertices and'| is the number of edges, the number
of possibilities to rewire an edge is given ﬂ%') — | E|. For complex networks, comparing each
edge to find the optimal one that maximizes algebraic convitgcis infeasible. Furthermore, as
a complimentary problem, it has been proven that maximumbaigc connectivity augmentation
is NP-Hard P2]. For this reason, we propose a strategy that rewires edgasximally increase
the algebraic connectivity of a network.

In our approach, we consider the rewiring of an edge as a tegocess in which we either



insert an edge and then remove an edge, or we remove an edg¢fgeandsert an edge. Hence,
our original question of “Where should an edged be rewired¢osiase algebraic connectivity the

most?” is subdivided into two parts:

1. “Where should an edge be removed to decrease algebraiectosity the least?”

2. “Where should an edge be added to increase algebraic dostyebe most?”

The latter question has been address¥¥i 21]. Therefore, this chapter focuses on the first

guestion and contributes the following:

e Two corollaries to develop framework for constructing thmoer and lower bounds for al-

gebraic connectivity when an edge is removed
e A method to select the edge that, when removed, decreassw aig connectivity the least

e An algorithm that removes edges to numerically validateamalytical results for the upper
and lower bounds. Additionally, we present a second algorito rewire edges and a third
algorithm to add edges in order to maximally increase algelmonnectivity. All algorithms

have a running time(|V|*).

e The comparison of three network models to determine whiahrealizes the highest in-
crease in algebraic connectivity when a small percentagheoedges are rewired while

maintaining a constant number of nodes and edges.

The structure of this chapter is outlined as follows: Setfidl builds on the Introduction
by providing the necessary background and state-of-the&amalgebraic connectivity. Section
2.2 reviews theorems and definitions, and introduces two @mieb to two of the theorems pre-
sented. Sectio.3 presents the lower and upper bounds for algebraic conitgatitien an edge
is removed, and in Sectidh4, we review the three network models used in our analysistsA/at
Strogatz model, Gilbert’s stochastic model, and Basi#\lbert Scale Free Model. Secti@b

describes an algorithm for edge removal, and also we pravidenumerical analysis for edge
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removal for the three classes of networks. In SecBidhwe compare graphs from three different
models to determine which model realizes the greatestasera algebraic connectivity through
rewiring. SectiorR.7 presents a second algorithm and the corresponding implaiti@nto rewire
edges to maximally increase algebraic connectivity. Ini8e@.8, we present a third algorithm
to add edges to increase algebraic connectivity. A compauissthen drawn based on results of
adding edges to that of rewiring edges to maximally incredgebraic connectivity. Sectich9
presents a discussion on the applicability of this work ebal world, and, finally, Sectiaa 10

discusses the benefits and shortcomings of the rewiringpappr

2.1 Background and Related Work

The classical approach for determining robustness of rmé&saentails the use of basic graph the-
ory concepts. For instance, the connectivity of a graph isrgrortant, and probably the earliest,
measure of robustness of a netwoB8|[ Vertex (edge) connectivity, defined as the size of the
smallest vertex (edge) cut, in a certain sense determiresothustness of a graph to deletion
of vertices (edges). However, the vertex or edge conngctrily partly reflects the ability of
graphs to retain certain degrees of connectedness aftdrael Other improved measures were
introduced and studied, including super connectiv2g] [ conditional connectivity25], restricted
connectivity 6], fault diameter 27], toughness8], scattering number2Q], tenacity B0], ex-
pansion parameteB]], and isoperimetric numbeBf)]. In contrast to vertex (edge) connectivity,
these new measures consider both the cost to damage a naivebhiow extensively the network
is damaged.

Subsequent measures consider the size of the largest ¢tedrm@mponent as vertices are at-
tacked B3]. Furthermore, percolation models were used to assesathagke incurred by random
graphs B4]. More recent efforts present a topological analysis otistbess in networks such as
the power grid 85]. Other metrics in networking literature include the aggaode degreep),
betweenness3[7], heterogeneity38], and characteristic path lengtBd].

The measures reviewed thus far, consider the network staitts assess robustness. However,
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recent efforts have incorporated the behavior of the nétvmrassess robustness, maximizing
flows in the network while imposing constraints on routerd kamks [16, 18, 19).

From spectral analysis, experimentalists have genertligad the second smallest laplacian
eigenvalue to guarantee connectivity of a graph; if thisigak 0, a graph is disconnectetl].
Furthermore, several relationships, such as network demeave been established between al-
gebraic connectivity and graph theoretical measures andetevant to domains like the Internet
in order to understand the implications of protocols, siel@anning treedll, 42]. In the area of
robustness, the second smallest eigenvalue has also hesdared as a measure of the difficulty
of breaking the network into componen&3]. This eigenvalue, called the algebraic connectiv-
ity of a graph, has been extracted from the admittance spacand used to characterize both
the flows through communicating pipes and also the permsabfl graphs R0]. Furthermore,
the concept of algebraic connectivity was used to determinere to add an edge in order to
maximally increase algebraic connectivity. The resulbsrthis work were implemented numer-
ically [21]. Finally, the bounds for algebraic connectivity were ded by applying Rayleigh’s
theorem which, as Sectidh?2 explains, is also used to derive the lower bound when an edge i

removedfi4].

2.2 Principles of Algebraic Connectivity

Throughout this chapteri; = (V, E) is an undirected, connected graph with vertexset=
1,..., N and edge sekl, such thatV = |V'| is the number of vertices:, w, z are vectorsj is an

eigenvalue, andeg(v) is the vertex degree of vertexc V.

Definition 1. Given a graph’7, the LaplacianL(G) of G is an Nx N matrix L defined by

deg(i) ifi=j
Ly={ -1 ifi#jand(i,j) € E
0 ifi #jand(i,5) ¢ E

L(G) is a symmetric positive semidefinite matrix with all real amhmegative eigenvalues.

The set of eigenvalues denotediyG) < M\ (G) < ... < An(G), is the Laplacian spectrum of

11



graphG.

Definition 2. The algebraic connectivity of a graghis the second-smallest eigenvalud dt-):

Aa(G)

Theorem 1. Let G be a graph withV vertices. LeiG + e be the augmented graph obtained by
adding edge: between two vertices ifi. Then the eigenvalues 6fandG + e are intertwined as

follows [45]:
0=XM(G) S M(GHe) < (G) < A(G+e) < .. <AN(G) < An(G +e).

If X\2(G) is a multiple eigenvalue such thai(G) = X\2(G + e), the result of adding an edge
does not improve the algebraic connectivity. Given thattthee(L) = Y2, \(G) = 2|F|, it

follows that

N

> (MG +e) = N(G) =2 (2.1)

=1

which implies that) < \y(G + e) — X\o(G) < 2. Additionally, we deduce that given a graph

with IV vertices, the magnitude of for : € N tends to increase d€¢| increases.

Corollary 1. LetG be a graph with/V vertices. Let7 — e be the augmented graph obtained by
removing an edgebetween two vertices (@ such that the removal of an edge does not disconnect

the graph. Then the eigenvaluestobind G — ¢ are intertwined as follows:
0=X(G—=¢) SA(G) < X(G—e) < X(G) < ... <An(G —¢) < AN(G).

We can also deduce that:

N

TG = NG —e) =2 (2.2)

i=1

This implies tha) < X\»(G) — X\2(G —e) < 2 and that given a graph wittV vertices, the

magnitude of\; for ; € N tends to increase g€’| increases.

12



Theorem?2 provides the condition under which algebraic connectivityreases by.

Theorem 2. Let G be a connected graph witly vertices and let and j be two non-adjacent
vertices inG. The largest possible increase in algebraic connectivaguos if and only ifG =

Kn \ {7, 7}: the complete graph with one edge remové€| [

Corollary 2. Let G be a connected graph witly vertices and let and j be two non-adjacent
vertices inG. The largest possible decrease in algebraic connectivagucs if and only IfG =

Ky: the complete graph.

Theorem 3. Let G be a simple connected graph with > 2. If G has a pendant vertex (i.e. a
vertex with degree), \, < 1. Moreover,\; < 1 if the pendant vertex is not adjacent to the highest

degree vertex47).

Complex networks typically contain pendant vertices andtlits reason\,(G) < 1. This

implies that\, (G — e) < 1.

2.3 The Result of Removing an Edge

The removal of edge;v, from G for i, j € V' can be achieved using a positive semidefinite matrix

B. An example ofB such that = 1 andj = 2 is shown below:

1 -1 0 0
-1 1 0 - 0
0 0 0 0
o o0 0 -0

Thus, for the spectrumy, (G —e), ..., An(G — €) of L — B, we have

0= (G —e) = M(G) € MG —€) < Ao(Q) < ... <An(G —e) < (@)

13



2.3.1 Upper bound for \y(G — e)

Given thatv;v; are the vertices from which an edge is removed; leé a vector with+1 for the
1th component—1 for the jth component and otherwise. Additionally, Ieu?’ represent the
ith element of the eigenvector that correspondastothe second smallest eigenvalue. It follows

u?(@) = u?(@)|, such thati, j) €

that our matrixB = z27. Also, leta := |(z,u®?) | = ;

the set of edges afi. For a vectorw | u™M(G — e), and assuming? (G) = w the Rayleigh

guotient has the following property:

R(u®) = uPT(L — B)u®

= Ay — u®@T22Ty @

= X —a? (2.3)
Therefore,
)\Q(G - 6) S /\Q(G) - &2

From the upper bound fox,(G — ¢), we deduce that the lower is (that is, the smaller the
difference between elements on the eigenvector corregpgptathe second smallest eigenvalue),

the higher the upper bound.

2.3.2 Lower bound for \y(G — ¢)

To obtain the lower bound, we use the technique of interntedialue problems4g]. Our new
laplacianl’ = L — zzT. To makezz" positive definite, we replace it by = —zz7 — €l.

If we let k = 2, p™ = C~'u™, such thatr = 1,....k, we get the matrix v, ), .12 =

r s -1
(P, CPN), 1
Y11 Y12
Y21 V22
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In particular, each element of the matrix can be obtainedrbydikpandingy, , as follows:

(
_ [(_pm)T 22T — e (p)T P(S)} - (2.4)

Secondly, given the nonsingulafx/N matrix A and vectorz, we use the following formula

by Sherman-Morrisord9]:

- A1z AL
TpA) gt 2 2 2.5
<ZZ + ) 14+ 2TA- 12 (2:5)
to obtain the inverse af' as follows:
1 T
cl=Zr- 2 (2.6)
€ €2+ elz|
Therefore, ifr = s =1, (fyll)*l can be computed as follows:
(1) " = = [C7uO]" 22" [T D] — e [c ] [C ] (2.7)
We can reduce equati¢h7 by considering each block as follows:
[Cflu(l)}T _ {u(l) 2Tl 1
€ e +elzf
(ul)T (u(l))T 22T
= — 5 (2.8)
€ €2+ €|z
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PR L) U e

€ €2+ ez’
() 22" P ) 22"
¢ e + ezl
T _r |1 |Z|2
= (u) 22T |-~ : (2.9)
€  e+elz
1 2 (1) Ty, (D)
[Cflu(l)}TZZT [Cflu(l)} :(u(l))TzZT s 2| . [u _RZu 2] (2.10)
€ €2+€|Z‘ € €2+€’Z‘

€ 2telz]

If we factor the constant terr['r! 1=/ 2} , we obtain the following:
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Therefore,

) 2
N @pUTmﬁ[w”__2£ﬁm ]: L
e+ ez € €2+ €z|? € Etelof

()" 22T (u“))Tzsz{u(”] (2.11)
i € €2 4 € |z|
1 22 ] [ @) 22Tt |2 (u®) 22 Te®
e etell] | ¢ o Eelef ]
1 122 ] [+ elz?) ()" 22Tu® — ez (uh)" 22!
e etelf] | e (e +elef) ]
B 122 | [ 22Tt [ 4 )2 — €|z
e erell] | e (e+2I) ]
L ] [0y s
e erelsl| | e(e+]o) ]
1 P ] @) s
o el | (et ) ]
[+ elo = c|o?] [ (u®)" 227u®

e (@ +ell’) ] (+ 1<) ]

L] | () z2Tult
_6+\z|2} e+ 2" ]

T
(W) 2Tl (2.12)

(e + |Z|2)2
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(Y1)t = — [C‘lu(l)}TzzT [C_lu(l)] -

e [c7uM]" [ W] (2.13)
{(u(l))TzzTu(l)} u® 22Ty
- (e + |22 € eelf
{(u(l))TzzTu(l)} ‘eu(l) + o u® — zzTu(l)}2
- (e+[2[*)? e (e +2%)”
—€ (u(l))T zzTu® — |eu® + v]? u® — zzTu(1)|2
_ - (2.14)
e(e+]z])

Since(u(l))T z =Ty,

L —e(TuW)? — Jeu® + o u® — zzTu(l)‘2
(i)™ = 2o (2.15)
e(e+[2]%)

Also, since|eu® + |v]* u® — zzTu(l)\2 can be expressed as the difference of vectors such
that(a — b)2 =a’® — b> + 2ab = a® + b> — 2ab, we have
—e(2TuM)? — Ju® (e + [2]?) — 2 (zTu®) }2

1 -1 = ) 216
(711) e+ 2P (2.16)

Since (e + |2|°) and (:"u(V) are scalars and we observe that our vectdrs:dz can only
be multiplied if either is transposed (i.e’«" or (u(l))T z), our expression can be reduced as

follows:

¢ (ZTU(I))Q - “U(l) (e+ [2%) ‘2 + |2 (zTul) ‘2 —2(e+ 2] (zTu(l))Q]

ele+|2])?

()" =

—€ (ZTU(l))2 . |:‘€ + |Z|2|2 + ‘ZTu(l)‘2 |Z|2 9 (6 + |Z|2) (ZTu(l))2i|
- > (2.17)
e(e+ |2[7)?

Sinceu is constantzTu® = (0. Therefore,
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et ER 1

=— 2.18
(et PR e (219
From this we obtainy;; = —e. Using our previous formulations for, if r = s = 2, we
computey,, as follows:
el e PP
(V22)”" =
e(e + [2[*)?
[T 2] — 2(e + |2I) (Tu®)?
2
e(e+ |2[)?
&) 22
zZhu €+ €+ |z
_ @) 2] = Je + |2)?] (2.19)
e(e + |2[*)?
Leta = ‘ZTU(Z) @ _ @) the
vector corresponding to the second smallest eigenvaluee{:fzﬂ2 = 2, it follows that:
)t = Lt 1] = et 1P
Y22 =
ee + |2[*)?
- a? 1
e4elz]> €
- a? 1
n e +2 €
[62+26 ]
Y22 = 3 (2.20)
e+2 ]'

Forr # s, v,.s = 0. Therefore, the matrix,., is constructed as follows:

( o )
0 €
%1

The intermediate eigenvalue problem corresponding todbersl Rayleigh quotient becomes:

Lu+ <u, u(1)> yut + <u, u(2)> Fou?® = Tu (2.21)
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We then use a matri% to extract the spectrum df’ as follows:

1 0 0 0
0 T 0
0O 0 T3 e 0 :SflL’S
00 0 - 7y

SinceS~'L'S = S7! (L — 22" — eI) S, then

)\1(G — 6) 0 0
0 )\Q(G_ 6) 0
S™HL — 22")S — el = 0 0 A3(G —e) 0 —€l
0 0 0 o Aw(G —e)

The spectrum of.” becomes:

le—E,TQZ)\Q—l-—QE ,7'3:/\3,“‘,7']\[:/\]\/ (222)
o 1
e+2
Since our objective value is the second smallest in the seguéhe lower bound fox, (G — )

is as follows:

M(G —e) > min{m + €73 + €} (2.23)

Substituting the values fa, ands, we get:

a2
e+2

Xo(G —e€) > min{)\2+ ! + e, )\3+e} (2.24)

The best lower bound is therefore achieved by the choiedlwdt makes both terms equal.
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)\2+ o2 +€:)\3+€
.
)\24‘%62_2: )\3‘}'6
2
€Ex
M—de= o
2
2
No— g = (2.25)
a?—e—2
Forg = A3(G) — A2(G),
5(@2—6—2)2624—26
Q%6 —ef —26 = €+ 2
¢ —2¢ = ele+2+¢)
2 2)2 2
€= — 5‘5 +((§+4 ) +§(a2—2)) ] (2.26)

Hence, a decreasedndecreasesand increases the lower bound. Finally, combining the upper
and lower bounds, we obtain the following bounds for algebtannectivity after removing an

edge:

min {)\Q(G) bt (@) + e} < (G =€) < X(G) — a2

aZ4(—2—€)’

As shown, a smalletv leads to a higher upper bound and also tends to increasewiee o
bound. This means that a smalteleads to the minimal decrease in algebraic connectivity. In
other words, we should remove an edge with the sm#ﬂé@(G) — uf)(G) , that is an edge that
connects two strongly connected verticesin Combining the removal and addition of edges,
we obtain the following approach to rewiring edges such @hgegbraic connectivity increases the

most:

1. Remove an edge such tmaf)(G) - u§-2)(G)| is the lowest
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2. Insert an edge such that” (G) — u\” (G)| is the highest
Or

1. Insert an edge such that” (G) — u{”(G)| is the highest

2. Remove an edge such tmaf)(G) — u§2)(G)| is the lowest

2.4 Network Models

This section reviews the three network models studied s¢hapter:

1. Watts-Strogatz model
2. Gilbert Stochastic model

3. Baralasi-Albert Scale Free model

2.4.1 Watts-Strogatz Model (WS)

The Watts-Strogatz model is constructed by interpolatiatyvben a regular ring lattice and a
random network. Construction begins with a ring/éfvertices, and each vertex is connected
to its k nearest neighbors. Then, in a clockwise manner, vertexselected. The edge that
connects ta’s nearest neighbor is randomly rewired with a probabilitypdor left untouched
with a probability ofl — p), considering the constraint that no self-loops or dupdidaops can
exist. This procedure is repeated cyclically for each ssgige vertex until vertexis once again
selected. At this point, the edge that connectsd®econd nearest neighbor undergoes similar
rewiring procedures. This cycle of vertex selection andnieg recurs until the edge that connects
all verticesi to their furthest neighbor is consideres(].

In the Watts-Strogatz model, the parameteletermines the level of randomness in the graph

while maintaining the initial number of vertices and edg@4].[ For intermediate values of,
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Watts-Strogatz model produces a Small-world network wisigptures the high-clustering prop-
erties of regular graphs and the small characteristic athth of random graph models. Figure

2.1shows three snapshots of graphs obtained for differenesaiip.

Regular Small-world Random

Increasing randomness

Figure 2.1 Construction of Watts-Strogatz model. For the regular graph 0. The random
graph is obtained ap = 1 and for intermediate values @f a Small-world network is realized
[50].

For the Watts-Strogatz networks used in this chapter, wergéed three networks with the

respective sizes a¥ = 100, 400, 800 and a rewiring probability of.6 [51].

2.4.2 Gilbert Stochastic Model (Gi)

A random graph is obtained by random addition of edges bet@weeertices. Erds-Renyi (ER)
stochastic model is one of the most studied of these modelhel construction of an ER graph
G(V, E), |E| edges are connected at randomMo= |V| vertices B4]. For this model, each of
the w edges have an equal probability of being selected. Howéwsrchapter considers
the Gilbert stochastic modé¥(V, p), a modified version of the ER model, in which edges are
connected to vertices with a probability;afAs opposed to the ER model, the number of edges in
a graph produced by the Gi model is not known in advance. Betevkey properties of random

graphs:
e The average node degregesuch that = deg(v), determines the connectivity of the graph.
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Therefore, ifk < 1, a disconnected component exists.kAt 1, a phase transition occurs,

and a giant component exists whien- 1 [34].

e The node degrek exhibits a binomial distribution and thus, givéhvertices and a proba-

bility of p,
P (k) = (NJQ 1) PP —p)N R (2.27)
However, the model in this chapter was based on the poisstribdition, an approximation
of the binomial distribution when the limit ¥ is large anpN = k [34].
P(k)=e"— (2.28)
e As k becomes large, the degree distribution decays expongntial

For this chapter we generated three networks of &ize 100, 400, and800 with p = 0.6, 0.05,
and0.02 respectively, 1]. Figure2.2shows the node degree distribution fér= 400.

Number of Nodes

. .
0 5 10 15 20 25 30 35
Degree

Figure 2.2 Node degree distribution fav = 400 andp = 0.05
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2.4.3 Baralasi-Albert Scale Free Model (BA)

Baralasi-Albert Scale Free Models (also referred to as prefaiaattachment (PA) models) high-
light a class of topologies associated with a heavy-taiteterdegree distributiorbp]. This distri-
bution is also known as a power-law distribution. In patéacugiven a grapltz with N vertices,
the degree distribution is power-law #(k) ~ k=7, wherec > 1 [36]. Furthermore, the power
law distribution cuts-off at the maximum degrée,;_,;; = na—1. The node degree distribution

is defined as,

k=0,1,.. ko (2.29)

These networks pervade numerous real world domains. Faonmea within the sphere of
social networks, an individual with few friends is more like¢o form a new friendship with a
more popular person. Likewise, new Internet websites wdkenlikely establish ties with the
most popular websites.

From their origin, BA models have been considered vulnertdbtargeted attacks while robust
to random failuresg2]. This model constitutes popular vertices called “hubdjich have a large
number of neighbors compared to other vertices with fewhi®gs. The rules for construction
are governed by two key principles of growth and preferéati@chment. The initial number of
vertices at construction must be greater than two and eatéxvaust have at least one neighbor.
At each time step, a new vertex is added to the graph. The bildpaof attracting this new
vertex is determined by the node degree of preexistingoe=tiThus, the higher the node degree
of preexisting vertices, the higher their probability ofratting new vertices. The attachment

probability is given by:

ki

N
Zj:O kj
whereP(k;) is the probability that a new vertex will connect to an exigtvertex; with degree

ki [54].

P (k) =

(2.30)
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For this chapter we generated three networks of 8ize 100, 400, and800 [51]. Figure2.3

shows the node degree distribution fgr= 400.

Number of Nodes
[ )

=

o
L]

L)

10 5 ‘1 e )
10 10 10
Degree

Figure 2.3 Node degree distribution fav = 400

2.5 Numerical Analysis for Edge Removal

In this section we generate three graphs which are repasendf the three models presented in
Section2.4. We then use Algorithni to realize the decrease i (G) for all instances when an
edge is removed.

Figure2.4shows the decrease in algebraic connectivity for all raibns of an edge removal.
These numerical results complement the analytical cormriaghat removing an edge with the
smallest absolute difference in the elements of the eigtoréthat is)ugz) — uf)‘ for verticesi,

j € V) corresponding to the second smallest eigenvaldg {ends to have the smallest decrease
in algebraic connectivity. Furthermore, for these exampe coefficient of determinatioifz?)
shows that9.4%, 99.5%, and93.7% of the variation of\,(G) — \2(G — e) for the Gi, WS, and

BA networks, respectively, are accounted for by the polyiabnelationship withju, — u;|.
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Algorithm 1 Algorithm for edge removal
A :=Adjacency matrix of graph GV := | A|
L :=The laplacian matrix ofr
L’ :=The laplacian matrix ofG — e)
R :=Matrix to store Lower bound),(G — ¢), and Upper bound, such thats edge(:, ;)
fori=1to N do
for j=1to N do
if (i #£jandA(i,j) =1and (G —e) > 0)
Removee
Computel’
Store\y(G —e) inR
Inserte
ComputelL
Computes
Store Lower and Upper bounds f8(G —¢) in R
end if
end for
end for
OutputR

2.6 Comparative Analysis of the Increase in Algebraic Con-
nectivity via Edge Rewiring

In this section, we compare the increase in algebraic cditgahrough rewiring, for the three
graph models presented in Sectidd. In particular, for each network model, we first generate
10,000 networks, each with 100 nodes and 300 edges. For eaesbrik from the same model,
we compute the initial value of algebraic connectivity;), We then rewirer% of the edges and
compute the final value of algebraic connectivity after revg ()\5) and the difference between
the final and initial valuesX, — \.). This procedure is conducted for all 10,000 networks of a
particular model and we averaged the results. Finally, weatthis procedure for each network
model. Figure2.5illustrates that for the Gi graphs, the average\pfs much lower than that of
the BA and WS graphs, and the average\@is also higher for Gi than for the other two graphs.
With respect to the level of connectivity, this implies tin@tworks from the BA and WS models
tend to be more robust than that of the Gi model. Furthernifones compare the results of Figure

2.5and Figure2.6, we can deduce that graphs from the Gi model tend to have ginesti gain in
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(c) Baralasi-Albert Scale Free model

Figure 2.4 Figures2.4(a) 2.4(b) and 2.4(c) show the decrease in algebraic connectivity, as
edges with the smallest are removed for the Watts-Strogatz, Gilbert stochasticl Baralasi-
Albert Scale Free networks, respectively. The coefficiedetéfrmination? for the respective
networks are).9954, 0.9935, and0.9365, given a polynomial trend line with order 3.

algebraic connectivity for the proposed rewiring procedur
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Figure 2.5 Distributions for the average values of, and )\§ for Watts-Strogatz (WS), the
Barabasi—Albert Scale Free (BA), and the Gilbert stochastic (Gi) nekkso N = 100 and
|E| = 300. A transparency feature was utilized to visualize the oyebatween distributions.
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Figure 2.6. Distributions for the average valuesmf — \i, for Watts-Strogatz (WS), the Bari-
Albert Scale Free (BA), and the Gilbert stochastic (Gi) nekgso N = 100 and |FE| = 300. A
transparency feature was utilized to visualize the overlepveen distributions.
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2.7 Edge Rewiring to Maximally Increase Algebraic Connec-
tivity

With the knowledge of which edge to remove to decrease agebonnectivity the least and also
which edge to insert to increase algebraic connectivityntbbst, we combine these two strategies

to obtain Algorithm2. In particular, Algorithm?2 rewires an edge by:

1. Removing an edge with the smallest

2. Inserting an edge with the largest

Similarly from Algorithm2, if we reverse the removal/insertion order in the “whiledtsiment

such that firstA(ema.x) = 1 and secondd(e,in) = 0, we would rewire an edge by:

1. Inserting an edge with the largest

2. Removing an edge with the smallest

In the following simulations, Tabl2.1highlights the number of nodes and edges in the original

nine graphs that were generated.

Networks N =100 | N =400 | N =800
Watts-Strogatz 1000 2000 4000
Random 2940 3925 6392
Baralasi-Albert 1 451 1923 3913

Table 2.1 Elements of the table correspond to the number of edgesdmpé@cified network with
sizeN

From Theorent, sincetrace(L) = Y. \(G) = 2| E|, given a grapht with N vertices and
|E| edges, the magnitude of the eigenvalues increase witlkthd his explains the huge variance
in the magnitude of the eigenvalues in Figdré and2.8for the different classes of networks. As
a result, in Figure.7 we expect the Gi network’s eigenvalues to be the highestgsinhas the

most edges), followed by that of the WS network, and the BA negtwSimilarly, in Figure2.8
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Algorithm 2 Algorithm for edge rewiring to maximally increasg(G)

A :=Adjacency matrix of graph G
L :=Laplacian matrix of7
1 :=% of edges to rewire
emax ‘= Edge(i, j) € E corresponding t@v,.x
emin := Edge(i, j) € E corresponding tovy;,
flag := Variable to ensure validity of while statement
for i =1tovy do
flag =0
ComputelL
Extractu(?, the eigenvector correspondingXg(G)
Computen,,,, anday;,
while flag = 0 do
if (emin € G @andey,y ¢ G andz(G\epin) > 0)
A(emin) =0
Aemax) = 1
flag =1
else
Find alternates fot,,in, €max, aNdA2(G\ emin)
end if
end while
end for
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we expect the Gi network to have the highest eigenvaluestanéigenvalues for the WS and BA
to be comparable.

Figure2.7illustrates the propensity for algebraic connectivityriorease a30% of the edges
are rewired. The “*” denotes variation in the rewiring prdaee where first, an edge with the
smallesta was removed and second, an edge with the largesas inserted (as opposed to the
default rewiring procedure where first, an edge with the ésgh is inserted and second, an
edge with the smallest is removed). As shown, both variations result in identicedréases
in algebraic connectivity. Finally, as shown in Figwt& and more apparently in Figuiz8, a
rewiring threshold exists such that the algebraic conwiégtis constant when this threshold is
exceeded. Figurg.8in particular shows that, for the ER graph, there is no ineeaa algebraic
connectivity beyon@&% rewiring. For the WS and BA networks, this phenomenon occL28%a

rewiring.
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Figure 2.7: Increase in algebraic connectivity for Watts-Strogatz V& Baratasi-Albert Scale
Free (BA), and the Gilbert stochastic (Gi) networks as edgeseawired by first inserting an edge
then removing another. The “*” variation captures the reuvhen rewiring is conducted by first
removing an edge and then rewiring another. In this figire= 100 and the values ok, for 0%
rewiring are 9.117, 2.757, and 42.834 for the WS, BA, and Gvagks, respectively.
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Figure 2.8 Increase in algebraic connectivity for Watts-Strogatz j\M& Baratasi-Albert Scale
Free (BA), and the Gilbert stochastic (Gi) networks such thiat 400.

2.8 Rewiring vs Adding edges to Maximally Increase Algebraic
Connectivity

In this section, we compare the results of rewiring to thaadding edges to maximally increase
algebraic connectivity. For the addition of edges, we idtice Algorithm3.

Figure 2.9 compares the increase in algebraic connectivity for regiiind adding edges.
It is immediately apparent that a large difference is prebetween rewiring and adding edges
when the percentage of edges augmented (rewired/addeshdss¢o. However, in a real-world
scenario, the percentage of edges augmented can reasomnaihye around %, depending on the

size and financial constraints of an organization.

2.9 Discussion

These results are important not only in the domain of grapbrhbut also in numerous complex
networking domains such as the smart grid communicatiowaor& and even the transportation
network. In the communication network domain, network eegrs are constantly faced with the

challenge of upgrading or, under certain circumstancetiapig redesigning the network topology
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Algorithm 3 Algorithm for edge addition to maximally increasg(G)
A :=Adjacency matrix of graph G
L :=Laplacian matrix of
1 :=% of edges to rewire
emax = Edge(i, j) € E corresponding t@v,,.x
flag := Variable to ensure validity of while statement
for i =1tovy do

flag =0

Computel

Extractu(?, the eigenvector correspondingXg(G)

Computenax

while flag = 0 do
i (Cmas ¢ G)
Alemax) =1
flag =1
else
Find alternates foe¢,, ..
end if

end while

end for

to increase connectivity. To accomplish such upgrades ist meal-world cases, the number of
edges to rewire or add is relatively small compared to thed tatmber of edges in the network.
For N = 100, a1% augmentation to the WS network is equivalent to augmentiregiges. For
the Gi network, this equates t29 edges, and for the BA network, this resultsfiredges. For the
networks in Figure2.9(a) 2.9(b), and2.9(c) the increase in algebraic connectivity is comparable
for both rewiring and adding edges if we are to consideaugmentation. Similarly, Figu210
compares the increase in algebraic connectivity for regiand adding0 edges forV = 800. For
such a small resolution in the number of edges augmentadtsésr adding edges are comparable
to that of rewiring for all classes of networks. From a reals perspective, this implies that for
both rewiring and addition of edges, the number of edgesimedjto disconnect a network is
the same. Therefore, a solution that considers rewiringdges is as robust as a solution that
considers addition of edges. Thus, an organization cancoither solution, depending on its

economical and financial constraints.
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Figure 2.9 Figures2.9(a) 2.9(b) and?2.9(c)compare edge addition to edge rewiring to maxi-
mally increase algebraic connectivity in the WS, Gi, and BAmorks, respectively.
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WS, Gi, and BA networks fay = 800
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2.10 Summary

To date, robustness in complex networks is an ongoing reflsediort. Among other topological
measures, we use algebraic connectivity from spectrahgtaory as our measure of robustness:
the larger the algebraic connectivity, the more robust &tevark. In this chapter, we answer the
guestion of, “Where should an edge be rewired to increasdigeconnectivity the most?” by
dividing this question into two parts: “Where should an edgadmoved to decrease algebraic
connectivity the least?” and “Where should an edge be indeéoténcrease algebraic connectiv-
ity the most?” From our analytical results, we conclude toatlecrease algebraic connectivity
the least, we should remove an edge that connects two sgroaghected vertices. Conversely,
to increase algebraic connectivity the most, we shouldrirese edge between two weakly con-
nected vertices. From our numerical results, we implemeaetnaring strategy on three classes
of networks that provides the maximal increase in algelramnectivity and hence, the maximal
increase in robustness of a graph.

From our simulations, we initially compare graphs from ghctasses of networks to determine
the class that realizes the highest increase in algebramectivity. For an unbiased comparison,
we set a constant number of nodes and edges for all netwodkeemnre a small percent of the
edges. Our results reveal that graphs from Gilbert’'s mddglténd to have the lowest initial value
for algebraic connectivity in addition to the highest gairaigebraic connectivity after rewiring.
Subsequently, we compare the addition of edges to that ofingnedges to maximally increase
algebraic connectivity. We show that for edge augmentatioewirings/additions) that exceed
5% of the network’s edges, the algebraic connectivity obiiwben adding edges exceeds that
obtained when rewiring edges. However, in real-world sdesasuch augmentations tend to be
relatively small due to the non-negligible economical icipén this case, the increase in algebraic
connectivity is similar for both rewiring and addition ofges. From a real-world perspective, this
implies that the number of edges required to disconnecteheark is the same for both cases of
rewiring or adding edges. Therefore, a solution that renéeges is as robust as a solution where

edges are added. Finally, our results illustrate that betyoonertain rewiring threshold ranging
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from 8% to 20% for the graphs presented, algebraic connectivity is comsta

In this chapter, we used principles of graph theory to detsgrmethods that yield robust
communication network topologies. However, what is theaotmn the characteristics of real-
world networks when algebraic connectivity is maximized® @ext chapter, Chapt8raddresses

this question in detail.
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Chapter 3

The Impact of Improving the Robustness of
the Physical Communication Infrastructure
for Transmission Operations in Smart
Grids

In Chapter2, we used principles of graph theory to determine methodsytell communication
network topologies with high performance characteristid®wever, what is the impact on the
characteristics of real-world networks when algebraicnemtivity is maximized? In response to
this question, we conduct an analysis on the impact of aigelmonnectivity maximization on
the characteristics of the network topology. Subsequewyconduct a simulative analysis on
the impact of algebraic connectivity maximization on thduetion of traffic congestion. In this

context, this chapter makes three primary contributions:

1. We illustrate that maximizing algebraic connectivitgults in a more homogeneous net-

work topology

2. We show that maximizing algebraic connectivity reduteslével of traffic congestion in a

network

This chapter builds on the analytical and numerical reqlitained from Chapte2. The fol-
lowing outlines its organization. SectioBsland3.2present a high-level description of the hybrid

simulator that integrates the continuous-time behavia pbwer model with the discrete-event
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behavior of a communication network. In particular, Sat8al introduces the AC power system
dynamic model and Sectidh2 reviews the basics of MPLS. In Secti@B, we study the impact
on the topology and traffic characteristics of networks walkgebraic connectivity is increased.
Finally, Sections3.4 and 3.5 discuss the applicability and benefits of algebraic convigctor

real-world networks.

3.1 Power System Dynamics Model

Figure3.1gives a high level view of the grid today. The grid realizes tiwee fundamental roles

of generation, transmission, and distribution. The getr@raegion produces power to meet de-
mands imposed by loads on the distribution side. Additignalibstations are dispersed through-
out the transmission and distribution regions, facilitgtcontrol and monitoring functions such as

servicing generators, distributing to customers, and foogpsoltage.

Transmission Lines
765, 500, 345, 230, and 138 kV

Substation Customer
26kV and 69 kV

Iy

Generating station Generator Step
Up Transformer

‘Transmission Customer
138KV or 230kY o

|

Primary Customer
4KV and 13 kV

Generation
Tr:
Distribution

Secondary Customer
120V and 240 V

Figure 3.1 Panoramic view of today’s power grid.()]

Our model of the electric grid was constructed using THYME,open-source C++ library
which contains modules for simulating power grid dynamitd a framework for integration with

discrete event models of communication netwoB&.[The power system model implemented by
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THYME was introduced in an earlier papé&d]; it is a simplified model for the study of electro-
mechanical transients (see, e.$5,[56]). This model includes generators, their control systems
for speed and voltage, and algebraic models of transmissionits and loads.

The transmission circuits are modeled by assuming a vofthgsor at each bus. The voltage
amplitude at theé:th bus isV, and the voltage phase anglefis At each bus, the load is modeled
with a constant admittance. The generator, if presentpiesented by a Norton equivalent circuit.
The current injected into the network by a generator chamgstime in accordance with its
electro-mechanical dynamics. The impedance of the gearasi@cuit is its complex synchronous
reactanceXy.

The electro-mechanical dynamics of the generator aklare modeled with a set of differen-
tial equations that describe acceleration of the rotor dysgotver imbalance, speed control, and

voltage control. These equations are

Gop = b m’“]\;k Per _ Dywy, (3.1)
0 = wy (3.2)
e =Tip(Psg — wr/Rgk — k) (3.3)
Py = Toi(ck — Pri) (3.4)
Ep =Tox(Vr — Vi) (3.5)

The state variables in this model are the per unit deviatipaway from the network’s syn-
chronous speed (i.ew, is deviation from the power system’s synchronous speed; fitot the
actual speed of the rotor), excitation voltage phaSprd,,, mechanical power output,, 5, de-
mand for powerP, ;, and state;, of the speed control system. The model's parameters are the
voltage set point, ;, power set poinf; ;, droop settingR, «, inertia M, of the rotor, resistance
Dy, to off-nominal speeds, and controller time constafits, 71 5, and7, . The first two equa-
tions are the swing equations, the second two equationslrtieelepeed controller, and the last
equation models the excitation controller.

The output from the generator is the current it injects ih®transmission system; its Norton
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equivalent current;, is
E. /0,
I, =
k X,

(3.6)

The generator has two inputs. First is the voltage ph&gar, at its terminals, and second is the

real demand for power

o5 (BES)) o

where Re is the real part of that complex quantity amtbnotes the complex conjugate.
Frequency regulation in this model is augmented by a hypigdiecontrol system compris-
ing sensors at the generators, a control center, actuattre éads, and a communication net-
work that links these three elements. Each generator ippgdiwith a frequency sensor that
detects the generator’s deviatigh, = 60w, from the nominal frequency af0 Hz. The sen-
sor detects changes at intervals fof,.s = 0.0125 Hz, and so reports a new value At, =
ooy —[inres, 0, finress - - .. At these instants, a packet carryifg, (hereafter called protection
packets) is transmitted to the control center through timencanication network.
The control center maintains an instantaneous avefiagef the f. , from the generators. The
control center uses this information to change the adnuétat each load by a fractidki f,,, of
its initial value. For this model, the choice &f = 2 yielded an acceptable control for the IEEE

118 bus model (se&7]). The effected load adjustment is

K N
fa:Kfavg:Fchk (38)

9 k=1
whereN, is the number of generators in the system.

A new value forf,,, is computed each time the control center receives a protepticket. If
the current value of,, differs from the previously computed value, the controlteetransmits a
protection packet to each load, enforcing an adjustmerhaif temands by,, percent. In our
model, f,, is arbitrarily restricted td 0% (e.g., to model the percentage of loads participating in

the control scheme).
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3.2 Communication Network Model For the Transmission Net-
work

Figure 3.2 depicts the topology of the communication network modelnet@pen Shortest Path
First (OSPF) is the routing protocol within the inter-swigtn network and Label Switch Paths
exist in the Multi-Protocol Label Switching (MPLS) core (M8 is currently being adopted by
utility companies). Tabl8.1provides the bandwidth measures and parameters for thespomd-
ing media which can include Fiber and SONET (Ethernet ovelEQ Digital Signal 1 'DS1’,
DS3, Optical Carriers such as OC48). We consider it a rare caace to add or rewire links
in the the MPLS core. Hence, the maximization of algebraimeativity considers links in the
inter-substation network and the links between the intéstation network and the MPLS core.
The topology of the inter-substation network is similarhattof the underlying power network,
except for the removal of buses co-located at the same s$waosta his reduces the number of

communication nodes fromi8 to 113 (with a total of181 links).

@ Control Center

® o ® MPLS core

Inter-
o o .. Substation
s _o® - y
ol g% oe S 2O Network
[

Figure 3.2 Model of the transmission communication network that is dasethe IEEEL18 bus
test case of the Power System'’s Test Case Arcbi§le [
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Network Parameters | Bandwidth
A 1 Gbps
B 1 Gbps
C 500 Mbps
D 100 Mbps
Bitrate 400 Kbps
Packet Size 64 bytes

Table 3.1 Network parameters for the Case Study

For the simulation study, we consider two categories ofitraprotection (or control) and
background. SectioB3.1 provides a detailed description of our protection traffibesoe. To
determine the bitrate for the background traffic, TaBl2 shows four possible sub-categories
of traffic and their corresponding bitrate. Since the agateg) bitrate isl00Kbps, a bitrate of

400Kbps was selected for each transmitting source.

Type of Traffic Bitrate (Kbps)
Grid monitoring and control 7
Phasor measurement unit (PMU) 128
Intelligent fault management 10
Substation security video surveillance 255

Table 3.2 Background traffic parameters for the transmission netws& 60, 61].

The background traffic profile is hypothetical and based er@N/OFF model used to charac-
terize Ethernet trafficd2, 63]. Since NS-3 does not model queuing delays for the MPLS negdul
the RTT presented is a combination of the queuing and traassom delays in the inter-substation
network and the transmission delay within the backbone oW he transmission delay is eval-

uated as(‘::—s whereay,, is the bandwidth input variable amd, is the packet size.

3.3 Simulation Study

Detailed power results such as frequency profiles have begtted, as we are primarily con-
cerned with the impact of maximizing algebraic connegtieih the communication network (and

not the power network). We first examine the impact to topickigcharacteristics of a network
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and, subsequently, the impact to characteristics of tlffectras algebraic connectivity is increased.
For the latter study, we explore Demand Response (DR) as aicaipph where utility companies
provide a cheaper billing rate to consenting customerseturn, these consumers allow utility
companies remote access to control home appliances suchcamditioning units. In particu-
lar, during peak loading periods, these devices are powafdd reduce the load on generating
resources, which in turn reduces the possibility of blat&ou

Considering results from Sectidh2 of Chapter2, we investigate two scenarios for maxi-
mally increasing algebraic connectivity: 1) adding/remgr links to/of the inter-substation net-
work and 2) adding/rewiring links to/of the inter-substatinetwork and the links between the
inter-substation network and the MPLS coBd][ For both scenarios, the resulting number of
links between the inter-substation network and the MPL® c®rdentical to that of the original
network where links have not been added/rewired. For tlasae, any increase in network per-
formance is a result of the location where links are addedl/eel and not a result of the number
of added links.

3.3.1 Impactto Topological Characteristics of a Network as Algebraic Con-
nectivity is Maximally Increased

We begin with the inter-substation network that has a togpplidentical to that of the underlying
power grid and add/rewire links such that algebraic convigcis maximally increased. Below

is a list of all topologies under consideration:

e LowBW: The originall13 node topology

e X%Add;: The LowBW topology whereX% of the total number of links are added to

increase algebraic connectivityrepresents scenarioor 2.

o X%Rewire;: The Low BW topology whereX % of the total number of links are rewired to

increase algebraic connectivity.
e 0.3662Rewire;: The LowBW topology rewired such that algebraic connectivity) i3662
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(i.e. the highest value obtained for rewiring the LowBW natkvior scenario 1. The corre-

sponding networking in scenario 2 was rewired to achievesémee value).
To analyze these topologies, we present the following fipelwgical metrics:

1. Diameter D): Diameter is the longest shortest path between any salestration node in

a graphG.

2. Radius R): Radius is the shortest of the set of all longest shortestsp@om (or to) all

nodes.
3. Characteristic path lengt'(°L): The expected shortest distance between two nodes.

4. Clustering co-efficient({.,..): The clustering coefficient assesses how likely it is fooden

and its neighbors to form a mesh.

5. HeterogeneityH): For this metric, networks with an increasingly hub-likeusture have a

higher value 88].

Table3.3presents each topology and the resulting values for eatte afdrresponding metrics
for scenario 1. From the original LowBW topology, as the petage of links added/rewired
increase, the values for all topological metrics tend to@@se. This was also the case for scenario

2.

Network D | R|CPL | C.e H
LowBW 10| 7 | 5.134| 0.173| 0.514
1% Add, 9 | 6 |4.833| 0.167| 0.498
5% Add, 8 | 6 | 4.485| 0.140| 0.465
10% Add, 8 | 51]4.200| 0.110/| 0.420
10% Rewire; 8 | 6 | 4.493| 0.062| 0.399
0.3662Rewire; | 8 | 6 | 4.358| 0.034| 0.365

Table 3.3 Impact on topological characteristics of a network as algabiconnectivity is maxi-
mally increased

Analytical results from SectioB.2in Chapter2, along with the results of Tabl@ 3, indicate

that increasing algebraic connectivity tends to removestauta results in a topology that exhibits
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a more homogeneous node degree (where node degree is thermafritks connected to a node).
In the following section, we insert these topologies in arig/imulator and study impact to the

characteristics of traffic.

3.3.2 Impact to Characteristics of Traffic as Algebraic Connectivity is Max-
imally Increased

At simulation timel, we fail generato6 on bus49 and observe the network response as both
protection and background traffic are transmitted througjivan topology. Each node is con-
figured with multiple interfaces that facilitate intercamtion with other nodes. TabR4 shows
the total number of bytes lost, averaged over the simuldima for all interfaces of every node
for the LowBW, 1%Add,, 1% Add,, 5%Add,, 1%Add,, and10% Add, networks, respectively.
For omitted networks, no bytes were lost. The networks anke@d from highest to lowest byte
lost and, as observed, there is a decrease in the numberesf logt as algebraic connectivity is
increased. Most notable is that thew BWW network, whose topology is identical to that of the
underlying power infrastructure, exhibits the highesslotbytes, implying that a topology which
may be ideal for the power network may not be ideal for the comoation network. However,
though corresponding results for scenario 2 are omittedntimber of bytes lost for scenario 2 is
much less than scenario 1, demonstrating that addingingninks considering a larger fraction
of the network results in a higher performing network as caraed to adding/rewiring links only

to the inter-substation network.

Network | Total Average Bytes Lost
LowBW 136300.4
1%Add, 82798.1

1%Add, 10461.4

5%Addy 28971.4

5%Adds 7973.13
10%Add, 4284.5

Table 3.4 Average number of bytes lost at each interfaced, totaleda/amterfaces for scenar-
ios 1 and 2

The following figures bolster results shown in TaBld. In particular, Figure$.3, 3.4, 3.5,
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and3.6illustrate the average number of bytes lost at each inteildéevery node for théow BV,
1%Add,, 5%Add,, and10%Add; inter-substation networks, respectively. For €, Rewire,
and0.3662 Rewire; networks, no bytes were lost. These figures demonstrateaghalgebraic
connectivity is increased, there is a decrease in the nuarizeheight of peaks corresponding to
the number of bytes lost. Most notably is that theo BIW network in Figure3.3, whose topology

is identical to that of the underlying power infrastructugghibits the highest lost of bytes.
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Figure 3.3 Number of bytes lost at each interface for all nodes inthe B network
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Figure 3.4 Number of bytes lost at each interface for all nodes initfieddd; network
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Figure 3.5 Number of bytes lost at each interface for all nodes ini¥teddd; network
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Figure 3.6 Number of bytes lost at each interface for all nodes initbig Add; network

For the second scenario, Figui2§ and3.8 show the number of bytes lost at each interface.
We omit the plots forl0% Add,, 10% Rewire,, and0.3662 Rewire, as the number of bytes lost
was negligible. From these figures, we recognize a simirdras in scenario 1. increasing
algebraic connectivity decreases the number and heiglgakgpcorresponding to the number of
bytes lost. However, the number and height of “byte lost’ksefar scenario 2 is much less than
that of scenario 1. Intuitively, this demonstrates thatiagllewiring links considering the multi-

layer network results in a higher performing network as caragd to adding/rewiring links only
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considering the inter-substation network.
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Figure 3.7. Number of bytes lost at each interface for all nodes initfieddd, network

x 10

Bytes Lost

. |
0 100 200 300 400 500
Interface Index

Figure 3.8 Number of bytes lost at each interface for all nodes ini¥teldd, network

Figure 3.9 captures the number of source-destination flows throughyewéerface for the
respective inter-substation network (a modified versicdhebetweenness metric in graph theory).
A high number of flows through any interface indicates amlédsigned network that tends to be
congested. ThéowBW network can be considered a benchmark for the worst desiggtgrk
as there exists four interfaces with peak flow values thag¢est@ll other networks. However, as

1% of the links are added (i.6.% Add,), the number of peaks has dropped from four to two, with
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a decrease of about 150 flows. Furthermore, as we increaseihiger of links by5% and10%,
these peaks no longer exist. One interesting observatitraigewiring10% of the links results
in less flows per interface when compared to additig of the links. One possible explanation
is that when rewiring, we tend to remove links between styerognnected nodes and add links
between weakly connected nodes. This removal tends totestioeiflow of traffic on links that are
possibly congested. As opposed to rewiring, there is a labglility that adding links between
poorly connected nodes will reroute the flow on links that @ready congested. Though the
resulting number of flows per interface is lower when we cdeisscenario 2, we observe similar

reductions in the number of flows per interface as links ackedttewired.
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Figure 3.9 Number of source-destination flows traversing the interfamfesach node in the
respective inter-substation network (i.e. the betweeneas witerface)

NS-3 provides statistics such as mean delay and the numigerc&ets transmitted for each
source-destination flow. For all flows which arrive at the CC s the number of bytes received

(0,.) and used Equatiod.9to obtain the throughput as follows:

80
2% 106

Tp (3.9)

where the factor of 8 converts the number of bytes to bits,tBerdenominator is the interval

at which throughput measurements are recorded, 18Adn the denominator converts bits to
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Megabits. This results in a throughput measurement in MBpghermore, we use Equati@nl0

to calculate the RTT as follows:

¢ g
RTT = ZC% (3.10)

whereg is the mean 2-way delay extracted from each flow, amslthe total number of flows
between every source-CC node pair. In the denominates,divided by2 because each flow
is unidirectional. Table3.5 shows each network and the corresponding values for theonletw
metrics. In particular, the throughput (Thpt), RTT, and Pi&ues registered at the CC, are
averaged over the simulation time. Max Util is the maximuiitization for the simulation time
of 20s and theHigh BW network is identical to thd.ow BW network except that all bandwidth
capacities are 1Gbps. This network serves as the optimahbaark for all other networks.

Ranked from highest to lowest throughput, the results frobielza5show that adding/rewiring
links to increase algebraic connectivity tends to improeevork characteristics for scenario 1. In
particular, an increase in throughput and a decrease in RGP&aR occurs. Similar trends were
observed for the results of scenario 2, in addition to thé thaat the performance measures for

scenario 2 exceeded that of scenario 1.

Network Thpt (Mbps) | RTT (ms) | PLR | Max Uil
HighBW 63.25 0.096 0 0.782
0.3662 Rewire; 52.48 1.110 | 0.184| 1.002
10%Add, 51.62 1.052 |0.184| 1.002
10% Rewire; 47.37 1.195 | 0.271] 1.002
5%Add, 47.07 1.416 | 0.275| 1.002
1% Add, 33.92 1.779 | 0.465| 1.002
LowBW 29.78 2.117 | 0.526| 1.002

Table 3.5 Impact on network characteristics as algebraic connegtigtincreased in scenario 1

In Figure 3.10 we compare the throughput and PLR for the two scenariosmH¥mure
3.10 all PLR vs Throughput values fall between the measurenientee LowBW and HighBW
benchmark networks. Most importantly, networks from scieratend to out perform their coun-

terparts in scenario 1. For examplépAdd, realized a lower PLR and higher throughput than
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its counterpart % Add;. Once again, this indicates that considering a largerifmacif the net-

work when adding/rewiring links tends to result in a higherfprming network, as opposed to
adding/rewiring where we consider a smaller fraction of mleéwork (i.e. inter-substation net-
work). These general trends are also reflected when we @rtsid RTT vs the throughput in

Figure3.11
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Figure 3.10 Comparison of throughput and PLR for networks in scenario 1 aetvorks in
scenario 2
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Figure 3.12 Comparison of throughput and RTT for networks in scenario 1 @igvorks in
scenario 2
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3.4 Discussion

Algebraic connectivity is a spectral measure that definesvibll-connectedness of networks.
Therefore, the greater the fraction of links that must beawsd to fragment a network, the greater
the value of algebraic connectivity. The question is askehw does algebraic connectivity
translate into real-world networks?” As we increase the loemnof links added/rewired, a network
becomes more homogeneous. Over time, this homogeneitydpsomultiple shortest paths and,
as a result, reduces congestion in the network.

As utilities are in the initial phase of deploying commurioa infrastructure, algebraic con-
nectivity can be used as a tool to design cost-effective owtsv The results of this chapter first
demonstrate that a topology which may be ideal for the poweraork, may not be ideal for the
communication infrastructure. Second, we illustrate teatiring links can produce the same per-
formance as adding links to a network. Links can be rewireadoled to achieve a particular PLR
and throughput. However, there is a threshold such thatbduntewiring does not improve the

network’s performance.

3.5 Summary

In this chapter, we use spectral analysis to obtain stregdgiadd and rewire links such that alge-
braic connectivity is maximally increased. We used thesgegjies to transform a communication
network, identical to the power grid network, into multipfestantiations such that the resulting
networks seek to improve on the characteristics of the maigiEach topology was grouped into
one of two scenarios. For the topologies in each scenaridiyst@analyzed the topological impact
as algebraic connectivity is increased. We then insertell &gpology in a hybrid simulator to
study impact to the network characteristics of traffic aghtgic connectivity is increased.

The topological results demonstrate that adding/rewilimgs creates a more homogeneous
network. Network traffic results illustrate that a networkieh may be ideal for the power network

may not be ideal for the communication network. A comparisiathe PLR, RTT, throughput, and
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betweeness measurements for both classes reveal thagaddining links to a larger fraction
of the network results in a higher performing network. In sooases, rewiring links provide
similar performances to adding links. For utility compana the design phase of deploying a
communication infrastructure, this implies that it may berencost-effective to rewire a network,
than to continue adding links.

In this chapter, we demonstrated the correlation betweepdnformance of the communica-
tion network and the robustness of the physical commurmicatifrastructure. In our next chapter,
Chapterd, we evaluate and compare the performance of network tecbiesl which will be de-

ployed on the physical communication infrastructure.
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Chapter 4

Simulative Comparison of Multiprotocol
Label Switching and OpenFlow Network
Technologies for Transmission Operations

Currently, utility companies are gravitating towards MPIsStzeir backbone communication tech-
nology for two main reasons: it supports Virtual Private Watks (VPNs) and Traffic Engineer-
ing. To provide these services, multiple protocols, sucpen Shortest Path First (OSPF) and
Resource Reservation Protocol (RSVP), are implemented byetinork. However, with MPLS,
the addition of new network services requires the impleat@r of new protocols on network
routers. Consequently, routers and other network equipmegtrequire extensive reconfigura-
tion and exhaustive testing that may cause intermittenicemterruptions.

On the contrary, OpenFlow, which has gained support frorwot providers such as Mi-
crosoft, Google, Amazon and equipment vendors such as NEftheluand Cisco, is a highly
modular networking technology that provides the functiipaf MPLS and the ability to isolate
network traffic generated by different services and appboa [13, 14, 15]. In particular, changes
to network services require a simple change in the OpenFtowraller deployed on the network
operating system. Furthermore, with OpenFlow new senacesot tied to extensions of exist-
ing protocols. This is unlike MPLS, for which new servicesshbe implemented in each router
and often times tied to an existing service; for example, RS¥&fic Engineering (TE) is tied to

RSVP.
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In addition to these advantages, OpenFlow’s ability toasohetwork traffic ensures that fail-
ure of an experimental protocol, service, or applicatioesioot affect other experiments or hinder
production traffic. In the same way, different classes dfitran the smart grid can be isolated for
Quality of Service (QoS) guarantees. For these reasons)Flpe may provide a more capable
backbone communication technology that is overall lesgegpe than MPLS.

This chapter explores, via simulation, the potential fangsOpenFlow network technology
to support production and research traffic for a smart grithensame communication network,
and to reduce the cost of adding new services to an operatienaork. The Toolkit for Hy-
brid Systems Modeling: Evaluation (THYME) and Network Simulator 3 (ns-3) simutatitools
(see PB4, 53]) were used to compare the performance of MPLS and OpenF&iwarks in the
context of a hypothetical smart grid application. The gdathis application is to regulate fre-
guency by monitoring generator speeds, transmitting tepseds to a control center where they
are processed, and then issuing actuation commands t@agscoe decrease the power consumed
by loads. In these experiments, it is shown that OpenFloYopes as well as MPLS with respect
to regulating frequency and quantity of load required fgutation.

This chapter is organized as follows: Sectib reviews the basics of MPLS and OpenFlow
and introduces the two models for our communication bac&hagtwork, one for MPLS and
another for OpenFlow using Intelligent Switch ControlldiSEs). These models were integrated
with the power model described in Secti®ri of Chapter3 to realize the prototype of our hybrid
smart grid model. Sectioh.2 presents simulations of each model. Finally, Seciddiscusses

the benefits and shortcomings of OpenFlow and highlightgéuvork.

4.1 Simulative Communication Network Model

NS-3 was selected as our simulator for the communicatiowar&t NS-3 is an open-source,
discrete-event simulator primarily developed for acadeamd research initiatives. NS-3 is ex-
tended by creating new modules with the C++ language, whicitittdes seamless integration

with THYME. Furthermore, the NS-3 development communitgyades a rich set of real-world,
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network component models that include the MPLS routers goeh®low switches employed in

this work.

41.1 MPLS

As an overlay technology, MPLS provides IP services oveadgdr DM devices and integrates
multiple transport technologies such as fiber, SONET, angit&)i Microwave. Furthermore,
MPLS realizes the NERC Critical Infrastructure ProtectionRCstandards, in part, due to its
non-routable naturelp, 11]. Specifically, MPLS routers on a Label Switch Path (LSPgleding
the end-point Label Edge Routers (LERS), forward packetscbasethe MPLS label, and not
the IP address to port mappings found in the Routing InforonaBase (RI1B) which is common
to routers. MPLS provides fast, efficient forwarding of IRCckets by adding a new label to the

header of a frame.

4.1.2 OpenFlow

The fundamental components of the OpenFlow Architectwlide a flow table, secure channel,
and OpenFlow protocol such that the control and data pathseparatedb, 66, 67, 68, 69].

Below is a high level description of the OpenFlow mechanisms:

1. The OpenFlow (OF) controller uses the OF protocol to IhBtav space rules in the flow

table of the OF switch preemptively or at run time.

2. As flows from substation communication systems arrive@QF switch, they are checked

against a list of flow space rules in the flow tables.

3. If a packet from a stream does not match any rule in the flte tahe first packet of this

stream is encapsulated and transmitted to the OF contfotléurther evaluation.

4. After evaluation, the OF controller installs a new rulettus type of packet and all subse-

guent packets encounter similar actions without visitimg ®F controller.
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OpenFlow Model

The above functionality may be implemented with Learnings@#ches or Intelligent OF switches.
A Learning Switch Controller (LSC) creates a dynamic table pir@gpsource IP address to switch
port for each ingress packet of a flow. Subsequent packetsmvarded by the OF controller to
their destination if the destination IP address in thes&gtaare found in the table. An obvious
disadvantage of the Learning Switch is that every packetgpess at the switch is forwarded to
the OF controller, and for this reason the OF controller bez®a bottleneck to the network.

The Intelligent Switch Controller (ISC) includes the basiattees of the LSC. Additionally,
it employs a flow installation mechanism that inserts ruled eorresponding actions in the flow
table of the switch{0, 71, 72, 73, 74, 75]. Unlike the Learning Switch, the Intelligent Switch has
mechanisms in the OF controller to mimic the functionalityttee Label Switch Paths (LSPS) in
MPLS.

Two important OpenFlow parameters that could potentiadigrdde network performance are
the “idle timeout” (the time such that if no packets are reedj a flow is removed from the flow
table ) and the “hard timeout” (the time such that all flowsraraoved from the flow table whether
packets are in route or not). These parameters do not exMPInS. Since the communication
nodes at the generators are transmitting protection datdleecond intervals, the “hard timeout”

parameter was disabled to avoid unnecessary removal of fiowsthe flow table.
Link and Traffic Model

The link and traffic model presented here is similar to thaspnted in Sectiof.2 of Chapter3
with added consideration for the OpenFlow component of gt&id model. For the substation
network, communication nodes are located at every substatich that interconnectivity of these
nodes are identical to that of the underlying power netwbtkthermore, two categories of traffic
were considered: protection and background. Se@idrof Chapter3 provides a detailed de-
scription of our protection traffic scheme. Background p&clee generated by each node using

a hypothetical ON/OFF model originally developed for Ettedrtraffic 62, 63]. Data rates for the
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background data are taken from experiments reportesidroD, 61]. Table3.2summarized these
experimental data rates.

The ON/OFF model for generating background traffic workodlews. The first transmission
of background traffic by a node occurs at a time selected framifarm distribution with mean
of 1.75s. The node transmits 64 byte packets at a rate of 400 Kbpsajpprox. 780 packets per
second) for2s. Transmission of data then stops fofs, which forces the expiration of flows in
the OpenFlow switch if its idle timeout iks or less. When thé.5s pause is over, transmission
starts again and this pattern is repeated.

Unlike the node module in NS-3, the MPLS and OpenFlow moduld$S-3 do not model
gueuing delays. For this reason, the delay presented sudsihygis a combination of delay within
the substation network and delay within the backbone nétwidne backbone network only con-
siders the transmission delagﬁ whereq,,, is the packet size ang,, is the bandwidth. However,

the substation network considers both the transmissiayaeld the queuing delay at each node.

4.2 Simulation Studies

Two simulation studies were considered for the power systeahel and control scheme described
in Section3.1 of Chapter3, using the following technologies in the backbone commatin

network:
1. MPLS routers

2. OpenFlow Intelligent Switches

For each simulation study, the IEBES bus case shown in Figu#elwas first considered and
then subsequently, tf®0 bus caseq8]. To evaluate th800 bus communication network, ti360
bus case was substituted for thi8 bus case, maintaining four links between the inter-suiostat
network and the two MPLS/OpenFlow core nodes. All subsegples have subscripts dfl8
and300 in the legend to distinguish between results for th& and300 bus case, respectively.

The subsequent sections refer to a network with ISCs as OpenFI
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The initial disturbance in each simulation occurg at 1, when generatos on bus49 of the
IEEE 118 bus is disconnected from the power system. FoBtliebus system, generatéon bus
79 is disconnected. The controllers for speed and voltageeagi@émerators are disabled, and so
control of the loads is the only means for damping the frequeaxcursions that begin after the
disconnections.

Using this scenario, two sets of parameters were considergtle network by including or
omitting background traffic and by varying the bandwidthtwé tinks labeled C and D in Figure
4.1 Table4.1shows the two parameterizations that are used. For eachhesmazation, the ef-
fectiveness of MPLS and OpenFlow were compared for impleimgitoad control. Specifically,
comparisons were made for final voltages in the power netwbhekaverage frequency variation
for the generators, the amount of load that is adjusted, fodighput and latency in the commu-
nication network. In all figures where an "idle timeout” of L 2 seconds was not specified, the
result for either time out values were identical.

A
r—8s

@ ® Control Center

@ ° MPLS/OpenFlow
Core

Inter-
@ Substation
® Network

0eg %o o

Figure 4.1 Communication network for IEEE18 bus case of the Power System’s Test Case
Archive.

4.2.1 Simulation study #1

This section considers a high performance network wheréoémelwidth on all links is set to

1Gbps and no background traffic exists. This simulation ijdea benchmark for all subsequent
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Network Parameters | BW:SS1| BW:SS2
A 1 Gbps | 1Gbps
B 1 Gbps 1 Gbps
C 1 Gbps | 500 Mbps
D 1 Gbps | 100 Mbps
Background traffic no yes

Table 4.1 Network parameters for simulation stutlySS1), an@

experiments; the network is optimal, with a bandwidth of p&ht all tiers, and protection data is
the only traffic on the network.

Figure4.2 compares the initial and final bus voltages for this scerfarithe 118 bus system.
For this figure, as well as all other figures in Sectib8.], the "idle timeout” for the OpenFlow
simulations did not affect the results as protection packetre continually streamed through
the communication network. As noted, the voltage profilegdPLS is comparable to that of
OpenFlow (OF). For these two cases, only generéatfails. From this figure, “Final Voltage:
No Load Control*” coincides with the final voltage profile footh MPLS and OpenFlow cases.
However, without load control, generatér®, and7 go offline within the first second of the initial
failure. Simulation Study #2 reflected similar results. w300 bus system, generator 4 failed
with load control but generators 4 and 40 failed with no loadtml. Though these plots have
been omitted, voltage profiles for both MPLS and OpenFloweveemparable for both simulation

studies.
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Figure 4.2 Comparison of initial and final voltage profiles for a high bavidth
OpenFlow MPLS communication network where only protection traffictexis

When generato6 of the 118 bus case fails, the frequency begins to decrease and demand
gradually exceeds supply. Figude3 shows that without load control, a failure of generaters
6, and7 brings the frequency deviation dangerously near the totdstf +1% of the nominal
frequency set for generators to go offlirg].

For the cases where load control is used, though gener&éarffline, the remainind8 gener-
ators are able to supply sufficient power to loads to stabthiz frequency. This result is expected
as generatab contributes onlyt.7% of the total power.

From Figure4.3, the origin of the graph corresponds to our nominal frequefi60Hz. As il-
lustrated by the MPLS and OpenFlow results, reducing theatbelimposed by the loads prevents
a drop of frequency. In particular, as the frequency begindrop, the load adjustment scheme
is executed and a slight increase is noted at approximatety Eventually, neafs, the system

becomes stable and only one generator (generator 6) goes offl
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Figure 4.3 Comparison of resulting frequency profiles for the MPLS anér@jow networks

For the300 bus system, the frequency deviation is smaller since geeraonstitutes0.5%
of the total power provided bg4 generators. As shown in Figure4, there is a dip in the fre-

guency aes, but the system quickly stabilizes.
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Figure 4.4 Comparison of resulting frequency profiles for the MPLS anéripow networks

Figure 4.5 shows the value of,, imposed by the control center on loads. As described in
Section3.1 of Chapter3, Equation3.8, f, is restricted td).1. However, in the graphs depicting
fa, the values have been normalized such thais equivalent td 00% load adjustment. As shown

in Figure4.5, there is an initial “ramping-up” throughout the first for thel18 bus case. Frorés
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onwards, though, the graph becomes stable for both MPLS pediow network configurations.
For the300 bus case, load shedding occurs throughout the2srsSubsequently, there is a gradual

increase in power consumed by loads as the system stabilizes
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Figure 4.5 Comparison of resulting rate of load adjustment for MPLS ame&@Flow networks

NS-3 has the concept of a (unidirectional) flow which cordaitatistics for every transmission
between source-destination node pairs. For each flow, #tasstics include the associated mean
delay, number of packets transmitted, and number of patdsttg-or all flows which arrive at the
control center, Equatio®.9 gives the throughput value.

Figure4.6 portrays the throughput measurement for this simulatiodyst Both ther andy
axis are plotted in log scale to demonstrate that the thnouigloes not go to zero. One interesting
observation is that the initial throughput at the onset efdimulation is highest and decreases as
the system stabilizes. This is caused by the rapid adjustofehe loads in the first part of the
simulation; comparing Figd.5and Fig.4.6 shows that the throughput and rate of adjustment are
closely related. For this simulation study, the Packet [R&8o (PLR) wag).

Equationd.1 calculates the Round Trip Time (RTT) as follows:

25:0 Bi
¢/2

where is the mean 2-way delay extracted from each flow, ansl the total number of flows

(4.1)

between every source-control center node pair. In the devatan, ( is divided by2 because each
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flow is unidirectional. For Simulation study #1, the RTT wvalanly considers protection traffic
(i.e. background traffic is excluded). In particular, RTTsne294ms for the MPLS backbone

network and).232ms for the OpenFlow backbone network when tth& bus case was considered.
For the300 bus case, the RTT for MPLS and OpenFlow backbones wéi@ms and).358ms,

respectively.
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Figure 4.6. Comparison of throughput (traffic generated and received)afdigh bandwidth
MPLS/OpenFlow communication network where only protection traffists

4.2.2 Simulation study #2

Simulation study #2 repeats the MPLS and OpenFlow simulatfoom simulation study #1 but
adds background traffic and reduces the bandwidth of linksdXIa For thel 18 bus case, Figures
4.7and4.8show small and almost insignificant changes in frequency@adladjustment profiles
for the range of "idle timeout” values considered; OpenFBamulations with the "idle timeout”
set to 1s and 2s yield identical results.

Figure4.7 shows the average frequency in simulations with OpenFlalvMRLS. Most im-
portantly, though the graph depicts rapid “zig-zag” bebeyji the load shedding facilitated by
both MPLS and OpenFlow, depicted in Figyr&, was sufficient enough to contain the frequency

deviation well within thel % threshold set for generators to transition offline.
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Figure 4.8 Comparison of resulting rate of load adjustment when using &#L$OpenFlow
network

Figure4.9 shows the frequency profile for ti390 bus case. As opposed to the smallég
bus case, deviations were observed between 2s to 6s, wiMRh& and OpenFlow-2s networks
stabilizing afterés. However, there is a noticeable increase in the deviatibthe OpenFlow-1s
network which can be attributed to congestion and constanbval and re-installation of flows

every second. The OpenFlow-1s network approaches a gtabdiate after2s.
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In Figure4.1Q rapid changes in load adjustment measurements trandrfrivt@ the control
center to the loads are apparent. Unlike simulation studyh& OpenFlow-1s network rapidly
sheds load 3s after the OpenFlow-2s network. Most impdytaat 6s when the OpenFlow-1s
network rapidly load sheds, both the MPLS and OpenFlow-2&zar&s have stabilized. Once

again, these delays can be attributed to congestion antsttimeout parameter to remove idle

flows from the OpenFlow switches.
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Figure 4.10 Comparison of resulting rate of load adjustment when using &L $OpenFlow
network
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Figures4.11and4.12 show the throughput for both the OpenFlow and the MPLS bawi&bo
networks. As the number of sources of background trafficease, the throughput increases to a
peak value. Then, as initial background sources reach tti®@fktine 2s “ON” interval, the peak
decreases. This summation of uniform distributions resala series of normal distributions with
peaks occurring at every 3.5s interval. In Figdr#&l, the throughput measurement for the MPLS
Low BW network was identical to that for the OpenFlow networtkese the flows did not expire
(i.e. OF Low BW-2s). Most importantly, given a randomized ktayeneration start-time from a
uniform distribution with a mean of.75 and a time out value ofs, the likelihood that all flows
will expire simultaneously decreases. As a result, theutinput for the OF Low BW-1s network
(where flows expire) occasionally decreased by a fractidmtifps from the scenario where flows
did not expire. For the larg&00 bus case in Figuré.12 with a decrease in bandwidth, increase
in congestion, and the given timeout parameters, the maxithvoughput deviation between the

MPLS Low BW, OpenFlow-1s, and OpenFlow-2s was approximéi®lipps.
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Figure 4.11 Comparing throughput for a low bandwidth MPLSpenFlow communication net-
work where background and protection traffic exists. MPLS apeér®low High BW are the
benchmark throughput values for the high BW network in sitrarisstudy #1 with the addition of
the background traffic profile for simulation study #2. MPL&MWBW represents a Low BW MPLS
network and OF Low BW-Xs represents the simulation of an Olp@nketwork with a timeout
value of X seconds.
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The substation communication network used NS-3's Opent&s$tdPath First (OSPF) routing
where all nodes are configured with a routing table that ¢ositan entry for every destination.
Furthermore, these nodes were configured with the Drop€Jadue model characterized by the
variable MaxPackets, where MaxPackets was sa@0 for the 118 bus case and0, 000 for
the 300 bus case. The Drop-Tail-Queue realizes a First In, First(BilRO) queuing scheme that
drops tail-end packets when the queue is full.

Considering the MPLS High BW network for tHé8 bus case, the PLR and RTT werand
0.18ms, respectively. For the MPLS Low BW and OF Low BW-2s netwoitks,average PLR and
RTT were approximatel9.41 and3.44ms, respectively. Finally, for the OF Low BW-1s network,
the average PLR and RTT wefei4 and 3.91,respectively. With the exception of the MPLS
High BW network, the PLR values are substantially high as etsckre dropped at the queues.
For the300 bus case, the PLR and RTT values were much higher but signdarhparable for
the networks considered. For example, the PLR and RTT foMReS High BW network was
0.59 and21.6ms, respectively. For the OpenFlow High BW network, the PLR BT was0.61
and22.7ms, respectively. In real-world networks, network engisesill not design networks to
exhibit such high PLR values.

Finally, though the results are comparable, MPLS providesest performance characteris-
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tics. However, with MPLS the LSPs are pre-configured, alhgaraffic arriving at the egress of
all routers to be forwarded immediately. On the contraryhgare constructed during transmis-
sion of packets for OpenFlow: a sub-optimal configurationdperating an OpenFlow switch.
However, OpenFlow allows installation of flows/paths ptiortransmission of packets, thereby
operating more closely as an MPLS router and bridging thdlgpadormance gap between the

two technologies.

4.3 Summary

This work is the first phase towards demonstrating that aivelg inexpensive OpenFlow switch
can perform as well as an MPLS switch when used for contrahénsmart grid. In particular,
a hybrid model that integrates the continuous time behafidhe power grid with the discrete
event behavior of the network was developed. Our resulteanel that setting the OpenFlow
timeout parameter to expire before the completion of a trassion, can decrease the throughput
and increase the PLR and RTT of a network. However, the regutiroughput, PLR, and RTT is
comparable to that of an OpenFlow network where flows do npirexor MPLS low bandwidth
network with similar traffic demands. An OpenFlow networlattlis configured such that the
timeout parameter exceeds the completion of a transmiggdiorms comparably to its MPLS
counterpart under similar network constraints. Furtheanpreemtive installation of flows in
OpenFlow can realize an even higher level of performanasallyi since OpenFlow supports all
features of MPLS, it can seamlessly co-exist with MPLS dewvic

In this chapter, we demonstrated via simulation that an Gleennetwork performs as well
as MPLS. However, the current OpenFlow hardware does ndilyesaipport MPLS. In any case,
can we use commercially-available OpenFlow hardware teigecsimilar mechanisms as MPLS?

Chapter5 addresses this issue.
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Chapter 5

Software Defined Networking (SDN) in
GENI: Experimental Evaluation of
OpenFlow Technology for Smart Grids

It has been demonstrated that OpenFlow can provide singifaices as MPLS using Open VSwitch
software switchesl[3]. However, to date, the current OpenFlow hardware doeszaalily support
MPLS. In any case, can we use commercially-available harelimaGENI to provide MPLS-like

functionalities? To answer this question, we contribugeftilowing:

1. An OpenFlow controller that implements an automaticdair mechanism and traffic engi-
neering services such as auto-route, load balancing, fleenmption, auto-bandwidth, and

fast re-route.

2. A Demand Response (DR) smart grid application that trasstraffic created by cyber

physical systems

The structure of this chapter is outlined as follows: Sectdl builds on the introduction
by providing necessary background and state-of-the-arhédworking solutions within utility
companies. We review various research projects that censichulations, emulations, and real-
time communication network implementations and experisiéor the smart grid. Sectioh.2
presents a high level overview of the smart grid model. Iipalar, details are provided for the

Electro-Mechanical prototype and overall smart grid pygie. We also present a brief review of
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the OpenFlow architecture. SectiérB describes the three experiments conducted and provides
the resulting throughput, frequency response, and load peegormance results. Secti@4
presents a discussion on the applicability of this work erbal world and setbacks encountered.
Finally, Section5.5 discusses the benefits and shortcomings of current harchmaréighlights

the future direction of this work.

5.1 Background and Related Work

Utility companies have been reluctant in adapting to thengivy demands in communication
networks to support increasing smart grid tools and apfpdioa for several reasons. On one hand,
they are tasked with providing reliable and secure comnatioics to clients thus, being almost
surely driven towards communication solutions that haentveell vetted over the years. For util-
ities unable to maintain their own private networks, se\pooviders are subcontracted to support
communication network services. On the other hand, reseéamesigns of alternate networking
architecture will unlikely be deployed without a demonstna of an actual prototype under re-
alistic conditions. Deployment of a prototype in the prdilut setting of a utility company will
almost surely be discarded, not only due to the traditiontibzing tried and tested solutions, but
also due to the steep fines of millions of dollars per day ahityy NERC should a utility be in
violation of any standards.

A driving force towards deploying innovative ideas can lalaited to the three phases of:

1. developing thorough models
2. exhaustively testing these models on simulators

3. exhaustively testing these models in real-time

To date, phase one has gained considerable attention aalseeelels exist that consider the
continuous dynamics of the Power Grid through ordinaryedéhtial equations/[7, 78]. However

in phase two, few models that integrate both Power and n&tmodels are prevalent in literature
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[79]. One of the first attempts at this class of hybrid simulatans be attributed to EPOCHS. The
EPOCHS framework federates close-source discrete-evdrdarinuous time packages through
a mediating control agen8(]. In particular, both power and communication system satiahs
run simultaneously but independently, until they arriva gredetermined synchronization point.
At this point, the simulations pause while a mediating agertesses the internal data of both
simulators and executes a data exchange routine betwealatins. Subsequently, the simulators
resume executing until the next synchronization point. Ass&cut effort, EPOCHS’ contribution
was the foundation of other such simulators. However, it besn proven that this approach
introduces timing errors due to the difficulty in selectiygshronization points. This framework
can produce behaviors which are independent of the actudé ).

An improvement to the EPOCHS framework demonstrates the vainad synchronization
point dependence by using the global scheduler of the conwaion network simulatord1].
Specifically, the power system dynamic simulation is didideto several discrete events dis-
tributed over the simulation time-line. Events from botmsiators are entered into the global
scheduler of Network Simulat@ (NS2), which allows instant response to events.

A second approach is that of the open source ADEVS modulasntbdels continuing dy-
namics of power systems through the DEVS framework. In DEMSitinuous time dynamics
are represented by discrete-events using state-detengohanisms such as zero crossir@d.[
Discrete events from both simulators are implemented bygtbkal scheduler of NS2, as was
done in the previous approach. Finally, the ADEVS approautionly closely approximates the
costly GE Positive Sequence Load Flow (PSLF) package ust iprevious approaches, but by
virtue of its open source origins, the ADEVS modules are foe@esearch purposes and provide
seamless integration between continuous time and disevetd simulators.

A third approach is an improvement to the ADEVS approachhiapproach, the Toolkit for
Hybrid Systems Evaluation and Modeling (THYME) was inteégdawith the Network Simulator
3 (NS-3) simulation tools (seetd, 53]) to compare the performance of MPLS and OpenFlow
networks in the context of a hypothetical smart grid appicca[83].
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Another class of simulations have been conducted using thiaeh simulation framework to
demonstrate that OpenFlow can provide similar services Rb$using an OpenFlow control-
plane and the same push, pop, and swap behavior used in thg MiRa-planed4, 85]. Further-
more, researchers demonstrated a low-cost MPLS Label I$Riater (LSR) using NFPGAS that
realizes an implementation of Label Distribution Proto@dDP) using the Quagga routing suite
[14].

In phase three, several experiments exist, including arelgroject which seeks to develop
technologies to integrate fixed (hydro, flywheel, and corsged air) and mobile (batteries in cars)
storage to the power gridBf]. However, these projects rely on existing network ardtitees
where innovation is restricted to features enclosed in iox™ [87, 88, 89, 90, 91].

For this reason, the Global Environment for Network Innama(GENI) at the U.S. National
Science Foundation provides researchers network resecae, realism, and control necessary
to deploy prototypes and evaluate new networking architest To date, the OpenFlow specifi-
cation1.1.0 supports MPLS; however, the current commercial hardwaes dot. In this project,
we integrate the current network hardware in GENI and thegpaesources of Kansas State Uni-
versity as a smart grid prototype where automatic fail-aued traffic engineering services are

provided.

5.2 Power and Smart Grid Model

Figure5.1illustrates a high level view of a smart grid where a netwaordvpes the communi-
cation and control to the generation, transmission, ané@rgéion components of the grid. This
model provides visibility to the Control Center (CC) and allowsstomers to interact with the

system.
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Figure 5.1 Model of the smart grid

5.2.1 The Electro-Mechanical Model

The power system test-bed in Figie displays a 4-bus system consisting of three synchronous
generators (G1, G2, and G3), three transmission lines,tard toads. During normal operation,
G3 at bus 1 produced 95W. A 3-phase autotransformer wasdoldaus 1 to reduce the voltage
from 208V to 138V to accommodate the equipment’s voltagelirements. A 3-phase diode
bridge rectifier and capacitors were placed on the low sideefransformer to form a 160V DC
bus. The DC bus had 2 loads: an 11W fixed load and an Agilent®5@&8able electronic load
operating in constant resistance mode. Nominally, thameleic load’s resistance was set at 200
(120W). A 90W load and a generator (G2) operating at 120W wemnaected to bus 2. G3 at bus
3 normally produced 65W and there was no load at bus 3. Thesbe® connected in a loop with
inductive transmission lines. Each transmission line heehatance of j1.2241 In order to test
the load shedding action, the circuit breaker on generat@BG3) was opened, disconnecting

G3 from the system. The loss of G3 was enough to depress tte@sjrequency by at least 3Hz.
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Figure 5.2 Prototype of the power grid

5.2.2 The Smart Grid Prototype

Figure5.3provides details of the smart grid prototype. Resourcesigiged into two groups: re-
sources of K-State and resources of GENI. At K-State, arogrtal digital converter converts the
analog voltage to its digital equivalent. This digital sagjis transmitted to a micro-controller that
counts the width of each pulse to provide an estimation gbetsod. The period is then serially
transmitted to ksuHost1. A generator agent (GA) at ksuHiatismits 1 period measurement, for
every 15 samples received from the micro-controller (iretgxtion traffic), through the network
to the Control Center agent (CCA) in GENI. Assuming the frequérasydeviated from the nomi-
nal value of 60Hz, the CCA transmits load shed measuremeng todld agent (LA) at ksuHost3.
The LA communicates to the Agilent 6063B variable load tigioa GPIB connection to adjust
the load accordingly such that a frequency of 60Hz is maiethi Additionally, a loop topology
exists in the GENI core for redundancy and dual-homing pseppand an OpenFlow controller
residing at the control center, provides the control plametrol for all OpenFlow switches in

GENI. ksuHost2 generates streams of background trafficettdist at the Control Center.
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Figure 5.3 Integration of the power grid and communication network tdizeea prototype of the
smart grid. 12 and NLR correspond to OpenFlow switches in tiseaiech backbones of Internet2
and National LambdaRail. HOUS, ATL, SUNN, SEAT, DEV, and CHI@spond to OpenFlow

switches in Houston TX, Atlanta GA, Sunnyvale CA, Seattle \eAyéd CO, and Chicago IL,
respectively.
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5.2.3 OpenFlow Architecture

Figure5.4illustrates the fundamental components of the OpenFlovhitecture: flow table, se-
cure channel, and OpenFlow protoc6b] 92, 66, 93]. As shown, the control and data planes are

decoupled, a fundamental feature of Software Defined Né&svor

OpenFlow Protocol

-

SSL
Controller

Figure 5.4 OpenFlow architecture

A high level description of the OpenFlow mechanisms is dedabelow B5]. Note that a
“flow” in OpenFlow is an abstract construct for a stream ofkeds with identical header fields.

For example, there could be a TCP or UDP flow of packets.

1. The OpenFlow (OF) controller uses the OF protocol to IhBtav space rules in the flow

table of the OF switch preemptively or at run time.

2. As flows arrive at the OF switch, they are checked againist afl flow space rules in the

flow tables.

3. If a packet from a stream does not match any rule in the fltwe tahe first packet of this
stream is encapsulated and transmitted to the OF contasler “packet-in” message for

further evaluation.
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4. After evaluation, the OF controller installs a new ruletfos type of packet. All subsequent

packets encounter similar actions without visiting the @Rtooller.

5.3 Experiments
5.3.1 Software Defined Networking-Traffic Engineering (SDN-TE)

Traffic engineering can be defined as steering traffic in untdkzed links. The MPLS solution
involves the three phases: 1) creating tunnels, 2) routaffid through these tunnels, and 3) using
tunnel features for management. Phase one includes tgpdisgovery using Interior Gateway
Protocols (IGPs) such as Open Shortest Path First (OSP#R)cakulation using protocols such
as Constrained Shortest Path First (CSPF), and label distribusing protocols like Resource
Reservation Protocol (RSVP). Phase two includes mechanisnstédtic routing, Policy Based
Routing (PBR), and auto-route. Finally, phase three includatifes such as auto-bandwidth and
fast reroute for tunnel management. Our SDN-TE solution bks the three similar phases of
1) creating flows, 2) forward traffic through flows, and 3) gsftow features for management.
For phase one, we utilize the Link Layer Discovery Protod¢dl¥P) as the foundation of the
discovery OF application (to discover the topology). Thpplecation is integrated into our Core
OF application that maintains a module which reads the flogcdgtion from an external file.

Flows are described in a tuple that contains the followingseslements:
1. Source datapath/switch identification (dpid: in decijmal
2. Destination dpid (in decimal)
3. Flow priority: an integer ranging from 0-7 where O représdhe most important flow
4. Reserved bandwidth: an integer representing the allddatedwidth in Mbps
5. *Yes” or “no”: whether sub-pools will be implemented

6. Traffic type: such as User Datagram Protocol (UDP) or Trassion Control Protocol

(TCP)
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7. “Yes” or “no” (whether auto-bandwidth is enabled)

CSPF is also used for path calculation and, finally, OpenFothhé protocol used to install
flows. For phase two, our auto-routing module forwards tdfirough flows, and phase three
utilizes traffic engineering features similar to that of MRLTo obtain the actual throughput mea-
surements from the dpids, we integrated the default Opan®onitoring” application with our
Core OF application and utilized the switch statistics aggtion programming interface (API).

Prior to deploying the Demand Response (DR) application, weotstrate the traffic en-
gineering features of our OF controller on GENI. In Figir&, the top graph captures traffic
through the backup path and the bottom captures traffic ¢irdlie primary path of Figurg.3.
The auto-route module initially installs four flows of UDRaffic with the respective port num-
bers 6000-6003. Load balancing is disabled and all flows @wged through the shortest path.
Auto-bandwidth is enabled for flow 6003. The global reseledandwidth for each link is set to
450Mbps and reserved bandwidth for flows 6000-6002 is 11G\issulting in a total reserved
bandwidth of 330Mbps. Using a shell script, the 6003 flow g@émented at pre-defined intervals.
As shown in the bottom graph, the auto-bandwidth mechangflacts the actual throughput of
flow 6003. When the total capacity exceeds the global reskerial bandwidth (450Mbps), the

preemption mechanism is activated and flow 6003 is rerotmedigh the long path.
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Figure 5.5 OpenFlow traffic engineering services on GENI

5.3.2 Demand Response

The following experiments considers a DR smart grid appbcawhich utilizes load shedding
to regulate the power grid’s frequency. More specificallystomers provide consent to utility
companies seeking to regulate the on/off period of eleefpliances to reduce the load during
peak periods of demand. In exchange, customers receigefhanefits such as a lower rate for
electricity. What has this achieved? During peak periodsallgs between the hours of 5pm to
7pm, residents return home from work and school, and airitonthg units, washers, dryers, and
stoves are turned on. It is during this critical period ofréasing load that utility companies have
to choose to do nothing and risk cascading failures, “firebgekup generators, which could cost
thousands of dollars and will be turned off at the end of the-heur period, or seek alternative
means to reduce the peak demand. Therefore, demand respansempromise that reduces the
demand and results in financial rewards for both the utilitgt the customer. However, demand
response is as efficient and reliable as the supporting meiwibastructure.

For all experiments, the objective is to maintain the nofireuency of 60Hz. We consider

three synchronous generators providing electricity todfiaad variable loads where the variable
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loads represent appliances such as air conditioning umatisdan be toggled off and on. The
Generator Agent (GA) at ksuHost1 transmits the period nreasent corresponding to the analog
frequency of the generators to the Control Center Agent (CCAg. CBA then executes Algo-

rithm 4 as part of the load shedding control logic and transmits kel measurements to the

Load Agent (LA):

Algorithm 4 Control Logic for Load Shedding
fnom :=Nominal frequency of 60Hz
faet :=Actual frequency from load agent
faew :=The deviation of the actual frequency from the nominal fiesry
finres :=The frequency threshold was set to 0.1
K, :=The gain for the control system which was 5
R; :=Initial resistance of 200}
R, :=Resistance scaling factor
R, :=New resistance
for (;;) do
Convert period (in seconds) from GA to frequency (in Hz)
fdev = fnom - fact
if (fdev > fthres or fdev < _fthres)
Rsf = fdeva
Roew = Rsf + R;
TransmitR,,.,, to the LA at ksuHost3
Ri - Rnew
end if
end for

To trigger a deviation from the nominal frequency, we fail. @3 the frequency deviates from
the nominal value of 60Hz, the CCA utilizes the logic in Alghnt 4 to transmit load adjustment
measurements to the LA. The LA in turn adjusts the variabéel laccordingly to achieve the

nominal frequency. We conduct this experiment under tHeviahg conditions:

1. With the CCA at KSU in order to obtain the benchmark frequamesponse and load shed-
ding profile

2. During a failure on the primary path where fail-over maubms are implemented to reroute

traffic onto the backup path
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3. Injecting streams of traffic to congest the network

4. Streams of traffic are load balanced through the network

For all experiments, we compare the frequency responseoaadshed profile to that of the
benchmark case where the CCA was deployed at KSU. Initiallicamelucted the DR experiment
without load control and observed that all generators duiglent outside their operating limits
within 5s. The following subsections present details of titnee experiments and the results

obtained.

5.3.3 Experiment 1. Automatic Fail-over

To demonstrate the automatic fail-over mechanism, it wasseary to create a logical link failure
on the primary path. To accomplish this task, we modified ieeayery module of the Network
Operating System (NOX) package that utilizes the Link Lapecovery Protocol to establish
the network topology. Algorithnd realizes a link failure for a given source-destination pudir
adjacent OpenFlow switches:

For this experiment, we only considered protection traffithie network (i.e. traffic between
agents). At approximately 27s into the experiment, we dia@3 and, as shown in Figuke6, the
frequency began to deviate from the nominal value. Appraxaty 29s, we also failed a link on
the primary path. Figuré&.7 captures the throughput in the backbone network for thetidura
of the experiment. In particular, the automatic fail-ovezahanism was able to reroute all traffic
in less than 20s, considering a bi-directional distancéofisands of miles. Given a Round Trip
Time (RTT) of 200ms (as opposed to .09ms for the benchmai cegyures.8shows an increase
of 202 of load shedding.
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Algorithm 5 Link Failure Algorithm
A, ; :=The adjacency structure that contains all source-de&imét j) dpids (i.e. OpenFlow
datapaths/Switches) and the time of discovery
ty :==The time to fail a link
t. :=The current time
t; :=The time set to delete a link from,;
src :=The source dpid that connects the link to be removed
dst :=The destination dpid that connects the link to be removed
for (;;) do
Update the topology using LLDP
if i € Ajj == srcandj € A;; == dst andt, > t;
Do not update the time for link, . 45
else
Update adjacent dpids in thg;
end if
if tAz:j > 1
Link (i, j) has timed out
Deletei, j from A, ;
end if
end for

g T T T T

—&— benchmark
=¥ failover

Frequency Deviation (Hz)

20 25 30 3 40 15
Time (s)

Figure 5.6. Comparison of the frequency response for a failure at G3 aswomatic fail-over
mechanism reroutes traffic through the backup path to theheark experiment where CCA
resided at KSU
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Figure 5.8 Comparison of the the load shed profile as an automatic fagkavechanism reroutes
traffic from the primary to the backup path

5.3.4 Experiment 2: Congestion

In this experiment, we investigated the impact of congestiofrequency response and load shed-
ding profile. In particular, we used the queuing mechanisihefOpenFlow switch in KSU to
transmit 5 TCP streams of 190Mbps and 1 TCP stream of 50Mbpsthgtiobjective of incre-
mentally “filling the pipe” with 1Gbps (which is the capaciby the GENI backbone network) of
“background” traffic. Figuré.9demonstrates the “max rate” queuing feature of the Pron®@ 32

OpenFlow switch at KSU. Two 900Mbps streams originate fr@ra source hosts, destined to
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a single destination host. Within the first 6s to 14s, the estign control mechanisms of TCP
result in a throughput of approximately 50Mbps, as comptrélde 900Mbps throughput realized
by the User Datagram Protocol (UDP). At 15s, queues of 50GMp installed and, as shown,
both TCP and UDP streams attain a throughput of 500Mbps. AttB8sjueues are removed and

original behavior resumes.

1000

—d—TCP

Throughput (Mbps)

0 . . s . . ‘
10 15 20 25 0 35 40 15
Time (8)

Figure 5.9 Max rate feature for queues on the Pronto 3290 OpenFlow switch

In this experiment, the streams originating from ksuHos&destined for the host at the Con-
trol Center. Figuré.10shows a cross section of the rate at which packets are triiadrby the
GA and received by the CCA. The “generator” stream represeatsgiion traffic transmitted by
the GA and = streams” represent the number of streamshat existed through the backbone
network on the primary path. As shown, though the numbereasts increase, arrival rate at the
CCA remains fairly constant (1 packet every second) with ahtlitplay between the transmis-
sion and arrival of packets. This is expected as the RTT was38h the primary path. Initially,
protection packets were transmitted every 200ms; howdwegenerators quickly surpassed their
operating limits since the rate at which the frequency messare updated at the CCA far ex-
ceeded the rate at which load shed commands were executéeé bgriable load. This was not
expected, as the RTT was 98ms. However, considerable dekstson the path from the LA

through the GPIB connection to the variable load. Perhapsre wifficient variable load would
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resolve this issue.
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Figure 5.10 Rate at which packets are received at the Control Center fronGthe

From Figure5.11], it appears that throughput times overlap for the varioresasts. However,
Experiment 2 consists of four individual trials and the eliéint throughput values have been ag-
gregated into one plot where the start time of Os signifiegrtti@l injection of a given number
of streams into the network. Specifically, for each trial, tnensmittedr stream/s through the

network, failed G3 and recorded the frequency responseacaatidhed profile for this trial.
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Figure 5.11 Throughput in the primary path as streams are incrementadlyersing the network

From Figure5.12 the settling time (i.e. the difference between the timesne frequency
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deviates and when the frequency returns to the nominal y&dwell streams is approximately
10s. More importantly, though the frequency returns to thminal value at 8s for the benchmark
experiment, the settling time was 20s. This can be attribtdehe high gain used to compensate
for delays between transmission of a protection packet trenGA to the CCA, and the execution
of a load shed command from the CCA to the LA. This high gain sutistlly increases the step
size of the resistance measures transmitted to the load.hésnsfrom the benchmark plot, a
high gain and small delay results in an “overshoot” of thealdesistance value necessary for
the frequency to return to the nominal value. A smaller ganuld result in a graceful return of
the frequency to the nominal value for the benchmark frequeRowever, this low gain would

increase the settling time for experiments with high latesibetween GA, CCA, and LA.

—¥—§ streams ||
——&— 4 stream
—8—1stream ||
—#— benchmark

Frequency Deviation (Hz)

45 50 55 60 E5 70
Time (s)

Figure 5.12 Comparison of the frequency responses for each trial wheteeam/s traversed the
network in addition to protection traffic from LA

Figure5.13shows a range of 80 ohms for all streams. This can be attdhotéhe absence
of queuing mechanisms on the return path from the CCA to the hAgddition to inaccuracies in

the initial configuration of the power system.
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Figure 5.13 Rate at which packets are received at the Control Center fromp#he

5.3.5 Experiment 3: Load Balancing

For this experiment, we first load balanced three streamé@primary path and three streams
on the backup path, and then executed the failure of G3. Wedbmpared the result to a second
experiment where we injected all six streams in the primaith and created a separate queue of
10Mbps for the protection traffic. Figutel4displays the throughput in both paths as streams are
load balanced. As expected, the streams through the baekipgalized an individual throughput

of approximately 80Mbps (as opposed to about 200Mbps in timegpy path) due to the 200ms
latency. This is a direct result of the flow control and cornigesmechanisms inherent within the

TCP (Transmission Control Protocol) Iperf streams where latencies exist.
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Figure 5.14 Throughput on both paths as streams are load balanced indbkldone core network

From Figure$.15and5.16 the results from both QoS and load balancing were similérab
of the benchmark case. In particular, the QoS experimenmtslacgraceful return to the nominal
frequency. From the load balancing result, the frequensyarse and load shed profile is similar
to that of the benchmark case where the resistance necessalgw the frequency to return to
the nominal value is exceeded. This may be attributed toeheence in which protection and
background packets are transmitted through both pathslditian to the sequence in which they

arrive at the Control Center.
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Figure 5.15 Comparison of frequency response for the QoS, load balanantybenchmark
experiments
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Figure 5.16 Comparison of the load shed profile for the QoS, load balanang benchmark
experiment

5.3.6 Fast Reroute (SDN-TE Protection)

We create a separate section for this experiment as thetesied was located in the Smart-Grid
lab at K-State. Here we compare the Fast Reroute (FRR) mechaisfPLS to OpenFlow
using hybrid routers that support both protocols. Figwds and5.18 illustrate the network
configuration for MPLS and OpenFlow, respectively. In martar, the source host (Src) transmits
traffic to the destination host (Dst). The primary traffic tegiare maintained by Swi, Sw2, and
Sw4 and the backup routes by Swl, Sw3, and Sw4. We insert diGEernet (GbE) switch
for the purpose of ensuring fairness in our comparison sh@ahthe routers are not aware of any
physical disconnections (which is usually the case in vaald scenarios where network media
is cut). Therefore, to execute a link failure, we disconriketlink from the GbE switch adjacent

to Swl.
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Figure 5.17 MPLS network configuration
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Figure 5.18 OpenFlow network configuration
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During our initial tests with the MPLS FRR mechanism, we obsdrthat when we recon-
nected the link after a link failure, the primary LSP ence@uad issues while being reconstructed.
For this reason, we used the hot-standby mode of MPLS as egposhe FRR mode. It is worth
mentioning that for our experiments, the operation of botdes are identical. In particular, in
FRR mode, RSVP is used to establish multiple paths for LSPshencesources for the primary
as well as the secondary path are allocated. Furthermore heaRRreemption capabilities which
allow an alternate path to be utilized if one exists that iseraitractive than those previously allo-
cated. With hot-standby, resources for both primary andrsgary LSPs are allocated. However,
the allocation is manual. Unlike the flexibility of FRR, evemtigh more attractive paths exist,
you are restricted to the defined paths.

For our first experiment, we generate Internet Control Mesgagtocol (ICMP) pings from
Src to Dst. For both protocols, we first begin by transmitfiiggs at 1ms intervals, then fail the
link between Swl and Sw2. We then repeat this experimenirgstand record the maximum
number of packets dropped. This reflects a worse-case $zendfe then increment the ping
interval to 5ms and repeat the same procedure up to a 50msnpengal. Figures.19shows that

our OpenFlow implementation drops less packets than its #&dunterpart.
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Figure 5.19 Comparison of OpenFlow and MPLS FRR mechanisms as ICMP pirigetsaare
transmitted

For our final experiment, we use the Iperf tool to generate T&ffld from Src to Dst. While
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traffic is being generated, we execute a link failure andwapthe drop in throughput. As shown
in Figure5.2Q the drop in throughput for the OpenFlow implementatioresslthat that of the
MPLS equivalent.
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Figure 5.20 Comparison of OpenFlow and MPLS FRR mechanisms as Iperf TCketsaare
transmitted

5.4 Discussion

This project is a first-cut exploration into the current daipties of hardware that supports the
OpenFlow technology for smart grid operations. In pariculve investigated whether OpenFlow
could provide an automatic fail-over mechanism and traffigieeering services such as auto-
route, auto-bandwidth, and fast reroute, using a contrdiéeeloped within a two-week period.
Other traffic tunneling mechanisms were implemented in timellative environment of mininet.
However, during the actual deployment process we learradtite HP, NEC, and Pronto switches
within GENI do not support a unified set of actions at all |sy@rthe hardware path, thus hinder-
ing any attempt to rewrite a packet for tunneling purposesthiermore, an attempt to utilize the
exploratory pool of the 6-bit Differentiated Service CoderP9DSCP) field for tagging packets
proved unsuccessful, as these values were translated ieteelaof service in the network and
generally resulted in increased RTTs of up to 1s.

For all GENI experiments, we used OpenFlow to create queuesdlitraffic streams on egress
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at KSU. Since the initial aggregated throughput on both anjmand backup paths was approxi-
mately 10Kbps, we determined that the sequencing of paekéi® queues would be unchanged
as they traversed the backbone network. For this reasomaadidition to the flow control and
congestion control mechanisms of TCP, all frequency resppnsfiles were identical when all
streams traversed the primary path. However, no queuescresaited for traffic from the CCA to
the LA. This contributed to variations in load shed profilesdifferent experiments. Assuming a
high volume of traffic on the backbone GENI network, it woulgrecessary to implement queues
on other switches on the path to provide similar results.

From a power grid perspective, Control Centers and substatom generally in proximity
to each other (as opposed to spanning multiple states vilikikJS, as was done in this project).
Furthermore, specialized mechanisms are incorporatedutistations to provide a more accurate
reading of the generator frequencies. For this reasongadrecy deviation greater than 0.5 would
cause generators to go offlingg. The mechanisms used in this project consisted of offstnelf
and in-lab components. Therefore, this work was a “proetaricept” that current hardware can

be used to implement the afore mentioned features.

5.5 Summary

Previous research shows that current software switchesecared to provide MPLS features us-
ing an OpenFlow control plane. To date, the available hare\slaes not readily support MPLS.
However, can we use OpenFlow with the commercially-avéaldiardware in GENI to provide
MPLS-like features? Given a short period of two weeks andithigations of the current hard-
ware, we implemented and deployed an OpenFlow controlkgr ghovided automatic fail-over
mechanisms and traffic engineering services. These semwiere used to support real traffic from
cyber physical systems in a smart grid Demand Response mgdrthat utilizes load shedding
to regulate frequency. Finally, we constructed a test inki&tate Smart-Grid lab to compare
the fast reroute mechanism of MPLS to that of our OpenFlowiegion. For the given network

scale, the results demonstrate that OpenFlow can have artpghformance level than MPLS.
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This work demonstrates the flexibility and speedy impleragom and deployment of a real-
world solution under real-world network conditions. Witha short period of time, we were able
to run complex experiments that span resources in multjjaéa locations from Kansas to Texas
to locations on the West Coast such as California and Washngtal Boston on the East Coast.
It goes without saying that deploying an experiment of suelgmitude on GENI is rather complex
and requires a learning curve of the various tools and mesmmsravailable. Furthermore, there
exists a lag in the current capabilities of the hardware wdwmpared to the capabilities defined
in the OpenFlow specification.

Chapter6 concludes the dissertation by discussing the applicgflid benefits of this work

in evaluating software defined networks for communicatioeh @ontrol of cyber physical systems.
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Chapter 6

Conclusions and Future Research

6.0.1 Review

This dissertation evaluates software defined networkingdonmunication and control of cyber
physical systems where the system under consideratioe siart grid. Before evaluating SDN
for the smart grid, we first highlight the importance of desng a robust physical infrastructure
as this sets the foundation for obtaining an even highet tdygerformance when combined with
software mechanisms.

To date, robustness in complex networks is an ongoing relsedfort. Among other topo-
logical measures, we use algebraic connectivity from spkegtaph theory as our measure of
robustness; the larger the algebraic connectivity, theemobust the network. Since we know
where to add a link to maximally increase algebraic conmggtiwve extend this idea to answer
the question of “Where should an edge be rewired to incregsbedic connectivity the most?”
From a panoramic perspective, if we can show that rewiringsliyields the same robustness as
adding links, one would opt for a rewiring solution since st to constantly add links can be-
come prohibitive. From our analytical results, we concltit® the greatest increase in algebraic
connectivity tends to occur when we disconnect a link betwiae® strongly connected vertices
and attach a link between two weakly connected vertices.alidate these results, we apply the
rewiring strategy on three classes of networks.

From our simulations, we initially compare graphs from theee classes of networks to de-

termine the class that has the highest increase in algetwaitectivity. Our results reveal that
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graphs from Gilbert’s model (Gi) tend to have the lowestahivalue for algebraic connectivity
in addition to the highest increase in algebraic conndgtafier rewiring. For all classes, we then
compared the increase in algebraic connectivity achieya@wiring as opposed to adding links.
When we rewired or added links in excesss6§ of the total set of links, the value of algebraic
connectivity for adding links increased monotonically avak greater than the value for rewiring.
However, the number of links rewired or added in the reallevoetworks is relatively small due to
a high cost factor. In such cases, the increase in algelwaitectivity is similar for both rewiring
and adding links. Therefore, one can conclude that a soldtiat rewires edges is as robust as a
solution where edges are added. Finally, unlike the monoionrease in algebraic connectivity
observed when links are added, there exists a rewiringtibtésvhich, once surpassed, algebraic
connectivity remains constant.

At this point, we have developed methods that maximallygase the algebraic connectivity of
a network and hence, increase its robustness. However s\ impact of increasing algebraic
connectivity in real-world networks? What is the impact whes increase the robustness of a
network? In response to these questions, we created a caation network identical to a
power grid network. We then rewired and added links to thigioal network to create alternate
variations that improve on the algebraic connectivity af tiriginal. Finally, we created two
scenarios where we first evaluated the topological impaataneasing algebraic connectivity for
each network. For the second scenario, we inserted eacbnkatwa hybrid simulator to evaluate
the impact to traffic characteristics as algebraic conmiégis increased.

From our topological results, we deduce that adding/regitinks creates a more homoge-
neous network with regards to the node degree distribu@um. hybrid simulations revealed an
increase in network performance. In particular, increggigebraic connectivity generally re-
duced PLR, RTT, and increased the throughput of a networks ihimplies that a network that
may be ideal for the power grid, may not necessarily be idaatife communication network.
Furthermore, there were instances where rewiring a netwesulted in the same performance

values as adding links. For utility companies at the destggsp of deploying a communication
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infrastructure, rewiring a network to increase algebraionectivity may be more cost-effective
than adding links.

At this point, we delved into evaluating SDN for communioatiand control of smart grids.
To this end, we were concerned with comparing the “statéefart” networking technology,
MPLS, to OpenFlow. As we mention in the future work, it will b@eresting to build on the
previous work of increasing algebraic connectivity to ead¢ the performance increase in both
power system and communication network.

This work is the initial step towards demonstrating thatraxpensive SDN OpenFlow tech-
nology can perform as well as MPLS for transmission openatia the smart grid. Specifically,
we integrate an AC power systems simulator with a commuimicatetwork simulator to realize
the functionalities of the smart grid. We first compared teefgrmance of the two networking
technologies by considering measures such as PLR, RTT, engythput. Secondly, we compared
the performance on the power system as each technology wasyesd by evaluating voltage and
frequency profiles. The results indicate that configurireg@penFlow network similar to that of
an MPLS network provides similar performance levels to MPTis configuration includes the
preemtive installation of flows such that the timeout paramef OpenFlow exceeds the comple-
tion of transmissions.

We have demonstrated via simulation that OpenFlow can parés well as MPLS for smart
grid transmission operations. Furthermore, researclaas hsed software switches to show that
OpenFlow can provide similar features to MPLS. To date, ttadl@ble hardware does not readily
support MPLS. For this reason, this work demonstrates hewl#xibility and programmability
of OpenFlow can be used in commercially-available hardwar@ENI to provide MPLS-like
features. In particular, we created a prototype of the sgrattusing power system components at
K-State and communication networking components of GEMiilar to the functionality of the
hybrid simulator previously introduced. We implemented aeployed an OpenFlow controller
that provided traffic engineering services identical ta ¢idMPLS but using the OpenFlow control

plane. This work demonstrates the flexibility and speedylemgntation and deployment of a
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real-world solution under real-world network conditioithin a short period of time, we were
able to run complex experiments that span resources inpteuipatial locations. Furthermore,

we were able to compare the fast reroute capabilities of MiBLtBat of OpenFlow.

6.0.2 Future Work

From the topological component of this dissertation, it Wé interesting to consider the impact
to a network’s characteristics when algebraic connegtigimaximally increased. Such networks
can include complex networks such as communication, ponigérand transportation networks. It
would also be interesting to consider rewiring edges to maky increase other spectral measures
such the spectral radius of a network. Finally, the “greealgbrithm employed in this chapter
will not necessarily result in the optimal increase in algébconnectivity. As a result, it would
be interesting to explore various strategies to optimigeladaic connectivity when multiple links
are rewired.

To evaluate the impact of increasing algebraic connegtivitreal-world networks, all links
were given a uniform weight of 1. The future work includese&eping a mathematical variant of
algebraic connectivity that considers both topology aaffit.

To compare the performance of MPLS and OpenFlow, we creategbad simulator that
integrated the continuous-time behavior of the power systéth the discrete-event behavior of
the communication network. Both protection and backgrouaffi¢ were transmitted between
the control center and substations as the performance bfthetcommunication network and
power system were evaluated. Future work should quantéyptiotection traffic arriving at the
Control Center and investigate protection schemes in both $/&hd OpenFlow. Furthermore,
experiments should be developed using realistic smarttgific profiles for the communication
network and deploying OpenFlow in real-scale, real-tinteJ an a real-world testbed, such as
GENI, that conforms to and exceeds the current QoS and $gestandards established by entities
such as NERC.

For our smart grid prototype, we utilized power system congmis at K-State and commu-
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nication network components of GENI to evaluate SDN for camization and control of trans-
mission operations. The current hardware limited the deaity of defining flows such that flows
were defined using headers of Layer 2 to Layer 4. As this olsWodoes not scale, it would be
interesting to run similar experiments such that flows aréeagble as that provided in the Open-
Flow specification. In addition, as the GENI testbed expaitdgould be interesting to evaluate
the increase in performance of both the communication né&taod the power system as alge-
braic connectivity is maximized. From the power systemisdm, it will be of interest to consider
an algorithm that dynamically selects an optimal gain mesagiven a latency measure between
the generator agent (GA), control center agent (CCA), and &mpoht (LA). Finally, since fast
reroute is crucial to any cyber physical system, it wouldriieriesting to directly compare MPLS

to OpenFlow on GENI.
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