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Abstract

In the last few decades, we have witnessed many natural disasters that have shaken the

nations across the world. Millions of people have lost their lives, cities have been destroyed,

people have gone homeless, injured and their lives have been affected. Sometimes hours or

even days after a disaster, people are still stuck in the disaster sites, powerless, homeless

and without food, as the rescue teams do not always get information about people in need

in a timely manner. Whenever there is a natural disaster like a hurricane or an earthquake,

people start tweeting about it. Most of the tweets are posted by users who are in the disaster

sites, and may contain information about victims of the disaster: where they are and what

the problem is, in what areas the rescue teams should work or focus on, or if someone needs

special help. Such information can be very useful for the response teams, which can leverage

this information in the recovery or rescue process. However, rescue team are faced with an

information overload problem, due to the large number of tweets they need to sift through.

To help with this issue, computational approaches can be used to analyze and prioritize

information that may be useful to the rescue teams.

In this project, we have crawled tweets related to natural disasters, and extracted useful

information in CSV files. Then, we have designed and developed a database to store the

tweets. The design of the database is such that it will help us to query and gain information

about a natural disaster. We have also performed some statistical analysis, such as deriving

word clouds of the tweets posted during natural disasters. The analysis shows the areas where

the users who post tweet about disaster are highly concerned. The word cloud analysis can

help in comparing multiple natural disasters to understand patterns that are common or

specific to disasters in terms of how Twitter users talk about them.
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Chapter 1

Introduction

In the last few decades, we have witnessed many natural disasters that have shaken the

nations across the world. (Zarin, 2017) Cities have been ruined, lost family members, homes

destroyed, injuries abound, and lives changed forever.

There have been complaints that the rescue teams are not always able to reach out to the

victims. Sometimes the rescue teams do not get information about people on time. This is

mainly due to the lack of information on the disaster sites. Consequently, hours or even days

after a disaster, people are still stuck in the disaster sites, powerless, homeless, agonized and

without food.

Ironically, in this digital age, social media platforms may be the first to receive live,

relevant information. Whenever, there is a natural disaster like a hurricane or an earthquake,

people start tweeting about it. Most of the tweets are posted by the users who are in

the disaster sites. We can gain valuable information from these tweets. (Dennis, 2016)

Oftentimes, the users post about the victims: where they are, what the problem is, in what

areas the rescue team should work or focus on, or if someone needs special help or any other

information. This information can act as a good source for the rescue teams to focus on, and

they can leverage this information in the recovery or rescue process. Unfortunately, rescue

teams can also face an information overload problem. To effectively utilize social media

information, they would need to sift through an unimaginable number of tweets. To help
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with this issue, computational approaches can be used to analyze and prioritize information

that may be useful to the rescue teams.

In this project, we have crawled tweets related to natural disasters and extracted useful

information in CSV files. Then, we have designed and developed a database which will

house the tweets. The design of the database is such that it will help us to query and

gain information about a natural disaster. We have also performed some statistical analysis.

Namely, we have derived word clouds of the tweet from natural disasters. The analysis shows

the areas where the users who post tweets about disasters are highly concerned. The word

cloud analysis can help in comparing multiple natural disasters to understand patterns that

are common or specific to disasters.

This project is just a basic implementation of a database for storing and analysis tweets

useful to disaster management teams. Plenty of features can be added, which will not only

help to gain valuable information, but also forms the basis of subsequent statistical and

machine learning analyses. Analyzing disaster data will help to inform modern techniques

in disaster management, build software and machines which aid in prediction, management,

and recovery of disaster sites, as well as provide rapid aid to victims. Not only that, but it

may also help to launch automated recovery in disaster areas using modern equipment and

thus reach out to victims faster than ever. At the end of the day, it is all about minimizing

damage and saving precious lives.

2



Chapter 2

Disaster Tweet Data

2.1 What Was Crawled?

Tweet crawling is the process of retrieving tweets and related information, posted by users,

from the distributed Twitter servers across the world. Millions of tweets were crawled at

Kansas State University during the time when the following natural disasters occurred: Hur-

ricane Harvey, Hurricane Irma, Hurricane Maria, Mexico Earthquake, California Wildfire.

The tweets were accumulated and stored in JSON files.

2.2 Keywords Used in Crawling

The words which are used to search for tweets of interest are called keywords. They form

the basis for web crawling. If a tweet contains a specified keyword, it is shortlisted. Some

examples of keywords which have been used in crawling the data which forms the basis of

this project include: “Hurricane Harvey”, “Hurricane Irma”, “California Wildfires”, “Mexico

Earthquake”, etc. Figure 2.1 shows an example of a tweet posted during Hurricane Harvey.

3



Figure 2.1: Tweet posted by the user NHC Atlantic OPS during Hurricane Harvey
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2.3 Preprocessing of Data

2.3.1 Information Extraction from JSON files

The crawled data containing the tweets and relevant information was stored in JSON files.

A JSON file contains many data fields. Only the fields which are important for subsequent

intended analyses were extracted into specific columns. The data with the extracted columns

was saved in CSV files, which will facilitate in loading the data into a database. The CSV files

which were extracted from the JSON files mostly contains information about original tweets

and retweets, and their corresponding users, time, location, media information, hashtags, etc.

Figure 2.2 shows a fragment of a tweet’s information stored in the JSON file, specifically

information related to the tweet’s user. Figure 2.3 shows a fragment of a CSV file, which

contains useful information about tweets organized by columns.

5



Figure 2.2: Example 1 of tweet information stored in a JSON File

6



Figure 2.3: Example 2 of tweet information stored in CSV File

2.3.2 Information Filtering

The tweets crawled are multilingual. The majority of the tweets crawled are in English (given

that the events crawled happened mostly in the US, and the keywords were in English), but

some users posted tweets in other languages, with Spanish being the next frequent language

after English. However, given the intended use of the database, in this project, we have only

concentrated on tweets that are in English. So, we filtered the English tweets out of the

original CSV files, and stored them in separate English CSV files.

2.3.3 Relevant Tweet Classification

Narrowing down and shortlisting the tweets which are directly related to an event can be

challenging. We used a machine learning tool developed by Li et al. (2017) to discriminate

between the tweets related to disasters and the tweets which are not related to the disasters

of interest.

2.3.4 Data Storage

Finally, the English tweets that are relevant to the disasters of interest were stored in a

database, as described in the next chapter.
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Chapter 3

Database Description

3.1 Tables and Attributes

In this section, we describe the various tables in the database and their columns.

1. TUser: This table keeps information about all the users who are tweeting.

• user id : This attribute holds the unique id of each user in the crawled Twitter

data.

• name: This column contains the name of the user who has tweeted the tweet.

• screen name: (Primary Key) User screen name, the name which is displayed when

the user tweets.

• location: This column holds the user’s location.

• time zone: This column holds the timezone of the location from where the user

is tweeting.

• coordinates: User’s coordinates.

• p bounding box: The place from where the user is tweeting.

• p country code: The country code where the user belongs.

• p country: The country where the user belongs.

8



• p full name: The full name of the place where the user is at.

• p name: The short name of the place where the user is at.

2. OrgTweets: This table holds information regarding all the original tweets.

• ot id (Primray Key): This attribute holds the unique ids of the original tweets.

• tweet text: This column contains the tweet text.

• created at: This column contains the date and time the tweet was posted.

• lang: This column stores the language of the tweet.

• tweet link: This column gives the url of the tweet.

• screen name (Foreign Key): This column stores the unique user screen names of

the user who posted the tweet. It acts as the foreign key to table TUser.

• source filename: The JSON file name from which the tweet has been extracted.

• filtered: This column can take 2 values: 1 if the tweet is in English, 0 otherwise.

3. ReTweets: This table holds information regarding all the retweets.

• rt id (Primary Key): This column holds the unique ids of all the re-tweets.

• created at: This column contains date and time at which the tweet was posted.

• ot id (Foreign Key): This column holds the unique id of the original tweet which

the retweet refers to. It acts as a foreign key to table OrgTweets.

• screen name (Foreign Key): This column holds the unique screen name of the

user who posted the retweet. It acts as a foreign key connecting to the User table.

4. Hashtags: This table holds information regarding all the Hashtags used in the tweets.

• hashtag id (Primary Key): Unique id of all hashtags used in a tweet.

• word: This column holds the words of the hashtags.

• start ind: It holds the start index of the hashtags in a tweet.

9



• end ind: It holds the end index of the hashtag in a tweet.

• ot id (Foreign Key): Holds the unique id of the original tweet for which the

hashtag has been used.

5. Media: This table holds information regarding all the media used in the tweets.

• m id (Primary Key): Unique ids of all media used in a tweet.

• url: This column holds the web-address of all the media used in the tweet.

• type: This columns holds the type of media, e.g jpeg, video, etc.

• ot id (Foreign Key): This column holds the unique tweet ids of the tweets in

which the media has been used. It acts an as foreign key referring to OrgTweets.

3.2 Entity Relationship Diagram

The Entity-Relationship (E-R) diagram that visually describes the data modeled in stored

in the database is shown in Figure 3.1.

3.3 Relational Schema

The relational schema corresponding to the E-R Diagram is shown below.

1. TUser (user id, name, screen name, location, timezone, u lang, coordinates, p bounding box,

p country code, p country, p full name, p name)

• PK: screen name

• FK: NA

2. OrgTweets (ot id, tweet text, created at, lang, tweet link, user id,source filename,filtered)

• PK: ot id

• FK: OrgTweets.screen name references TUser.screen name

10



Figure 3.1: The ER Diagram of the Database

3. Retweets (rt id, created at, ot id, user id)

• PK: rt id

• FK: Retweets.screen name references TUser.screen name

• FK: Retweets.ot id references OrgTweets.ot id

4. Hashtags (hashtag id, word, start ind, end ind, ot id)

• PK: hashtag id

• FK: Hashtags.ot id references OrgTweets.ot id

5. Media (m id, url, type, ot id)

• PK: m id

• FK: Media.ot id references OrgTweet.ot id

11



Chapter 4

Database Statistics and Queries

4.1 The User Interface

4.1.1 Login

When the web application is run, the login form is displayed. Enter the credentials to login.

Figure 4.1: The Login Page
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4.1.2 The Query Page

On successful login, the query page opens as shown in Figure 4.2

Figure 4.2: The Query input page

4.2 Database Record Information

Table 4.1: Database Table Information

Sl No Table Name No. of Records
1 TUser 3,014,874
2 OrgTweets 2,071,834
3 Retweets 6,783,647
4 Hashtags 1,448,728
5 Media 2,840,885

4.3 Query Set 1

The users who have posted the largest number of tweets (count), in decreasing order of the

count:

Query: select TUser.screen name, TUser.name , count(*) from OrgTweets, TUser where

OrgTweets.screen name = TUser.screen name GROUP BY TUser.screen name, TUser.screen name

ORDER BY count DESC;

13



Description: From this query we get to see the users who have tweeted the most. The

results are grouped by the users who have tweeted the most in decreasing order.

4.4 Query Set 2

The number of tweets posted each day:

Query: select tweet day, count(*) from (select substring(created at from 5 for 6) tweet day

from orgtweets) as day of tweet group by tweet day;

Figure 4.3: Query results showing the number of tweets posted each day

14



Figure 4.4: Column chart of tweets posted each day

Description: From this query Q2, we get an idea of the number of tweets posted each

day in a certain time. The figure 4.3 shows the results. The column chart in figure 4.4 gives

a graphical representation of the data. The horizontal axis represents the dates on which

the tweets have been posted and the vertical axis represents the number of tweets posted.

15



4.5 Query Set 3

Tweets with the most number of retweets:

Query: select org.ot id,sum(case when ret.ot id is null then 0 else 1 end) retweet from

orgtweets org left join retweets ret on org.ot id=ret.ot id group by org.ot id order by retweet

desc;

Figure 4.5: Query results showing the tweets having the maximum number of retweets

Description: Figure 4.5 shows the output of the query. From this we get an idea of how

many times an original tweet has been re-tweeted.

16



4.6 Query Set 4

Hashtags which have been used the most in the Tweets.

Query: select word, count(*) c from hashtags group by word order by c desc ;

Figure 4.6: Query results showing the tweets with the highest number of retweets

Description: Figure 4.6 shows the output of the query. From this we get an idea of how

many times a particular hashtag has been used in all the tweets.

17



4.7 Query Set 5

Queries to determine the number of tweets in the database of each disaster type.

1. SELECT count(*) FROM OrgTweets WHERE source filename like %́earthquake%´

order by count desc;

2. SELECT count(*) FROM OrgTweets WHERE source filename like %́irma%´

order by count desc;

3. SELECT count(*) FROM OrgTweets WHERE source filename like %́Harvey%´

order by count desc;

4. SELECT count(*) FROM OrgTweets WHERE source filename like %́maria%´

order by count desc;

Table 4.2: Tweet Count Based on Disasters

Sl No Disaster Name Number of Tweets
1 Maria 3,014,874
2 Irma 276,575
3 Harvey 27,983
4 Mexico Earthquake 462,865

18



4.8 Query Set 6

Queries to determine the number of tweets posted each day related to a natural disaster.

1. Hurricane Maria: select tweet day, count(*) from (select substring(created at from

5 for 6) tweet day from (SELECT * FROM OrgTweets WHERE source filename SIM-

ILAR TO %́maria%)́ as a) as day of tweet group by tweet day order by tweet day

ASC;

Figure 4.7: Query results showing the number of tweets posted each day related to Maria

Figure 4.8: Column chart showing the number of tweets posted each day related to Maria
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2. Mexico Earthquake: select tweet day, count(*) from (select substring(created at

from 5 for 6) tweet day from (SELECT * FROM OrgTweets WHERE source filename

SIMILAR TO %́earthquake%—%mexico%)́ as a) as day of tweet group by tweet day

order by tweet day ASC;

Figure 4.9: Query results showing the number of tweets posted each day related to Mexico
Earthquake

3. Hurricane Irma: select tweet day, count(*) from (select substring(created at from 5

for 6) tweet day from (SELECT * FROM OrgTweets WHERE source filename SIMI-

LAR TO %́irma%)́ as a) as day of tweet group by tweet day order by tweet day ASC;

4. Hurricane Harvey: select tweet day, count(*) from (select substring(created at from

5 for 6) tweet day from (SELECT * FROM OrgTweets WHERE source filename SIM-

ILAR TO %́Harvey%)́ as a) as day of tweet group by tweet day order by tweet day

ASC;

20



Figure 4.10: Column chart showing the number of tweets posted each day related to Mexico
Earthquake

Figure 4.11: Query Results: Showing Number of tweets posted each day related to Irma

4.9 Query Set 7

Queries to determine the number of video and pictures in the original tweets.
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Figure 4.12: Column chart showing the number of tweets posted each day related to Irma

Figure 4.13: Number of tweets posted each day related to Harvey

Number Picture Links in original tweets:

• SELECT count(*) Number of Pictures FROM Media WHERE type SIMILAR TO

%́photo%;́

• SELECT count(*) Number of Videos FROM Media WHERE type SIMILAR TO %́video%;́

22



Figure 4.14: Bar Graph showing number of tweets posted each day related to Harvey

Figure 4.15: Number of picture links

Figure 4.16: Number of video links
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Chapter 5

Word Cloud Analysis

5.1 What are Word Clouds?

Word clouds or tag clouds are graphical representations of word frequencies that give greater

prominence to words that appear more frequently in a source text. The larger the word in the

visual cloud, the more common the word was in the document(s). This type of visualization

can assist evaluators with exploratory textual analysis by identifying words that frequently

appear in a set of interviews, documents, or other text. It can also be used for communicating

the most salient points or themes in the reporting stage (BetterEvaluation, 2015). The

following figures show word clouds for the disasters in our dataset.
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5.1.1 Word Cloud: Hurricane Maria

Figure 5.1: Word Cloud: Hurricane Maria

Description: As mentioned earlier in Section 5.1, more a specific word appears in a

source of textual data, the bigger and bolder it appears in the word cloud. In the Figure

5.1, we can see the word ’puerto’ is the biggest, that means it appeared the maximum

number of times followed by the word, ’rico’. Then the other words such as, ’imagine’,

’amp’, ’power’, ’better’, ’president’, ’get’, ’category’, ’flooded’, ’better’ and few more which

are comparatively smaller in size. We can conclude that they have appeared a considerable

number of times which emphasizes on the fact that the users are also concerned about these

areas.
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5.1.2 Word Cloud: Hurricane Irma

Figure 5.2: Word Cloud: Hurricane Irma

Description: In the Figure 5.2, we can see the word ’storm’ is the biggest, that means

it has appeared the maximum number of times. We can see that people are mostly using

that word in their tweets. Then the other words such as, ’usa’, ’winds’, ’breaking’, ’water’,

’mph’ and few more which are comparatively smaller in size. We can conclude that they

have appeared a considerable number of times which emphasizes on the fact that the users

are also concerned about these areas.
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5.1.3 Word Cloud: Hurricane Harvey

Figure 5.3: Word Cloud: Hurricane Harvey

Description: In the Figure 5.3, we can see the word ’dog’ is the biggest, that means it has

appeared the maximum number of times. Then the other words such as, ’usa’, ’houston’,

’landfall’, ’rockport’, ’storm’, ’please’,’category’ and few more are comparatively smaller

in size. We can conclude that they have appeared a considerable number of times which

emphasizes on the fact that the users are also concerned about these areas.
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5.1.4 Word Cloud: Mexico Earthquake

Figure 5.4: Word Cloud: Mexico Earthquake

Description: In the Figure 5.4, we can see the word ’city’ and ’peolple’ are among

the biggest words, that means they have appeared the maximum number of times. Then

the other words such as, ’frida’, ’buildings’, ’collapsed’, ’found’, ’rescue’, ’due’, ’magnitude’

and few more which are comparatively smaller in size. We can conclude that they have

appeared a considerable number of times which emphasizes on the fact that the users are

also concerned about these areas.
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5.1.5 Word Cloud: California Wildfire

Figure 5.5: Word Cloud: California Wildfire

Description: In the Figure 5.5, we can see the words, ’least’, ’peolple’ and ’northern’

are among the biggest words, that means they have appeared the maximum number of

times. Then the other words such as, ’dead’, ’deadly’, ’homes’, ’destroyed’, ’killed’, ’country’,

’missing’, ’devastating’ and few more which are comparatively smaller in size. We can

conclude that they have appeared a considerable number of times which emphasizes on the

fact that the users are also concerned about these areas.
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5.2 Comparison Clouds

In addition to word clouds, we also perform cloud comparisons between disasters, with the

goal to identify similarities and differences in terms of word patterns in different disasters.

5.2.1 California Wildfires versus Hurricane Harvey

Figure 5.6: Comparison Cloud: California Wildfire versus Hurricane Harvey

Description: The Figure 5.6 is the comparison cloud of the tweets which are related to

power. In the tweets related to California wildfire, people have used the words like ’lines’,

’concern’, ’death’ , ’toll’ etc. while the tweets of Hurricane Harvey have words such as

’without’, ’customers’, ’breaking’, ’outages’, ’residents’.
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5.2.2 California Wildfire versus Hurricane Irma

Figure 5.7: Comparison Cloud: California Wildfires versus Hurricane Irma power tweets

Description: The Figure 5.7 is the comparison cloud of the tweets which are related to

power. In the tweets related to California wildfire, people have used the words like, ’lines’,

’concern’, ’death’ , ’toll’, ’sparkled’ etc. while the tweets of Hurricane Irma have words such

as ’without’, ’customers’, ’breaking’, ’outages’, ’lost’. In the former case we can conclude

that power lines have contributed to deaths while in the latter case people are without power.
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5.2.3 Hurricane Irma versus Hurricane Harvey

Figure 5.8: Comparison Cloud: Hurricane Irma versus Hurricane Harvey tweets

Description: Figure 5.8 is the comparison cloud of the Hurricane Irma and Hurricane

Harvey tweets. In the tweets related to Irma, people have used the words like ’people’, ’lost’,

’already’ etc. while the tweets of Hurricane Harvey have words such as ’thousands’, ’austin’,

’continues’, ’impact’ etc.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

This project is a very basic implementation of a database for disaster tweet storage and

analysis. This project lays the groundwork upon which additional features and improvements

can be added. One of the major component was the database design. This is a very important

aspect of the application since the ease of querying the data relies on the way the database

has been designed. Another goal was to make it future proof. Although a lot of thought went

into the design, there is still scope for improvement. Another thing to note is that the tweets

stored are the original tweets which have been posted by the users. They might contain

foreign characters which are difficult to interpret. One needs to understand that the data

stored is all crowd-sourced information, and some of this information may not be accurate

or may be inappropriate. We should also note that the tweets stored in the database are

only English tweets. We have excluded the ones which are in different languages. This is

a limitation that would need to be addressed if the disaster site is at a location where the

native language of the people is not English. We will be missing out on many tweets posted

in local languages. These will mostly be eyewitness tweets, hence missing out on valuable

insights for the recovery team.
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6.2 Future Work

There are a lot of features which can be added to the application.

• Designing a new user interface with more interactive features.

• Adding more querying functionalities.

• Changing the back-end to a NoSQL database for more data management capabilities.

• Geo-tagging the tweets which might help to visualize where and which parts of the

world the tweets came from. The application can also be integrated with Google

maps.

• Adding UI features like option buttons or drop-down lists to select data instead of

writing queries.

• As Tweeter provides an API that allows real-time data crawling, one can automate the

process to load the data directly in the database, which would give real-time insight

to the disaster management teams when they carry out the rescue operations during

natural disasters.

• Using a translator to translate the tweets in foreign languages to English.
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