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Abstract

In March 2012, the Double Chooz reactor neutrino experiment published its most precise

result so far: sin2 2θ13 = 0.109 ± 0.030(stat.) ± 0.025(syst.). The statistical significance

is 99.8% away from the no-oscillation hypothesis. The systematic uncertainties from back-

ground and detection efficiency are smaller than the first publication of the Double Chooz

experiment. The neutron detection efficiency, one of the biggest contributions in detection

systematic uncertainties, is a primary topic of this dissertation. The neutron detection

efficiency is the product of three factors: the Gd-capture fraction, the efficiency of time

difference between prompt and delayed signals, and the efficiency of energy containment.

252Cf is used to determine the three factors in this study. The neutron detection efficiency

from the 252Cf result is confirmed by the electron antineutrino data and Monte Carlo sim-

ulations. The systematic uncertainty from the neutron detection efficiency is 0.91% used

in the sin2 2θ13 analysis. The seasonal variation in detector performance and the seasonal

variations of the muon intensity are described in detail as well. The detector stability is

confirmed by observation of two phenomena: 1) the νe rate, which is seen to be uncorrelated

with the liquid scintillator temperature, and 2) the daily muon rate, which has the expected

correspondence with the effective atmospheric temperature. The correlation between the

muon rate and effective atmospheric temperature is further analyzed in this thesis to deter-

mine the ratio of kaon to pion in the local atmosphere. An upper limit on instability of the

neutron detection efficiency is established in the final chapter. The systematic error, 0.13%,

from the relative instability is the deviation of the calibration runs. This thesis concludes

with the potential systematic errors of neutron detection efficiency and estimation of how

these potential systematic errors affect the result of sin2 2θ13.
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Chapter 1

Introduction

The neutrino was postulated as a new spin, 1/2, neutral particle by Wolfgang Pauli in 1930

in order to explain the continuous energy distribution of beta decay. The neutrino was

observed directly after 26 years. In 1953-59, the electron antineutrinos from the nuclear

reactor were discovered with the inverse beta decays (IBD) by Reines and Cowan.6,7 Abun-

dant righthanded antineutrinos from 60Co nuclear beta decays explained the parity violation

observed by Wu et al. in 1957.8 Shortly afterward, another experiment proved the distinc-

tion between the electron neutrino and electron antineutrino with a liquid CCl4 detector

containing 4000 liters.9 Neutrino astrophysics has become a new field by this pioneering

study.10 The neutrino helicity measurement can be done by analyzing the polarization of

the photon from the following orbital electron capture, and this experiment was first set up

by Goldhaber et al.11 Then, the muon neutrinos were demonstrated by the pion decays.12

On the other hand, the existence of gauge bosons, W and Z, was predicted in the Glashow-

Weinberg-Salam Model (GWS). The Z-boson birth is associated with weak neutral currents

(NC) in nature. The discovery was done by the bubble chamber experiment, which was

searching for purely leptonic NC events from νµ + e → νµ + e. The weak gauge bosons

were finally discovered in 1983 with the UA1 and UA2 experiments. The third generation

neutrino, tau neutrino, was expected under the Standard Model. The DONUT collaboration

provided direct evidence to prove the existence of the tau neutrino in 2000 by distinguishing

its interaction from the interactions of electron neutrino and muon neutrino.13

1



Many experiments proved that the neutrino was electrically neutral from charge conser-

vation, and even massless or many orders lighter than other charged leptons in the weak

interaction reaction. The Standard Electroweak Model assumes that neutrino mass is equal

to zero and obeys the conservation helicity (The neutrinos from beta decays are all left-

handed.). However, neutrino mass does not need to be zero in any physical requirement.14

An assumption that neutrino is not massless has became a main issue in many fundamental

physical fields.14 The first assumption of neutrino with mass was from B. Pontecorvo in

1957.15 In Pontecorvo’s hypothesis, there are two Majorana neutrinos, which are superpo-

sitions in the weak interaction field. Therefore, the neutrino oscillation model is brought

forth naturally from his assumption. In 1969, Gribov and Pontecorvo showed that the solar

neutrinos, νe, could transfer to another flavor, νµ, in the propagation from the Sun to the

Earth.16 In their hypothesis, there are only four neutrino states: two of the neutrino states

are left-handed, and the other neutrino states are right-handed, and only the left-handed

neutrinos have the mass.16 In the beginning, people thought that the neutrino mixing only

consisted of two Dirac neutrinos. Soon, Majorana neutrino was included into the mixing

scheme. The oscillation model mixing Dirac and Majorana neutrinos was brought forth by

Barger, Langacker, and Leveille.17 The See-Saw Mechanism provided another direction that

there could be a very heavy neutrino to conserve the lepton number. The heavy neutrino

could be another explanation that why so few antimatters exist in our universe.

Recently, there are many kinds of neutrino experiments: for instance, the neutrino mixing

angles, the ∆m2
ij, and the double beta decay. In Maki-Nakagawa-Sakata (MNS) matrix18, we

can use at least three eigenstates to explain the present neutrino flavors (only use three states

in this thesis), and the three sectors can be observed by atmospheric, reactor, accelerator,

and solar neutrino experiments. Recently, the precision measurements of the non-vanishing

angle, θ13, investigation has became a major study. According to the CHOOZ reactor

experiment, we only have known that the mixing angle value of sin22θ13 is smaller than

0.1.19 The value of sin22θ13 also constrains the phase δ term of the T or CP violation in the
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MNS matrix. If the sin22θ13 is smaller than 0.01, the next generation experiments of the CP-

violation effect will be very hard to measure the CP-violation phase. In order to determine

sin22θ13, Minakata et al. have proposed that νe survival experiments from the nuclear

reactors could be the most efficient way to measure sin22θ13.20 IBD is the main reaction

to detect the neutrino oscillation research in the reactor neutrino experiment because of

the larger cross-section and the signature of time delayed signals. The flux of νe is inverse

with the cross section of the IBD as a function of νe energy. The comparison among the

energy spectrum, the cross section, and the flux of neutrinos is shown in Figure 1.1. The νe

interaction spectrum and the cross section of IBD are inverse with the νe flux in the Double

Chooz reactor simulations. Since the neutrino energy from the reactors is only in the few-

Figure 1.1: νe interaction, cross section of inverse beta decay, and νe flux spectrum from
the Double Chooz reactor simulation. This plot is calculated from DCRxtrTools, one of the
Double Chooz software packages.21

MeV range, the experiment is limited to the observation of νe survival.22 The low energy of

νe prevents the production of muons or taus by νe oscillating into νµ and ντ .
22 Therefore,

the background is relatively smaller than the neutrino source from the accelerator. In the

past decade, multi-detector neutrino experiments have achieved the sensitivity of νe survival

down to sin22θ13 = 0.01.23–25 The near detector offsets the systematic errors from the far
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detector to reach a better sensitivity, and the νe survival experiment does not depend on

any CP-violation phase and the matter effect.26

Several new reactor neutrino experiments have been built and have taken data since

2011. The Double Chooz experiment, one of these new experiments, has taken data since

April of 2011. The far detector is located at the original Chooz experiment site, and the near

detector at 400 meters away from the two reactors is in the process of installation. The first

Double Chooz publication using only the data of far detector in 101 data-taking days was

published in Physical Review Letters in 2012.1 This result is the first announcement of the

precise measurement of the mixing angle θ13 from the new reactor neutrino experiments. The

unique rate-shape analysis of the νe prompt spectrum has considered the shape information

in the Double Chooz sin22θ13 result, and a precise model of the two-reactor thermal power

has reduced the biggest systematic uncertainty of the experiment.1 The second publication

used data collected in 334 data-taking days, and the uncertainties of detection efficiency and

background have been reduced.1 The newest result achieves statistical significance 99.8%

away from the no-oscillation hypothesis due to the correction of the systematic uncertainties

and the statistical error.

This thesis is divided into four sections. Chapter 2 to 4 describe the basic principle of the

neutrino mixing theory and the structure of Double Chooz experiment. Chapter 5 represents

the neutron detection efficiency. Chapter 6 discusses the seasonal stability of the detector.

Finally, Chapter 7 shows the data analysis of the sin22θ13 result, and additional uncertainty,

the relative instability systematic uncertainty of the neutron detection efficiency, is included

into the sin22θ13 result.

4



Chapter 2

Neutrino Mixing

2.1 Weak Interaction

The weak interaction can be described by the Standard Model very well. The Standard

Electroweak Theory in the Standard Model is described by a leptonic Lagrangian density:27

LL = L0 + LI . (2.1)

LL is invariant under the SU(2)×U(1)27 gauge transformations. L0 is a free-lepton La-

grangian. The weak interaction between the coupling of quarks and leptons and the gauge

vector bosons (Z and W) is shown by LI .
28 LI provides the interaction of the weak charged-

current and the neutral-current, which can be written:27

LCCI =
−g
2
√

2
[Jµ

+

Wµ + JµWµ]. (2.2)

LNCI =
−g
cosθw

[Jµ3 (x)− sin2θwS
µ

e
]Zµ (2.3)

g is a coupling constant, and the angle θw is known as the Weinberg angle or the weak

mixing angle. Jµ and Jµ+ are leptonic currents. The third current, Jµ3 , is a weak isospin

current, and it couples with a electromagnetic current, Sµ. The neutrino flavors, e, µ, and

τ , are determined by the charged currents, Jµ. The gauge fields, W, expands W± vector

bosons. Zµ is a real vector field as a electrically neutral vector boson Z0.27 The charged
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currents can be represented by Eq. 2.4.27

Jµ = ψlγ
µ(1− γ5)ψνl

Jµ+ = ψνlγ
µ(1− γ5)ψl.

(2.4)

l is a charged lepton field. We can rewrite the lepton fields with the flavor neutrinos: νe, νµ,

and ντ .

The number of light neutrino flavor is determined by the invisible width of Z boson.28–30

In 1989, the measurement of the visible width of Z in the Large Electron-Position at CERN

showed that the number of flavors of light neutrino is equal to 3.28 Non-vanishing neutrino

mass can be created by the coupling of lepton and Higgs fields through the Yukawa inter-

action. The neutrino mass can be derived from the Dirac mass (see Chapter 2.2) term and

the Yukawa coupling between Higgs and lepton as all other fermions.31 Dirac neutrino mass

is similar as the mass of lepton and quark of Yukawa coupling as following32

LY uk = −cννRHνL + h.c = mDνRνL. (2.5)

Cν is a Yukawa coupling constant, H is a doublet of complex field, and mD is the Dirac

neutrino mass. The left-handed and right-handed fields, νL and νR, are included into the

Dirac neutrino mass term. If the neutrino eigenstate is its own antineutrino eigenstate, the

equation can be written: νl = (νl)
C . A right-handed Majorana mass term can be build with

a right-handed field, νR, and its charge-conjugate ,(νR)C 1 as following32

LY uk = −cννRHνR + h.c = mRνRνR. (2.7)

Majorana mass term mixes neutrino and antineutrino, νl = (νl)
C ; therefore, the conservation

of lepton number in each leptonic family is violated. (L(νl) = −L(νl)) The Standard Model

is required to introduce new model for Higgs Boson, which can violate B − L (L: lepton

1Particle f(x, t) and antiparticle f(x, t) are connected by the operator, charge conjugation C:31

C|f(x, t)〉 = ηc|f(x, t)〉.
C† = C−1 = CT = −C

(2.6)
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number, and B: Baryon number) and include the Majorana neutrino mass in the Yukawa

coupling.31

The Yukawa coupling including the charged lepton masses and neutrino masses is defined

as:

Lmass = lR ·mE · lL +
1

2
νL ·mν · νL (2.8)

We can define the mass eigenstates, νi (i = 1, 2, 3), following the mass terms, mi to describe

νl in Eq. 2.8. The weak eigenstates, νl (l = e, µ, τ), can consist of the linear superpositions

for the mass eigenstates in Eq. 2.922.

|νl〉 =
∑
i

Ul,i|νi〉. (2.9)

U is an unitary mixing matrix from the Hermitian coupling matrix. The U matrix and

the mass terms, mi, in Eq. 2.9 can be obtained in the unitary gauge of the LY uk , and the

neutrino mixing is brought forth naturally. In terms of Dirac neutrinos, the conservation

of the individual lepton(e, µ and τ) number can be violated, but the total lepton number

(Le + Lµ + Lτ ) is conservative. If the conservation of total lepton number is violated, the

neutrino is a Majorana particle.

2.2 Dirac Mass Term

Dirac mass is generated by the Higgs mechanism (see Chapter 2.1). From the Dirac field,

the Euler-Lagrange equation can be represented in Eq. 2.10.31

L = mDψψ = mD(ψRψL + ψLψR)

ψRψL = (ψLψR)+.
(2.10)
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Applying Eq. 2.10 to the neutrino mass, a neutrino mass consists of both left- and right-

handed Dirac neutrinos.31

L =
3∑
i=1

mi(νiRνiL + νiLνiR)

|νlL〉 =
∑
i

Ul,i|νiL〉

|νlR〉 =
∑
i

Ul,i|νiR〉(l = e, µ, τ).

(2.11)

In the Standard Model, the SU(2)×U(1) gauge invariance only requires existence of the left-

handed neutrino, which is defined the massless neutrino only (without LY uk coupling). From

Eq. 2.12, three flavor-weak eigenstates are linear superpositions of the mass eigenstates,

νi. However, only left-handed neutrinos are required in the standard weak interaction;

the right-handed neutrinos are sterile. The unitary mixing matrix, U, called Cabibbo-

Kobayashi-Maskawa matrix (CKM mass matrix) is shown by 3 mixing angles and 6 phase

terms.  c12c13 s12c13 s13e
iδ13

−s12c23 − c12s23s13e
iδ13 c12c23 − s12s23s13e

iδ13 s23c13

s12s23 − c12c23s13e
iδ13 −c12s23 − s12c23s13e

iδ13 c23c13

 (2.12)

The parameters in Eq. 2.12 are defined: cij ≡ cosθij, and sij ≡ sinθij, and δ13 is the CP-

violation phase. From Eq. 2.12, δ13 is associated with s13 so the value of s13 will dominate

the possibility of the measurement of CP-violation phase, δ13.

2.3 Dirac Majorana Mass Term

We include the sterile neutrino into the mass term (Dirac right-handed fields). Due to a

general treatment, the charge conjugation fields can be included in the Lagrangian, and it

produces a mass term called Majorana mass.

L
1

2
mMψψ

c + h.c... (2.13)

The charge conjugated field ψc is defined by31

ψ → ψc ≡ CψC−1 = ηcCψ
T
. (2.14)
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The left-handed flavor fields, νlL, and the right-handed sterile fields, νsR, can make a new

combination mass, which is called Dirac-Majorana mass term.28 The Lagrangians from Dirac

and Majorana terms are:

LD = ΣslνsRM
D
sl νlL + h.c...

LM =
1

2

∑
ll′

(νlL)cML
ll′νl′L +

1

2

∑
ss′

νsRM
R
ss′(νs′R)c + h.c...

(2.15)

In Eq. 2.15, MD, MR, and ML are the complex matrices, and s and l are the indications

of neutrino flavors for the right-handed sterile fields and the left-handed flavor fields. The

total Lagrangian LD+M can be given:31

LD+M =
1

2
(
∑
sl

νsRM
D
sl νlL +

∑
sl

(νlL)c(MD)Tsl(νsR)c+

Σll′(νlL)cML
ll′νl′L + Σss′νsRM

R
ss′(νs′R)) + h.c...

=
(

(νL)c νR
)(ML (MD)T

MD MR

)(
νL

(νR)c

)
+ h.c...

(2.16)

nL defined as (νL, (νR)c) is called the left-haded vector. Eq. 2.16 can be written:28

LD+M =
1

2
(nL)cMD+MnL + h.c...;

nL ≡
(

νL
(νR)c

)
;

MD+M =

(
ML (MD)T

MD MR

) (2.17)

In Eq. 2.17, the left-handed vector can be transfer to neutrino three flavors, νeL, νµL, and

ντL. M is with a unitary matrix, U.33,34

2.4 See-Saw Mechanism

Now we consider a one-generation case of the Dirac-Majorana mass, the Lagrangian equation

follows:

LD+M =
1

2

(
(νL)c νR

)(mL mD

mD mR

)(
νL

(νR)c

)
+ h.c... (2.18)
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We can diagonalize M and get the eigenstates, Ui, and the eigenvalues, λi:(
mL − λ mD

mD mR − λ

)(
U1

U2

)
= 0

λ1,2 =
mL +mR ∓

√
(mL −mR)2 + 4(mD)2

2
.

(2.19)

The eigenstates of M can be easily defined as U1 = (Asinθ, Acosθ), and U2 = (Bcosθ,

−Bsinθ), and the mixing angle θ is given:

tan2θ =
2mD

mR −mL

. (2.20)

(νL, (νR)c) is given: (
Asinθ Bcosθ
Acosθ −Bsinθ

)(
ν1L

ν2L

)
=

(
νL

(νR)c

)
. (2.21)

The eigenvalue λk can be a positive or negative value, and this sign is a CP parity of

Majorana field.28,31

If we assume mL = 0, mD is close to the mass of the charged lepton, mR >> mD. The

mass matrix, M, is given the other type:35,36

M × U =

(
−λ mD

mD mR − λ

)(
U1

U2

)
= 0

λ1,2 =
mR ∓

√
(mR)2 + 4(mD)2

2

U =

(
2AmD 2BmD

AmR + A
√

(mR)2 + 4(mD)2 BmR −B
√

(mR)2 + 4(mD)2

)
λ1 ∼

m2
D

mR

<< mD; λ2 ∼ mR

U ∼ C

(
mD mR

mR mD

)
.

(2.22)

Therefore, we can build a new diagonalized matrix with a very heavy mass of neutrino,

λ2 =λheavy, and a very light mass of neutrino, λ1 =λlight.

(U+)TMU =

(
−λlight 0

0 λheavy

)
. (2.23)

Eq. 2.22 and 2.23 can be considered the see-saw mechanism for one generation. Considering
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three flavors of neutrinos, we can get the three very light neutrinos, mk (k = 1, 2, 3), and

three heavy neutrinos, Mk. If we assume ML = 0, the mass matrix shown in Eq. 2.17 can

be rewritten:28

MD+M =

(
0 (MD)T

MD MR

)
. (2.24)

MR has much bigger eigenvalues than the values of MD in Eq. 2.22.28 After approximating

the orders of MD and MR, we can diagonalize the Eq. 2.24 and get two mass matrices for

heavy mass and light masses.28,37,38

Mheavy 'MR

Mlight '− (MD)T (MR)−1MD.
(2.25)

If MR is equal toMI (I is an identity matrix), the light neutrino masses can be described

by the quadratic see-saw :28

m1 : m2 : m3 =m2
D1 : m2

D2 : m2
D3

mk '
(mDk)

2

M
.

(2.26)

mD is the mass of charge lepton or quark mass.28,31 If MR is equal to M
MDM

D (|MD| =MD),

the ratio of the light neutrino mass is scaled by the mass, mDk:
28

m1 : m2 : m3 =mD1 : mD2 : mD3

mk '
MDmDk

M
.

(2.27)

The neutrino mass hierarchy of three light Majorana neutrino masses has the following

form:28

m1 << m2 << m3. (2.28)
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Chapter 3

Neutrino Oscillation

3.1 Oscillation Probability

The weak eigenstates, Eq. 2.9, can establish the phenomenon that a neutrino can transform

from one flavor to another flavor. We can consider an eigenstate of mass mi from Eq. 2.9,

and let it propagate a certain distance, L.22 The equation is

|νi(t)〉 ' e−i(Et−piL)|νi(0)〉 ' e−i(E(t−L)+m2
iL/2E)|νi(0)〉

pi =
√
E2 −m2

i ' E − m2
i

2E2
.

(3.1)

In the laboratory coordinates, the momentum and the energy of a neutrino are much larger

than its mass. In the να → νβ transitions, we can assume: L ' t. The mass eigenstates

may be written:

|νi(L)〉 ' e−i(m
2
iL/2E)|νi(0)〉. (3.2)

The Eq. 3.2 can be substituted into Eq. 3.1, and the resulting equation is:22

|νl(L)〉 '
∑
i

Ul,ie
−i(m2

i /2E)LU∗l′,i|νl′〉. (3.3)
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The probability of the neutrino oscillation in the vacuum could be represented in Eq. 3.4.39

P (νl → νl′) =|
∑
i

Ul,iU
∗
l′,ie
−i(m2

i /2E)L|2

=
∑
i

|Ul,iU∗l′i| −
∑
i

∑
j

UliU
∗
l′iU

∗
ljUl′je

i(m2
i−m

2
j )L

2E

=δl,l′ − 4
∑
i>j

R(UliU
∗
l′iU

∗
ljUl′j)sin

2(∆m2
ij

L

4E
)+

2
∑
i>j

J (UliU
∗
l′iU

∗
ljUl′j)sin(∆m2

ij

L

2E
)

(3.4)

P (νl → νl′) =δl,l′ − 4
∑
i>j

R(UliU
∗
l′iU

∗
ljUl′j)sin

2(∆m2
ij

L

4E
)

− 2
∑
i>j

J (UliU
∗
l′iU

∗
ljUl′j)sin(∆m2

ij

L

2E
).

(3.5)

In Eq. 3.4 and 3.6, ∆m2
ij is equal to m2

i −m2
j . The first two terms of the neutrino and

anti-neutrino probabilities, δl,l′−4R
∑

i>j UliU
∗
l′iU

∗
ljUl′jsin

2(∆m2
ij
L

4E
), are the same; however,

a complex unitary matrix, U, causes P (νl → νl′) 6= P (νl → νl′) , the CP violation. For

l 6= l′, Eq. 3.4 can be given:

P (νl → νl′) =
∑
j

|
∑
i

Ul,iU
∗
l′,ie
−i(m2

i /2E)Le−i(m
2
j/2E)L|2

=|Ul3U∗l′3(e2i∆31 − 1) + Ul2U
∗
l′2(e2i∆21 − 1)|2 + |Ul3U∗l′3(e2i∆32 − 1)+

Ul1U
∗
l′1(e2i∆21 − 1)|2 + |Ul1U∗l′1(e2i∆31 − 1) + Ul2U

∗
l′2(e2i∆32 − 1)|2

=4(
∑
j

|UljU∗l′j|2
∑
i>j

sin2∆ij + 2
∑

i>j,k 6=i,j

|UliU∗l′iU∗ljUl′j|sin∆iksin∆jkcos(∆ij − δij)).

(3.6)

∆ij is equal to (m2
i−m2

j)L/4E. We assume: δij ≡ Arg(UliU
∗
l′iU

∗
ljUl′j). δij is the CP-violation

phase depending on the neutrino or anti-neutrino transitions. The CP-violation phase is

not considered in a special case of P (νe → νe):

P (νe → νe) = P (νe → νe) = 1− 4(cos4θ13sin2θ12cos2θ12sin
∆21L

4E
+

sin2θ13cos2θ12cos2θ13sin
∆31L

4E
+ sin2θ13sin2θ12cos2θ13sin

∆32L

4E
).

(3.7)
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3.2 Oscillation in the Two-Neutrino Model

A large scale of the ∆m2
31 = ∆31 dominates the mass hierarchy, and the neutrino mass

spectrum is divided into two hierarchies, the normal hierarchy and the inverted hierarchy.

The normal and inverted hierarchies are represented schematically in Fig. 3.1. The approx-

imation of P (νl → νl′) at the limit |∆m2
21| << |∆m2

31| is given in Eq 3.8.39

Figure 3.1: The mass schematic of normal and inverted hierarchies. ∆matm is defined as
∆m32 in the normal hierarchy, and ∆matm is defined as ∆m31 in the inverted hierarchy.
∆msol is defined as ∆m21.

P (νl → νl′) ' 4
∑
j

|UljU∗l′j|2sin2 ∆m2L

4E
(l 6= l′)

P (νl → νl) ' 1− 4
∑
i 6=j

|UliU∗liU∗ljUlj|sin2∆m2 L

4E

= 1− 4
∑
j

|Ulj|2(1−
∑
j

|Ulj|2)sin2 ∆m2L

4E
.

(3.8)

The normal hierarchy (or inverted hierarchy) is applied to Eq. 3.8, only considering ∆m2
13

and θ13, and the survival probability of the νe and νe are:22

P (νe → νe) = P (νe → νe) ' 1− sin22θ13sin2 ∆m2
13L

4E
. (3.9)
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Figure 3.2: P (νe → νe), the survival probability of Eq. 3.7 as a function of neutrino energy.
The green curve is contributed from sin2 theta13. The blue curve is contributed from ∆m2

12.
The two red lines indicate the Double Chooz far and near detector locations.

Considering only two flavors and two mass eigenstates, the mixing matrix, U, can be

written as:22

U =

(
cosθ sinθ
−sinθ cosθ

)
. (3.10)

According to Eq. 3.10, the probabilities of neutrino transitions are:

P (νl → νl) =|cos2θ + sin2θe−i
∆m2L

2E |2 = 1− sin22θsin2 ∆m2L

4E
.

P (νl → νl′) =|cosθsinθ − sinθcosθe−i
∆m2L

2E |2 = sin22θsin2 ∆m2L

4E
.

(3.11)

From Eq. 3.11, the probabilities from the two-flavor neutrino transition are the same as the

three-flavor neutrino transition in the hierarchy limit, |∆m2
21| << |∆m2

31|. The sensitivity

of ∆m2 can be easily determined by the oscillation length:22.

Losc =
4πE

∆m2

Losc(km) =
πE(GeV)

1.27∆m2(eV2)
.

(3.12)

Figure 3.2 shows the νe survival probabilities as the functions of neutrino energy. The

black curve contributed from all fractions in Eq. 3.7, approximates Eq 3.11, the two-flavor
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neutrino transition. The oscillation characteristics of the neutrino flavor is observed from

the oscillation length, Eq. 3.12. The larger value of E
L

the detector has, the larger value of

∆m2 the detector can probe. A measurement must be located at the distance, L & Losc, or

one cannot observe the neutrino oscillation phenomena.

A mass spliting, ∆m2
atm, first was observed by a deficit of atmospheric neutrinos from

the Super-Kamiokande (SK) Collaboration in 1998 as shown in Fig. 3.3. The atmospheric

neutrinos, mostly muon neutrinos and muon antineutrinos, transfer to another flavor neu-

trino showing a clear deficit in the neutrino probability. The Super-Kamiokande experi-

ment discriminated the particle categories with the patterns of the events from their water

Cherenkov detector. Particularly, single-ring events can be identified as being produced

by the Chrenkov light from a single charge lepton. The particle, which is e-like or µ-like,

can be determined by the pattern of rings. Usually, a ring from a e-like event would be

more fuzzy than from a µ-like event because of the Coulomb scattering in the water and

the electron shower. In the hypothesis, the disappearing νµ transfers into the ντ , and ∆m2

is around 10−3 eV2 40. The atmospheric neutrino energy is around 1 ∼ 10 GeV from the

SK-I zenith-angle measurement.40 From the oscillation parameter analysis, the results are

1.5× 10−3 < |∆m2
atm| < 3.4× 10−3 eV2 and sin22θatm > 0.92.40 The data cannot prove that

νµ transferred into ντ in the 10,000 km journey. However, a high L/E resolution analysis

excluded other guesses like that neutrinos could decay into other particles. According to the

SK-I results from the L/E analysis, 1.9×10−3 < |∆m2
atm| < 3×10−3eV 2 and sin22θA > 0.90

are showed in Figure 3.3.41

The ∆m2
atm range has been further studied by the accelerator long-baseline experiments,

Losc ∼ several kilometers and E ∼ 1 GeV. The first long-baseline neutrino experiment is

called K2K (KEK to Kamioka). SuperKamiokande is the far detector, which is 250 km away

from the near detector. A neutrino beam is produced by a 12 GeV-proton beam from KEK-

PS, and the neutrino average energy is around 1.3 GeV. In two-neutrino oscillation case, K2K

gave the range, 1.9×10−3 < |∆m2
atm| < 3.5×10−3 eV2, at the 90% C.L when sin2 2θA is equal
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Figure 3.3: The νµ → ντ result of the SK-I L/E analysis. The ratio of the data to the Monte
Carlo expectation without neutrino oscillation indicates black points, and solid curve is the
best fit of the neutrino oscillation, νµ → ντ . The error bars are the statistical error. This
plot is taken from the study of the Super-Kamiokande Collaboration.41

to 1.0.42 The second long-baseline neutrino oscillation experiment is MINOS. Its far detector

is a 5.4 kton iron-scintillator away from the near detector, a 0.98 kton iron-scintillator. Its

neutrino beam is from the Fermilab Main Injector. The newest ∆m2
atm = (2.32+0.12

−0.08) ×

10−3eV2 has been provided from the MIONS experiment.43 The ∆m2 vs. mixing angle,

tan2θ, region is represented in Figure 3.4 following various neutrino oscillation experiments.

Solar neutrinos are from the fusion reactions of CNO cycle and pp chain. The total

reaction can be written:

4p+ 2e− →4 He+ 2νe + 26.73 MeV− Eν . (3.13)

The average energy, Eν , taken from neutrinos is about 0.6 MeV. The solar neutron, νe,

is estimated by the flux on the basis of the standard solar model (SSM). Most SSM cal-

culations are from John Bahcall and his collaborators. The BS05(OP) model is presented

in Figure 3.5.45 However, a deficit of the neutrino flux from the SSM prediction was an
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Figure 3.4: The regions of ∆m2 and tan2θ distributions from various experiments. This plot
is taken from H. Murayama at the Department of Physics, University of California.44

unsolved problem before the neutrino flavour translation assumption. The translation of

νe → νµ,τ can be represented by the flux of non-νe, φ(νµ, ντ ). The solar problem has been

solved by the SNO experiment collecting the neutrino flux from 8B decay. The SNO exper-

iment applies three reactions (the rates of neutral current (NC), charged current (CC) and

elastic scattering (ES)) to find the summation of 8B flux. Three reactions are:

νx + d→ p+ n+ νx(NC),

νe + d→ p+ p+ e−(CC),

νx + e− → νx + e−(ES).

(3.14)

A significant difference between the fluxes of NC and CC reactions is an obvious evidence to
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Figure 3.5: The predicted solar neutrino spectra from the model ,BS05(OP). This plot is
from http://www.sns.ias.edu/ jnb/. The spectra are calculated by the mode, BS05(OP)45.
The unit of the neutrino flux is cm−2s−1MeV −1 of the solid line spectra.

prove the neutrino flavor transition. By comparing the NC and CC rates, SNO determines

the survival probability as a function of neutrino energy. The mixing parameters as measured

by SNO are ∆m2
21 = 5.61.9

−1.4 × 10−5eV2 and tan2θ12 = 0.427+0.033
−0.029 in the two flavor neutrino

oscillation.46 Furthermore, the reactor neutrino experiment, KamLAND, gave the result,

∆m2
21 = 7.58+0.14

−0.13(stat.)+0.15
−0.15(syst.) × 10−5 eV2 and tan2θ12 = 0.560.10

−0.07(stat.)0.10
−0.06(syst.) by

measuring the νe survival probability of the reactor neutrino over the long base line, 180

km.47 This experiment observes νe with IBD:

νe + p→ e+ + n (3.15)

KamLAND’s result is the first evidence that the νe survival probability has a periodic feature

as a function of oscillation length (Eq. 3.12). In first KamLAND result, the average ratio

of the number of observed neutrino events to the expected number without oscillation is

Eq. 3.16.40,48

Nobs −BBG

NNoOsc

= 0.611± 0.085(stat.)± 0.041(syst.). (3.16)

Figure 3.6 shows the periodic feature of the νe survival probability from the KamLAND
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result in 2008.

Figure 3.6: The ratio of the data events (subtracted background and geoneutrino) to the no
oscillation predicted spectrum as a function of the L0

Eνe
from the KamLANDLE experiment.

This plot is taken from the KamLAND result47. The L0, the base line, is 180 km. The blue
curve is the best-fit of the νe survival probability.

According to the two-neutrino oscillation analysis from SNO Collaboration’s newest

update (using its Phase I and Phase II), the results are: 1) ∆msol = 7.59+0.20
−0.21 × 10−5eV 2

and tan2θsol = 0.4570.040
−0.029 from the global solar analysis+KamLAND.40 , and 2) ∆msol =

5.89+2.13
−2.16×10−5eV 2 and tan2θsol = 0.4570.038

−0.041 from the global solar analysis.49 Two neutrino

oscillation analyses from the global solar neutrino+KamLAND and the global solar neutrino

are represented in Fig 3.7.(without joining Phase I and Phase II)50

∆m2
atm is sensitive at the range L ∼ 1 km, 〈E〉 ∼ 3 MeV in the reactor νe disappearance

experiment. At this condition, the experiment can ignore the contribution from ∆msol. The

first experiment of this kind was the Chooz experiment at the Chooz nuclear power plant

in France. The νe were detected by the IBD, and neutrons from IBD were captured by

gadolinium (Gd) in the liquid scintillator. The result did not show out a clear evidence

to prove the νe disappearance at 90% CL. The result from the CHOOZ experiment is

sin22θ13 < 0.10.51 The K2K experiment, an accelerator neutrino oscillation experiment,
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Figure 3.7: The range of the ∆m2 vs. tan2θ distribution at 68%, 95%, and 99.73% CL
ranges. The best-fit result of the global solar neutrino data is the left-hand side plot, and
the best-fit result of the global solar + KamLAND data is the right-hand side plot. Two
plots are taken from the SNO updated result.50

applied νµ → νe to search for θ13; however, it did not indicate any evidence. The result from

the K2K experiment is sin22θ13 < 0.26 at ∆m2 = 2.8×10−3eV2 90% CL.52 In the accelerator

neutrino oscillation experiments, the measurement of sin22θ13 varies with the ∆m2
32, and

the deviation of θ23 provides a larger uncertainty to future experiments.40 Therefore, the

accelerator neutrino oscillation experiment is not a good candidate to search for sin22θ13 in

the future.

After the previous experiments, multi-detector systems for reactor disappearance exper-

iments were developed. Basically, the base line is still ∼ 1 km, but a near detector is added

into to the system. The systematic uncertainties are reduced due to the additional near

detector. There are three new experiments, Double Chooz, RENO, and Daya Bay, which

are based on the idea. We will discuss more details about the Double Chooz experiment in

the next chapter.
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Chapter 4

Double Chooz Detector Experiment

The Double Chooz detector system is a four-layer concentric cylindrical detector with a cali-

bration system. The innermost acrylic vessel is filled with the 10.3 m3 ν-target liquid. The ν-

target liquid scintillator (NT) is consisted of the mixture of ortho-phenylxylylethane and (o-

PXR)/n-dodecane, PPO (2,5-diphenyloxazole), bis-MSB (4-bis-(2-methylstyryl)benzene),

and Gd (1 g/liter).1 The NT is surrounded by the gamma catcher (GC), which is a 55

cm thick liquid scintillator layer without Gd.5 The NT and GC are in 8 mm and 12 mm

thick acrylic vessels respectively. The third layer is the buffer, which is filled with 105 cm

thick mineral oil. The fourth layer is the inner veto tank, a 50 cm thick liquid scintillator.1

The main cylindrical detector is coved by an outer veto system (OV), a plastic scintillator

assembly. (Figure 4.15)

Electron antineutrinos produced by two reactors are detected by IBD, νe + p→ e+ + n,

in the detector. The positron from the IBD is called a prompt signal seen immediately.

The neutron signal from IBD is called a delayed signal captured by the Gd in the NT, and

the mean time between prompt and delayed signals is about 30 µs.5 The outside GC can

detect the escaping gamma rays from the NT. The buffer, one of the major improvements

from the Chooz experiment, reduces the radioactive background from the photomultiplier

tubes (PMTs) and the rock surrounding our laboratory. It is also a support for 390 10-inch

PMTs, which collect the light inside the inner volume. The inner detector (ID) consists of

three parts, the NT, the GC and the buffer tank. The inner veto (IV), containing 78 8-inch
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Figure 4.1: The cross section of the Double Chooz detector schematic diagram.5

PMTs, can tag cosmic muons and spallation neutrons from the outside of the detector. In

order to suppress the background gamma rays, a 15-cm demagnetized steel layer surrounds

the whole detector.5

4.1 Reactor Description

The electron antineutrinos are from reactor cores B1 and B2 located at the Électricité de

France (EDF) Centrale Nucléaire de Chooz. The νe flux produced by fissioning the four

main isotopes, 235U, 239Pu, 238U and 241Pu, in the nuclear reactors accounts for more than

99.7% of the total flux. Two reactor cores are N4 type pressurized water reactor (PWR)

cores.5 The instantaneous thermal power can be measured by the heat flow from the water

headed by the fissions. The primary source of uncertainty in the reactor power measurement

is from the water flow. The nominal full thermal power for one reactor is 4250 MWth, and
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the uncertainty is 0.5% (1σ C.L.).5

Two reactor simulation codes, MURE53,54 and DRAGON55, are applied to evaluate

the fission rates and associated errors. The systematic uncertainty based on the comparison

between MURE and DRAGON is smaller than 0.2%.5 Although the simulations can describe

that the νe spectrum agrees with the experimental result; the high uncertainty, 3%, is too

large and limits the sensitivity of the sin22θ13 result. We introduce the Bugey4’s rate

measurement to reduce the large uncertainty because of the uncertainty, 1.4%, of Bugey4

measurement.56 The strategy is that each fission of the reactor normalizing the cross section

is related to the Bugey4’s result producing an additional corrective term. Eq. 4.15 shows the

normalized cross section described by Bugey4’s result and the additional corrective term:

〈σf〉R = 〈σf〉Bugey +
∑
k

(αRk − α
Bugey
k )〈σf〉k. (4.1)

In Eq. 4.1, σf is the cross section per fission, R indicates each reactor, and αk is the fractional

fission rate57 of each isotope. The corrective term in Eq. 4.1 is equal to αRk − α
Bugey
k . The

νe no-oscillation expected number from the reactor is5

N exp
i =

εNpP
R
th

4LR2〈Ef〉R
× (
〈σf〉RΣkα

R
k 〈σf〉ik

ΣkαRk 〈σf〉k
). (4.2)

In Eq. 4.2, Np is the number of protons in the NT, ε is the detection efficiency, LR is the

distance between each reactor to the detector, and PR
th is the thermal power of the reactor.

Since the electron neutrinos from reactors are at the low energy range, we can assume that

the protons are static in the detector, and the neutron recoil can be neglected. The total

energy can be described in Eq. 4.3 for the IBD.

Eν +Mp = E0
e +Mn. (4.3)

The threshold energy of the IBD is22

Ethr =
(Mn +me)

2 −M2
p

2Mp

= 1.806MeV (4.4)
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The differential cross section and the total cross section are shown in Eq. 4.5.58

(
dσ

dcosθ
)0 =

σ0

2
[(f 2 + 3g2) + (f 2 − g2)v0

ecosθ]E0
ep

0
e

σ0
total = σ0(f 2 + 3g2)E0

ep
0
e =

0.0952E0
ep

0
e

1MeV 2
× 10−42cm2.

(4.5)

In Eq. 4.5, E0
e is equal to Eν −Mn + Mp, pe is equal to

√
E2 −m2

e, and ve is equal to pe
Ee

.

The f is a vector constant equal to 1, and g is an axial-vector constant equal to 1.26. The

positron energy can be described in Eq. 4.6. We can use the simplified cross section from

Eq. 4.5 to derive the positron spectrum. We assume that the angle between an antineutrino

and a positron is equal to 0. The approximate positron energy can be derived from an

antineutron energy shown in Eq. 4.6.22

Eν ' (Ee + ∆)(1 +
Ee
Mp

) +
∆2 −m2

e

Mp

Ee =
−Mn +

√
M2

n − 4Mp(−Eν + ∆ + (∆2 −m2
e)/Mp)

2

(4.6)

Therefore, Eq. 4.6 can be substituted into Ee in Eq. 4.5, and finally the IBD cross section

is shown in Eq. 4.7.58

σIBD(Eν) = Eepe × 0.961× 10−42cm2MeV−2 (4.7)

4.2 Detector Description

The detector model is reconstructed by a Geant459,60 simulation including the photocath-

ode optical surface model and geometry, the scintillation process, and the thermal neutron

model.5 The scintillation process is based on the components of the scintillator. In the

NT, the scintillator solvent consists of 20% ortho-phenlyxylyethane (o-PXE) and 80% n-

dodecane.5 The hydrogen fraction is 13.6% in the NT. The Gd concentration is about 1

g/liter, 0.123 %, in the NT.5 The PPO (2,5-dipheny loxazole)5 is a primary flour, and the

bis-MSB (4-bis-(2-methylstyryl)benzene)5 is a wavelength length shifter for PMTs in the NT

and IV. The GC liquid is added the third solvent, a medicinal white oil, to guarantee that
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the GC’s optical properties are consistent with the NT’s optical properties.1 The buffer liq-

uid consists of 53% medicinal white oil and 47% n-alkane mixture. The IV contains a liquid

scintillator, a mixture of linear alkyl benzene (LAB) and nalkanes, with PPO and bis-MSB.

The detector structure is reconstructed by the Geant4 reference physics list, QGSP BERT HP.

The optical process includes the spectra, the re-emission quenching, and the Birk’s law.61

The PMT optical model takes into account the absorption and index parameters in the thin

and semitransparent surface. The shield metal and other material supporting the PMT are

all included in the simulation. The PMT configuration is represented in Figure 4.2.62 The

PMT geometry model is based on the measurements of the detector after construction. The

Figure 4.2: Double Chooz PMTs’ configuration in the buffer for the PMT geometry model.
This configuration is taken from D. Shrestha and G. Horton-Smith, “The Good Enough
PMT Pointing studying”, neutrino.phys.ksu.edu, 2007.62

neutron thermalization process in the model is calculated by the molecular elastic scattering

in the Double Chooz liquid taking into account below 4 eV.5
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Optical parameters in the Monte Carlo simulation were determined by bench experi-

ments. The extracted liquid from each volume were tested by the benchmeasurements.5,63

A Compton backscatter peak method was used to determine the relative light yield as a

function of electron energy for the NT and the GC.5,63,64 The Compton scattering also in-

cludes the Cerenkov light study.65 The absolute light yield in the Monte Carlo simulation

has been tuned by the radioactive source deployment in the NT and the GC.65 My collabo-

rators used a Cary Eclipse fluorometer66 to measure the scintillator emission spectrum. In

order to avoid the Cerenkov light effect, the quench bench measurements were applied with

alpha and electron sources at the different energy to determine the quench effect and the

Birk’s parameters.67

4.3 Visible Energy Calibration

After we have the precise optical parameters, the visible energy (Evis) measured from the

calorimetry needs to be calibrated by four terms shown in Eq. 4.8. The calorimetry estimates

the Evis deposited per trigger. The visible energy can be described by the calibrated total

number of photoelectrons (PE):5,68

Evis = PEm(ρ, z, t)× fmu (ρ, z)× fms (t)× fmMeV .

PE =
∑
i

pei =
∑
i

qi/gaini(qi).
(4.8)

In Eq. 4.8, t is time, and i is each good channel of PMTs. According to the concentric

cylindrical detector, we define the coordinates, ρ and z. We define m to indicate data or

Monte Carlo simulation. The correction terms include a spatial uniformity (fmu ), a time

stability (fms ), and a PE/MeV calibration, (fmMeV ). In Eq. 4.8, Evis relies on these four

calibration terms, and thus data and Monte Carlo energy scales agree with each other. In

the Double Chooz experiment, we only choose good channels to reconstruct the raw charge

(qi) in Eq. 4.8. The good channels were judged by the waveform information from a fast

online analysis system. The waveform baseline bias can cause a nonlinear effect shown in
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the 1 PE equation, Eq. 4.8. The function, gaini(qi), corrects the non-linearity of the single-

PE charge, and it is generated upon each power cycle as well.5,68 A nonlinear effect for one

channel as a function of raw charge is represented in Figure 4.3. The second term, fmu (ρ, z),

Figure 4.3: A linear PE calibration as function of raw charge and a nonlinear effect near the
lower raw charge are shown in this plot. The nonlinear range leads the energy scale linear
corrected to within 2 %. This plot is from the publication of Double Chooz Collaboration.5

is the positional dependence of the PE distribution in the NT and the GC. We describe

the corrective term as a function of ρ and z directions by the spallation neutrons and the

antineutrons at H-capture 2.223 MeV filling the NT and the GC. This correction depends on

the NT center (ρ = 0, z = 0) to describe the PE function: PEm
c = PEm(ρ, z)×fmu (ρ, z). The

correlative terms is determined individually from the data and the Monte Carlo situations

for two dimensional maps. The largest deviation for the data in the NT is up to 5 % in the

calibration map.

The energy scale deviates with the elapsed time due to variations in the channel’s readout
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gain and the scintillator optical properties. This phenomenon can be calibrated by the

energy of spallation neutrons capture events on Gd as shown in Figure 4.4. Some PMT

Figure 4.4: The deviation of the Gd-capture peak position as a function of elapsed day.
This plot shows the deviation of the Gd-capture energy position before the energy scale
calibration. The peak position has increased as a +2.2% with the elapsed days. The plot is
from the publication of the Double Chooz Collaboration.5

channels are excluded from the calorimetry sum due to their anomalous charge integrations

(identified by the fast-online analysis). Each excluded channel can decrease the average

detector response by 0.3 %.68 This correction does not apply on the Monte Carlo simulation

because the Monte Carlo simulation does not change with time.5,68 The PE(t) converted

function can be described as PEm
c (ρ, z), PEct0 = PEm

c (t)× fms (t).5 The reference time, t0:

August 4 2011, is the time of the first 252Cf deployment.68 The reference time is for the

stability calibration since the detector response changes with time.68 After the calibration,

the plot of the H-capture energy deviation is represented in Figure 4.5. The total uncertainty

of the energy scale is 1.13 %.5 The energy scale calibration does not include the energy larger
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Figure 4.5: The deviation of the H-capture energy position as a function of elapsed day.
This plot shows the deviation of the H-capture energy after the energy scale calibration.
The systematic uncertainty of the energy calibration, 0.61 % can be estimated by this plot.
The plot is from the publication of the Double Chooz Collaboration.5

than 12 MeV. In the Chapter 5, the data and the Monte Carlo spectra do not agree with

each other in the high energy range because the calibration of the energy reconstruction

does not reach to the Gd-capture energy.

4.4 Electronics and Data Acquisition

The diagram of the Double Chooz readout and data acquisition (DAQ) system is shown in

Figure 4.6. This system includes the PMT signal reading done by the flash-ADC electron-

ics: the trigger system69, the High Voltage (HV) splitter, the HV supply, the Front-End

electronic (FEE), and the flash-ADC digitizing electronics (ν-FADC)70,71 in the ID and the

IV.5 Each PMT has ∼ 1.3 kV phase cathode bias, and the signal is about 5 mV per PE.26
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Figure 4.6: The diagram of the Double Chooz readout and data acquisition system. The
plot is from the publication of the Double Chooz Collaboration.5,48

The signals from PMTs are amplified and shaped by the FEE system. The sum signals from

FEE are proportional to charge; these signals are delivered into the trigger system.69 We

acquire waveforms over a time period of 256 ns in the experiment.69 The FADC can record

larger than 90% emitted light from the scintillator in this period of time.5,69 The threshold

of neutrino-like event is set around 350 keV in the ID.69,72 The trigger efficiency is equal to

100 % when the analysis threshold is above 0.7 MeV (see Figure 4.7).72

Figure 4.7: The trigger efficiency as a function of Evis of the visible energy threshold. This
plot is taken from M. Ishitsuka et. al, “Trigger Efficiency Task Force Report”, Double Chooz
Document 3261.73

The baseline of the FADC shifts with the occurrences of the power-cycling in the lab-

oratory. This variation affects the reconstructed charged estimations. The nonlinearity is

shown in Figure 4.3.
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The Readout System Simulation (RoSS) simulates the response of the readout systems in

the experiment.5 The simulation is according to measurements of the probability distribution

function of single PE from the readout photocathode.5,26 Each PE striking time of the PMT

can be calculated by the Geant4 simulation, and RoSS transfers it into a waveform digitized

by the FADCs.5 Following qualities, gain, baselines, noise etc., each channel is tuned in a

predicted experimental condition.

4.5 Pulse and Vertex Reconstruction

A signal time and charge in the PMT can be reconstructed by the pulse reconstruction.74

The pulse reconstruction is the first step of data reconstruction after RoSS. We apply 1 Hz

trigger rate to provide the all channels’ information of baseline, and its mean baseline and the

rms are calibrated from the 256 ns readout window.75 The PMT’s pedestal is estimated by

the integration of the mean baseline in the 256 ns window. After the pedestal is subtracted,

the integrated charge (q) is equal to a total count of each waveform. According to the width

of PE signal, we set the integral window of the charge integration, 112 ns, to improve the

resolution.75 A dynamic window algorithm is used to find the maximum of integration in

the integral window, and the integration is a pulse in the reading window.75 The start time

is calculated at the time when the pulse time reaches to 20% of the maximum.5 This time

can be calibrated by the light inject calibration system.5,76

Vertex reconstruction is applied to the energy reconstruction in Double Chooz. A time

and charge likelihood algorithm are used to compute the vertex reconstruction. We can

assume that each event in the detector is a point source defined as a X function:5

X = X(x0, y0, z0, t0,Φ). (4.9)

In Eq. 4.9, (x0, y0, z0, t0) indicate the position of event and time, and Φ (photons/sr) is the
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flux per unit solid angle. The prediction of the amount of charges detected at i-th PMT is:5

µi = ΦεiΩiAi,

t
(pred)
i = t0 +

ri
cn
.

(4.10)

In Eq. 4.10, Ωi is a solid angle observed from the PMT to the event vertex, and ri is

the distance of event to the PMT. εi and cn indicate the PMT’s quantum efficiency and

effective seed of light in the scintillator respectively, and Ai is the transmission amplitude.

The likelihood function for each event is defined as:.5

L(X) =
∏
qi=0

fq(0;µi)
∏
qi>0

fq(qi;µi)ft(ti; ti
pred, µi). (4.11)

fq is a probability of charge, q, and the expected charge is µi. ft is the probability of the

light arriving the PMT at time ti, and the predicted arrival time is tpredi . The best reasonable

vertex is the Xmin, which is located at the maximum of likelihood L(X) or the minimum of

−lnL(X). Eq. 4.10 and 4.11 are derived by the Monte Carlo simulation and the positional

calibration with the radioactive source, 137Cs, 60Co and 68Ge.5

4.6 Light Noise

The accidental flashes from the PMT bases are called a light noise background. This back-

ground is from the PMT base, and it is reflected many times by other PMTs’ surface. The

physical signal can be distinguished from this background by the characteristic of distribu-

tion in the detector. The rejection cuts are 1) a Qmax/Qtot value and 2) the rms of the

start time (tstart) of the fist pulse on a PMT.77 The value ,Qtot, is the total charge col-

lected from a trigger, and Qmax is the maximum charge recorded by a PMT. The selection

cut is a official cut in the neutrino study. The physical signals are valid for the cuts: 1)

Qmax/Qtot < 0.09 and 2) rms < 40 ns. The schemes of light noise and physical events can

be seen in Figure 4.8.
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(a) The light-noise scheme of prompt
signals.

(b) The light-noise scheme of delayed
signals.

Figure 4.8: The light-noise distributions of prompt and delayed signals respectively, and the
physical events are valid for the selection: Qmax/Qtot < 0.09 and rms < 40 ns. These two
plots are taken from EU++ Analysis Cluster, “EU++ results for second comparison stage”,
Double Chooz Document 3199.77

4.7 Calibration System

The calibration of Double Chooz uses a light injection system, source deployments, and

cosmic rays. The light injection system is used to determine all PMT gains in the detector,

time offsets of PMTs, and the PMT stability of their gains and offsets.76 Source deployments

and cosmic rays are used to estimate the detection efficiency of the IBD and the energy scale

for gammas, positrons, and neutrons. The light injection system has point-like sources fed

by multi-wavelength LED-fiber system (LI). The system injects a known amount of light via

optical fibres into the ID and the IV. The LEDs include blue and UV ranges, 285, 425, 470,

365, and 475 nm.5 The rate, the pulse width, and the light intensity are remotely controlled.

Five radioactive sources, 252Cf, 137Cs, 68Ge, and 60Co, sealed in miniature capsules are

used in the source deployment calibration in the NT and the GC.5 The visible energy is

measured from 2.223 MeV gammas from the neutron captures on hydrogen, 1.173 MeV and

1.333 MeV gammas from 60Co, the IBD threshold, a 2× 0.511 MeV annihilation from 68Ge,

and 0.662 MeV gammas from 137Cs.5 The sources are deployed into the NT by a motorized

pulley-and-weight system from a glove box at the top of the detector chimney.5 The position

resolution is 1 mm, and the lowest position is 1 cm above the bottom of the NT.5 A rigid
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hermetic looped tube with a motor-driven wire (GT) in the GC leads sources from the

chimney, attaches to the wall of the NC, reaches the buffer, and leads back to the top of

the chimney (see Figure 4.978). The positioning accuracy is 1 ∼ 2 mm in the GT along the

Target volume 

Figure 4.9: Two diagrams show the source deployments in the NT (right): along a z axis
indicating a red line from the chimney, and in the GT (left): the gray tube along the NT
wall to the buffer.

loop region and the region attached to the NT wall. The radioactivities of the two systems’

hardware and the positions can be modeled in the Monte Carlo simulation.

The identified spallation neutrons from cosmic rays are captured by Gd and H in the NT

and only captured by H outside the NT. The H-capture peak (2.223MeV) from spallation

neutron is used to provide the spatial correction of calibration map in Chapter 4.3. The

Gd-capture and H-capture peaks from spallation neutron in the NT and the GC are used

to determine the stability of the energy reconstruction (see Figure 4.4 and Figure 4.5).
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Chapter 5

Double Chooz Neutron Detection
Study with Cf-252

This chapter describes the study of properties of events in which neutrons from 252Cf decay

capture on nuclei in the detector. A direct measurement is presented of three quantities

which determine the neutron detection efficiency: the Gd-capture fraction, the neutron

capture time, and energy containment. The 252Cf neutron capture signals are compared

to the IBD neutron capture signals to complete the understanding of neutron detection

efficiency.

5.1 Cf-252 Properties

252Cf decay is the sum of 96.9% alpha decay and 3.1% spontaneous fission.79 Each 252Cf

spontaneous fission emits around 3.7 neutrons and 8 gammas.80 The activity 252Cf, was

around 50 Bq in the calibration runs.5 The spontaneous fission from 252Cf produced a

neutron rate, 5.7 events per second (see Eq 5.1), in the calibration runs.

5.7 (neutrons/s) ' 50 (Bq)× 3.1%× 3.7 (neutrons) (5.1)

The average energy of the neutron spectrum is 2.1 MeV, and the average energy of each

gamma is 0.87 MeV.80 The comparisons of the time difference (dT) between the prompt and

the delayed signals from 252Cf, and the IBD dT distribution shows a good agreement between

the data and the Monte Carol simulation, as shown in Figure 5.1a and 5.1b. Figure 5.2a
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Figure 5.1: (a) This is a dT comparison between the data from the 252Cf signals and the
IBD signals. (b) This is a dT comparison between the Monte Carlo simulations from the
252Cf signals and the IBD signals.
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Figure 5.2: (a) The data ratio of the IBD signals to the 252Cf signals from Figure 5.1a. (b)
The Monte Carlo simulation ratio of the IBD signals to the 252Cf signals from Figure 5.1b.

and 5.2b represent the signal ratio of the IBD to 252Cf. The 252Cf calibration data are used

to check the bias between the data and the Monte Carlo simulation, which would increase

the systematic uncertainty for the neutron selection criteria of νe signals.

5.1.1 Cf-252 Multiplicity

Neutron capture multiplicity is the number of the neutron captures on Gd and H per fission

from 252Cf. The experimental and predicted multiplicities of the 252Cf source are shown in
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Figure 5.3. The average multiplicity is 3.662± 0.008 from the Double Chooz measurement.

We can define the efficiency of neutron capture multiplicity as
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Figure 5.3: The multiplicities of the neutron captures from the measurement and the pre-
diction in the Double Chooz experiment. The black dots are the data, and the black lines
with red shadow are the Monte Carlo prediction respectively. The average multiplicity of
the data is 3.662 ± 0.008, and the average multiplicity of the Monte Carlo prediction is
3.696± 0.013.

εm =
Nn,det

Nn

. (5.2)

In Eq. 5.2, Nn is the numbers of neutrons, which are emitted from 252Cf, and Nn,det is

the number of neutron candidates detected from the calibration runs. From Monte Carlo

simulation, the average εm is equal to 97.99 ± 0.37%, in the NT (see Figure 5.4a). The εm

along ρ direction in the NT and GC can be seen in Figure 5.4b. Most neutrons in the NT

are captured by Gd (about 86% see Chapter 5.2.1). In the GC, neutrons are all captured

by H except spill-in phenomenon (see Chapter 5.1.2) near the target boundary, ρ close to
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Figure 5.4: The εm results from 252Cf Monte Carlo simulations: (a) along the z axis in the
NT, and (b) along ρ axis from the NT to the GC wall. The average εm in the NT is equal
to 97.99 ± 0.37%. εm decreases with ρ direction in the GC because the neutron capture on
Gd happens easier than the neutron capture on H in the detector.

1150 mm. From Figure 5.4b, the εm in the NT is higher than the εm in the GC because the

neutron capture by Gd easier happens than the neutron capture on H in the detector.

εm is not used in the neutron detection efficiency analysis because the current analysis

strategies can not remove the accidental background in the prompt energy range around

0.7 to 3 MeV in measurements. Most accidental events are from the coincidental pairs,

which have one prompt and one delayed signals. The coincidental pairs are mixed into the

candidates, and they are difficult to distinguish with the real events (multiplicity = 1). The

phenomenon can easily be observed by the prompt spectrum at each multiplicity. Figure 5.5

is the 252Cf data from the NT center at each multiplicity. The peak is shown around 0.7 to

3 MeV the multiplicity equal to 1 in Figure 5.5a. Comparing with the prompt spectra at

other multiplicities, this peak deviates from the expectation. From Figure 5.5b, the prompt

spectrum of simulation at the multiplicity equal to one does not show a similar shape as the

shape of data at the multiplicity equal 1 shows in Figure 5.5a. Comparing with Figure 5.5b,

the peak shown at the multiplicity equal to one is considered to be the background, which

cannot be distinguished from the neutron capture selection.

In Figure 5.5a, the background around 0.7 to 3 MeV at the multiplicity equal to one
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(b) Prompt spectra of 252Cf simulation.

Figure 5.5: Prompt spectra of different multiplicities from the 252Cf data (a) and Monte
Carlo simulation (b).

can be removed by more strict light noise cuts; however, this analysis is not included in the

recently study. We apply a higher prompt energy (7-30 MeV) cut to remove the background

without considering the multiplicity in the efficiency.

5.1.2 Neutron-Capture Spill-In/Out Phenomena

The spill-in/out phenomena happen near the boundary like the wall of the NT. For the spill-

in case, the neutrons are produced in the GC and then captured in the NT. The neutron

can be captured by H or Gd in the NT; however, the most probable case is that the neutron

is captured by Gd. For the spill-out case, the neutrons are produced in the NT and then

captured in the GC. The illustration is shown in Figure 5.6. Using to the calibration system,

we can investigate the spill-in/out problem in the NT and the GC with the 252Cf source.

The spill-in/out efficiency can be estimated with the different applied positions of 252Cf. A

detailed discussion follows in the next section.

5.1.3 Neutron-Capture Time in Double Chooz Liquid Scintilla-
tors

The neutron-capture time of the Double Chooz liquid scintillator can be estimated by the

252Cf source as well. The capture time can be described by a mathematical function as
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Figure 5.6: An illustration indicates the spill-in/out phenomena. A blue line indicates the
NT wall. The neutron is produced in the NT and then captured in the GC (spill-out). The
neutron is produced in the GC and captured in the NT (spill-in). The spill-in/out happens
near 3-4 cm range of the boundary chemical composition. This plot is from T. Mueller,
“Spill-in/out studies”, Double Chooz Document 2864.81

follows

∆T (t) = (A−Be−
Ct
nτ )(De−

Et
Gdτ + Fe−

It
Hτ ), (5.3)

where A, B, C, D, E, F, and I are constants. Neutron thermalization time can be indicated

by nτ . Gdτ and Hτ are defined the Gd-capture time and the H-capture time. The neutron

capture time is dominated by the geometric position in the detector. According to the

deployed position of the 252Cf source, three regions in the detector can be discussed in this

section. The first region is near the center of the NT, which is along the z axis at |z| < 800

mm. The second region is the boundary near the wall of the NT, and the last region is in

the center of the GC. Four illustrations of the dT distribution fitted by Eq. 5.3 are shown in

Figure 5.7 (the center of the NT), 5.8 (the boundary of the NT), 5.9 (the boundary of the
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GC), and 5.10 (the center of the GC). In Figure 5.7 to 5.9, the neutron thermalization is
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Figure 5.7: dT distribution at the cen-
ter of the NT (z = 0 mm). The data
are black dots. The best fit (green
line) is contributed by the neutron
captures on Gd (red line) and the neu-
tron captures on H (blue line).
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Figure 5.8: dT distribution at the
boundary of the NT (z = 1257 mm).
The data are black dots. The best fit
(green line) is contributed by the neu-
tron captures on Gd (red line) and the
neutron captures on H (blue line).
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Figure 5.9: dT distribution in the GC
near the NT wall (ρ = 1188 mm).
The data are black dots. The best fit
(green line) is contributed by the neu-
tron captures on Gd (red line) and the
neutron captures on H (blue line).

dT(ns)
0 50 100 150 200 250 300 350 400

310×

E
n

tr
ie

s

10

210

dT DATA
dT of H-capture fit
dT of Gd-capture fit
dT fit

Cf DATA252

Figure 5.10: dT distribution in cen-
ter of the GC (ρ = 1287.2 mm). The
data are black dots. The fitting result
(green line) is contributed by the neu-
tron captures on Gd (red line) and the
neutron captures on H (blue line).

around 30 µs. The Gd-capture time can be derived from the best fit (the red line), and the

H-capture time can be derived from the best fit (the blue line). In the NT center region,

Figure 5.7, the neutron captures on Gd dominate the plot, and the neutron-capture time

is around 25 µs. Actually, the neutron- capture time increases with the position closing

to the NT wall due to the contribution of the neutron captures on H. In Figure 5.8 and

Figure 5.9, the neutron-capture time is around 170 µs due to the increasing contribution of
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the neutron captures on H. The spill-in phenomenon can be observed in Figure 5.9 and 5.10

because the neutron captures on Gd are in the GC. The neutron captures on Gd reduce

with the increasing distance between the NT wall to the 252Cf source. The cross-sections of

the isotopes of Gd have larger values than H in the liquid when the neutron kinetic energy

is smaller than 1 MeV (see Figure 5.11). Gd is capable of capturing more neutrons when

neutrons have not reached the thermalization (Figure 5.11). Therefore, the thermalization

process is more obvious in the NT than in the GC. The range of the neutron thermalization

is squeezed with the increasing distance between the NT wall and the 252Cf position in the

GC as well.

Figure 5.11: Gd isotopes, H, and C cross-sections as the functions of the neutron kinetic
energy from A. Hourlier et al., “Neutron Thermalization”, Double Chooz Document 4154.82

The larger Gd cross-section indicates that more neutrons are captured by Gd when neutrons
have not reached the thermalization. The Gd-capture is dominant in the Gd-loaded NT due
to the larger cross-section.

The Gd-capture time and the neutron thermalization time in the NT are shown in

Figure 5.12. The H-capture time in the GC shows in Figure 5.13. The Gd-capture average

time is 25.88 ± 0.12 µs in the NT, and the difference between the data and the Monte Carlo

simulation is 5.91 ± 0.46%. The H-capture average time is 197.57 ± 1.62 µs in the GC,
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and the difference between the data and the Monte Carlo simulation is 9.04 ± 0.85%. The

average neutron-thermalization time is equal to 5.97 ± 0.13 µs, and the difference between

the data and the Monte Carlo simulation is 8.13 ± 2.10%. The large difference of the Gd-

capture time can be expected from the difference of the neutron thermalization time of the

Monte Carlo neutron thermalization model. This discrepancy can be improved by the time

correlation model from A. Hourlier et al.83 In this study, the time correlation mode is not

applied.
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Figure 5.12: The Gd-capture time and the neutron thermalization as the functions of the
z axis position in the NT. The dot with a solid line indicates the data, and the dot with a
dashed line indicates the Monte Carlo prediction. The average difference of the Gd-capture
time is 5.91 ± 0.46% between the data and the Monte Carlo prediction. According to
Figure 5.7 and 5.8, the contribution from H is increasing with the z axis, the Gd-capture
time raises up near the top and the bottom of the NT. The thermalization time is about
4− 7µs.

44



(mm)ρ
1180 1200 1220 1240 1260 1280 1300 1320

s)µ
C

ap
tu

re
 t

im
e(

175

180

185

190

195

200

205

210

215

H capture time
H capture time(MC)

Figure 5.13: H-capture time as a function of the ρ =
√
x2 + y2 in the GC. The dot with a

solid line indicates the data, and the dot with a dashed line indicates the results from the
Monte Carlo prediction.

5.1.4 Cf-252 Neutron Candidate Selection

The neutron candidate selection of 252Cf is similar to the antineutrino candidate’s selection.5

The selection consists of: 1) the energy of the delayed signal from the neutron captures

is from 0.7 to 25 MeV, and 2) the trigger is valid for the more strict light noise cuts:

Qmax/Qtot < 0.055 and rms (tstart < 40 ns). The prompt and delayed spectra are shown

in Figure 5.14. In order to select the pure neutron signals, a pre-selection has been applied

before the selections: there is no valid trigger before the prompt signal (0.7-30 MeV) in

1 ms. The accidental background can be mixed in the prompt signals. The more strict

prompt energy cut (7-30 MeV see Chapter 5.1.1) is used to remove the background.
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Figure 5.14: This plot shows the spectra of the prompt and delayed signals from 252Cf data.

5.2 Three Factors in the Neutron Detection Efficiency

The neutron detection efficiency in the Double Chooz experiment is the product of factors:

1) the ratio of neutrons captured by Gd (the Gd-capture fraction), 2) the fraction of those

neutron captures within the IBD sekectuib time interval, 2µs > ∆T > 100µs, and 3) the

fraction of those neutron captures within the IBD energy range, 6 to 12 MeV. A total

neutron detection efficiency, εneutron from the 252Cf study can be written as Eq. 5.4

εneutron = εGd × ε∆T × ε∆E. (5.4)

In Eq. 5.4, εGd is an efficiency from the Gd-capture fraction, ε∆T is an efficiency from the

IBD desired time interval of the neutron captures, and ε∆E is an efficiency from the energy

range, 6-12 MeV.

46



5.2.1 Gd-Capture Fraction

We only consider the Gd-capture and H-capture contributions in Double Chooz neutron

detection efficiency. The Gd-capture fraction can be defined as Eq. 5.5.

εGd =
NGd

NGd +NH

. (5.5)

NGd is the total number of the neutron captures on Gd, and NH is the total number of the

neutron captures on H. The whole delayed spectrum from the neutron capture is shown in

Figure 5.15 In order to consider the background in the neutron detection efficiency, we have
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Figure 5.15: The neutron-capture spectrum of 252Cf from 0.7 to 25 Mev. Black dots and
solid yellow shaded histogram are the data and the Monte Carlo prediction respectively. The
neutron captures on H are around 2.2 MeV, and the neutron captures on Gd are around 8
MeV. A shoulder peak around 10MeV is the signal captured by Gd+H, and a peak around
15 MeV is the signal captured by Gd+Gd. The data and the prediction do not match each
other very well due to the energy scale calibration in Chapter 4.3.

fitted the Gd-capture and H-capture areas, rather than simply counting the event numbers
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in the energy interval 6 to 12 MeV for the Gd-capture signals and 1 to 3 MeV for the

H-capture signals. For doing the spectral fit, we should understand the components of the

gamma spectrum generated by the radioactive neutron captures. Two energy regions are

contained in the gamma spectrum: 1) the photopeak is the deposited energy of neutron

captures, and 2) the continuous spectrum is deposited by Compton scattering.84 The width

of characteristic photopeak is related to the scintillator and the photodetection system, and

it is inversely proportional to the detector’s resolution.84 The Compton continue spectrum,

which is a small tail in front of the characteristic photopeak is not discriminated from

the characteristic photopeak easily in the Double Chooz detector. The two components

in the photopeak are separated by a best fit. The discriminated photopeaks are described

by several Gaussian distributions, and the Compton continuum spectrum is modeled by

a mixed function of an exponential function timing a complementary error function. The

width of the Gaussian distribution is from the statistical and electronic noise.84 The whole

gamma spectrum can be described by Eq. 5.6

F (x) = Gaussian(x, σ, µ) +B × eCxErcf(
x−D
E

)

Gaussian(x, σ, µ) =
Area√

2π
e−

(x−µ)2

2σ2 .
(5.6)

Where B, C, D and E are constants in Eq. 5.6. The characteristic photopeaks of two

isotopes of 155Gd and 157Gd of the neutron captures are around 8.536 MeV and 7.937 MeV.

The described function for the Gd-capture spectrum is presented by Eq. 5.7.

F (x) = Gaussian155Gd(x, σ, µ) +Gaussian157Gd(x, σ, µ) +B × eCxErcf(
x−D
E

)

+GaussianGd+Gd(x, σ, µ).

(5.7)

In Eq. 5.7, the contribution from the Compton scattering is described by only one error

function due to the relatively small area of the 157Gd photopeak area and the energy scale

calibration range. An additional Gaussian distribution is added into Eq. 5.7 because of the

Gd+H-capture signal. The accidental events dominate the capture spectrum below 1 Mev so

an exponential decay function is added into Eq. 5.6. The Compton continuum spectrum of
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the H-capture spectrum is insignificant compared to the accidental background. The whole

spectrum of neutron captures with the best fit are represented by Figure 5.16. Eq. 5.5 can
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Figure 5.16: The delayed signals from the neutron captures are represented. Black dots and
a red curve are the data and the best fit respectively. The H-capture signals are described by
an exponential decay and a Gaussian function. The Gd-capture spectrum and the shoulder
peak around 10 MeV are described by three Gaussian functions and a error multiplied
exponential function. The Gaussian distribution around 15 MeV is the signals captured by
Gd+Gd. This plot collected total 2.7 hour run (|z| <640 mm) and has 22248 events.

be rewritten replacing event number (N) with the areas of the neutron captures from the

best fit as follows:

εGd =
AreaGd

AreaGd + AreaH
. (5.8)

In Eq. 5.8, the AreaH is a Gaussian distributions of the neutron captures on H, and the

AreaGd is from the area of two Gaussian distributions from the neutron captures on Gd. The

Compton continuum spectrum of the Gd-capture spectrum adds another 0.6%. The Gd-

capture fraction is stable in the center region of the NT; however, the boundary effect can
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decrease the Gd-capture fraction when the 252Cf source is closer to the NT wall. The fraction

as a function of position along the z axis in the NT is shown in Figure 5.1b. According

to a stable Gd-fraction range from Figure 5.16, the average εGd fraction is 0.860 ± 0.005.

This result is from a spectrum assembled from about 2 hours running time at -640 mm

< z < 640 mm. The scale factor between the data and the Monte Carlo simulation is

Data
MC

= 0.985(±0.3%). The Gd-capture fraction and the relative difference between the data

and the Monte Carlo prediction ( |Gd(H)data−Gd(H)MC |
Gd(H)data

) for the NT along the z axis is shown

in Figure 5.17 and 5.18 respectively. In the Figure 5.17, the Monte Carlo simulation did
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Figure 5.17: The Gd-capture fraction of the data and the Monte Carlo prediction from 252Cf
along the z axis in the NT. A blue dot with a solid line and a blue dot with a dashed line
are Gd-capture fraction of the data and the Monte Carlo simulation respectively. A red
dot with a solid line and a red dot with a dashed line are H fraction ( AreaH

AreaGd+AreaH
) of the

data and the Monte Carlo simulation respectively. The Gd-capture fractions have stable
values around z from -800 mm to 800 mm; however, the reducing Gd-capture fraction at z
> 1000 mm and z < -1000 mm (The NT’s height is the z from 1150 mm to -1150 mm. ). A
boundary effect starts at z > 1000 mm and z < -1000 mm, and the values of the Gd-capture
fraction and the H fraction are close to each other near the bottom and the chimney of the
NT

a good job at the Gd-capture fractions; however, the increasing differences appear in the

boundary region, which is close to the bottom and the chimney of the NT. The higher
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Figure 5.18: The relative difference of the Gd-capture fraction between the data and the
Monte Carlo simulation along the z axis. The red dots are the relative differences of the
neutron captures on H, and the blue dots are the relative differences of the neutron captures
on Gd. The Monte Carlo prediction has a small difference from data for the neutron captures
on Gd but a significant difference (∼10 %) for the neutron captures on H.

difference on the H fractions could be due to the lower number of the H-capture event.

These differences will be included into the next sections, the dT-efficiency and the energy

efficiency.

5.2.2 dT Efficiency

The quantity dT is defined as the time difference between the prompt and the delayed

triggers from the neutron captures at 6-12 MeV. The official dT selection is 2 µs < dT

< 100 µs. The low dT cute, the excluding events dT < 2.0 µs, has been proposed in the

analysis because a strong contamination of light noise is below 2.5 µs shown in Figure 5.19.77

N(0 µs < dT < 200 µs) is defined as a number of neutron captures in 0 µs < dT< 200 µs.

N(0 µs < dT < 200 µs) is a good approximation for Gd captures due to the short neutron

capture time. The definition of the dT efficiency, εT is
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εT =
N(2µs < dT < 100µs)

N(0µs < dT < 200µs)
. (5.9)

Figure 5.19: dT distribution of the light noise sample. This plot is from Double Chooz
EU++ Cluster, “EU++ results for second comparison stage”, Double Chooz Document
3199.77

Figure 5.20 shows the dT (prompt-delayed) distribution of the neutron captures from

the 252Cf source deployed at several positions around the target center. The data and Monte

Carlo waveforms are consistent according to Figure 5.20. The dT efficiencies along the z

axis of the NT are shown in Figure 5.21, and the relative differences as a function of z axis

of the NT between the data and the Monte Carlo prediction can be seen in Figure 5.22.

The detailed discrepancy along the z axis of the NT can be observed in Figure 5.21

and 5.22. In Figure 5.21, the boundary effect, which decreases the dT efficiencies, is similar

to Figure 5.17. It can be observed in Figure 5.22 that the larger differences are located at

the boundary. The average dT efficiency of the NT can be integrated along the z axis from

Figure 5.21 The average efficiencies for data and Monte Carlo prediction are 0.9646 ± 0.0023

and 0.9691 ± 0.0010 respectively. The average relative difference between data and Monte
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Figure 5.20: The dT distributions of the data and the Monte Carlo prediction at the delayed
energy interval, 6-12 MeV, show by black dots (data) and yellow shadow (Monte Carlo)
histogram respectively. The neutron thermalization time can be observed at ∆T < 20µs.

Carlo prediction is 0.47 ± 0.26%. Additionally, the dT efficiency must take into account

the GC contribution as a function of ρ =
√
x2 + y2, as shown in Figure 5.23. The final

dT efficiency is determined by an extrapolation from the Z-axis system to the GT system

weighted by the Gd-capture fractions from the Monte Carlo prediction. We construct a f(ρ)

function to describe the data and the Monte Carlo prediction.

The systematic error is defined by the integrated differences of the data and the Monte

Carlo prediction in the cylindrical coordinates. According to Figure 5.23, the function can

be defined as Eq. 5.10 to describe the data and the Monte Carlo simulation.

f(x) = A−B × tanh(
z − C
D

). (5.10)

In Eq. 5.10, A, B, C, and D are constants. The difference of the two integrations (the data

and the Monte Carlo curves) from Eq. 5.10 is 0.13 % (ρ = 0 to 1150 mm). The final dT

efficiency systematic error of the data is equal to the combined error from the differences

of the extrapolation from Z-axis to the guide tube and the error of averaged dT efficiency

along the Z-axis, 0.4 ∼ 0.5%.
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Figure 5.21: dT efficiency as a function of position along the z axis of the NT. Red dots
indicate the Monte Carlo prediction, and blue dots indicate the data. The boundary effect is
seen near the top and bottom of the NT where efficiency is reduced. The averaged efficiencies
integrated along the z axis in the NT are 0.9646± 0.0023 from the data and 0.9691± 0.0010
from the Monte Carlo simulation.

5.2.3 Energy Containment Efficiency

N(6-12 MeV) is defined as a number of neutron captures within energy range, 6-12 MeV.

The energy containment efficiency is defined as Eq. 5.11.

ε∆E =
N(6− 12MeV )

N(4− 12MeV )
. (5.11)

The energy containment efficiencies of the data and the Monte Carlo prediction are shown

in Figure 5.15. Only in the energy scale calibration range (< 12 MeV), the Monte Carlo

simulation agrees with the data. The background events concentrate in the range in 0.7 to

3 MeV, as mentioned in the Gd-capture fraction section; however, the energy containment

efficiency does not include this range. Figure 5.24 shows the energy containment efficiencies

along the z axis of the NT, and the relative differences of the efficiencies between the data and

the Monte Carlo predictions as the functions of the z axis of the NT is shown in Figure 5.25.

The efficiency decrease near the top and the bottom of the NT is similar to Figure 5.17
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Figure 5.22: Differences of dT efficiency between the data and the Monte Carlo predictions
as a function of position along the z axis of the NT. The higher differences is around the
boundary of the NT. The average difference is equal to 0.47 ± 0.26 %.

and 5.21. The average efficiency can be obtained by integration along the z axis with the

result 0.9643 ± 0.0022 for the data and 0.9697 ± 0.0009 for the Monte Carlo prediction. We

use the extrapolation in section 7.3.2 to weight the efficiencies by the Gd-capture fractions

of the Monte Carlo prediction from the z axis in the NT to the GC. The energy containment

efficiency from the NT to the GC is shown in Figure 5.26. The final systematics error of the

energy containment is equal to the combined error from the difference of the extrapolation

from the Z-axis system to the GT system and the error of averaged energy containment

efficiency along the z axis, 0.6∼0.7%.

5.2.4 Neutron Detection Efficiency Systematics from Cf-252

According to the previous three sections, we can summarize the systematic uncertainties,

which are estimated with the 252Cf neutron analysis. The final results of the neutron de-

tection systematic uncertainties are shown in Table 5.1. The total systematics uncertainty

estimated by 252Cf is 0.91%. The efficiency and the uncertainty were put into the detec-

tion efficiency uncertainty of the neutrino oscillation analysis. The total Monte Carlo scale
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Figure 5.23: The extrapolation from the NT center (z = 0) to the GT is considered in the
dT efficiencies of the data (blue) and the Monte Carl predictions (red). The differences of
the area integrations between the data and the Monte Carlo prediction are 0.13%(interval
[0, 1150] mm) and 0.2%(interval [0, 1435] mm).

Table 5.1: Summary of neutron efciency systematics uncertainties from 252Cf

Parameter Systematics uncertainty Monte Carlo scale factor

Gd-fraction correction and systematics 0.3 % 0.985
dT-efficiency systematics 0.5 % 1

E-containment-efficiency systematics 0.7 % 1
total systematics 0.91% 0.985

factor is 0.985 contributed by Gd-fraction mainly (see Chapter 5.2.1). The Monte Carlo

scale factor is used to scale the Monte Carlo predictions of IBD and background. The

scaled predicted spectra is use to compare with the IBD data by rate or spectral shape in

the final oscillation analysis. The high discrepancy between data and Monte Carlo predic-

tion is observed near the top and the bottom of the NT from Figure 5.18 for Gd-capture

fraction1, 5.22, and 5.25. The acrylic walls reflect light to affect the time correlation of

the signals. Reflection produced from acrylic walls affects the detected event numbers as

well. Due to these complex optical properties, which cannot easily be modeled in the recent

Model Carlo simulation exactly near the boundary of the NT wall. Therefore, the Monte

Carlo prediction is inefficiency near the top and bottom of the NT wall. In order to make a

1For H-capture fraction, the low statistics of data causes the relative differences with high errors. There-
fore, the high discrepancy near the bottom and top of the NT cannot show in the H-capture fraction.
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Figure 5.24: The energy containment efficiency as a function of position along the z axis in
the NT. Red dots indiate the Monte Carlo prediction, and blue dots indiate the data. The
energy containment efficiencies near the top and the bottom of the NT show the decreased
efficiencies. The average efficiencies along the z axis in the NT are 0.9643 ± 0.0022 for the
data and 0.9697 ± 0.0009 for the Monte Carlo prediction.

complete efficiency of the whole ID, we estimate the efficiency from the extrapolation from

the NT to the GC and the bias of the z axis in the NT. This study considers the Monte Carlo

uncertainty, scale factors and the boundary effect in the liquid detector comprehensively.

5.3 Gd-Capture Fraction and Spill-In/ Out from Cf-

252

Building upon the previous section, the weight by the Gd-capture fraction in the extrapo-

lation from the NT to the GC is introduced in this section. From the extrapolation study,

we only consider the data points in the stable Gd-capture fraction stability range in the

NT |z| = 0 − 640 mm (Figure 5.17). The same analysis of Figure 5.17 can be applied to

whole NT data along z axis and the GT system data in the GC. The normalized Gd-capture

fractions as a function of positions along ρ in the GC, and as a function of position along the

z in the NT are shown in Figure 5.27a and 5.27b respectively. The weight values are from
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Figure 5.25: The relative difference between the data and the Monte Carl prediction as the
functions of the z axis in the NT. The average relative difference is 0.58 ± 0.25%.

the Gd-capture fractions normalized by the average Gd-capture fraction, |z| < 640 mm, in

the NT. Due to the calibration equipment orientation, the data from the GT system are

represented with the ρ direction, and the data from the NT are represented with the z axis.

The spill-in/out phenomena can be demonstrated by the Monte Carlo prediction easily.

Several million neutrons have been generated in the NT including the chimney and in the

GC. Building upon Chapter 5.1.2, the spill-in/out phenomena can be determined by the ini-

tial vertex of neutron origin and position of neutron captures in the Monte Carlo prediction.

The neutron detection efficiency of Monte Carlo prediction is shown in Figure 5.28. The

neutron efficiencies are not all equal to one in the NT because of the spill-out phenomenon.

The efficiency drops about 57% on the acrylic wall of the NT. For the GC, the efficiencies are

not all equal to zero, and they increase near the NT wall because of the spill-in phenomenon.

In the Monte Carlo prediction, the neutron origin and capture positions can be easily

identified; however, experimentally it is impossible to find out the real neutron origin. In
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Figure 5.26: The extrapolation of the energy containment efficiency from the NT center (z
= 0) to the GC are plotted for the data (blue) and the Monte Carlo prediction (red). The
difference of the two area integrations between the data and the Monte Carlo curves is 0.4%
(0-1150 mm) and 0.31% (0-1435 mm).

order to make a perfect theoretical demonstration closely, we can generate neutrons uni-

formly in the NT and the GC, and we can provide the detection efficiency as a function of

the distance between the neutron to the wall. Unfortunately, this plan is limited by the cal-

ibration equipment orientation. The approximate estimation should be modified according

to the conditions of two source deployments (z-axis and GT systems) in the detector. For

the data measured in the NT, we describe the position along the z axis (see Figure 5.27b).

For the data measured in the GC, we describe the position along the ρ axis and ignore

the z axis (see Figure 5.27a). We only can judge the spill-in/out phenomena by the Gd-

capture fractions because the neutron captures on H can happen both in the NT and the

GC. The neutron captures on Gd only happen in the NT. According to the deployed po-

sitions of 252Cf, assuming that it is equal to the positions of the neutron captures on Gd,

the spill-in/out ratio can be estimated by the efficiencies of the Gd-capture fractions. We

assume that the Gd-capture efficiency is 100% at center of the NT; then, we can weight the

Gd-capture fractions by the center Gd-capture fraction similar to the extrapolation study.
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(a) Normalized Gd-capture fraction
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in the NT.

Figure 5.27: (a) Normalized Gd-capture fractions in the GT system. Blue dots indicate
the data, and red dots indicate the Monte Carlo predictions. Each Gd-capture fraction is
normalized by the average Gd-capture fraction ( |z| < 640 mm ) in the NT. (b) Normalized
Gd-capture fractions in the NT. Blue dots indicate the data, and red dots indicate the
Monte Carlo predictions. Each Gd-capture fraction is normalized by the average Gd-capture
fraction ( |z| < 640 mm ) in the NT.

The efficiency of Gd-capture fraction in the whole NT can be estimated by the integration

along the z axis in Figure 5.27b. If there is no spill-out phenomena, the total efficiency of

Gd-capture fraction is equal to 100%× Z (the hight of the NT). The spill-out study can be

evaluated roughly by the missed area equal to 100% × Z subtracting the area under the

curves in Figure 5.27b. The formula is defined as Eq. 5.12.

f(z) =

∫ z

z0

(1− eB+Cz)dz. (5.12)

In Eq. 5.12, B and C are constants. The intervals of Eq. 5.12 are [0 mm, 1257mm], z0 = 0

to the top of the NT, and [-1250 mm, 0], the bottom of NT to z0 = 0. We do not consider

the chimney effect in this study. Since the Gd-capture efficiencies should be zero in the

GC without the spill-in, the spill-in can be evaluated roughly by the area of the curve of

Gd-capture fraction in Figure 5.27a. The formula is defined as Eq. 5.13.

f(ρ) =

∫ ρ

ρ0

eD+Eρdρ (5.13)

In Eq. 5.13, D and E are constants. The interval of Eq. 5.13 is [1158 mm, 1708 mm], the

NT radius + the vessel thickness to the GC radius. The ratios of the spill-in/out are shown
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Figure 5.28: The neutron detection efficiency as a function of the distance between the
neutron source and the acrylic wall. This plot is from Th. A. Mueller, “ spill-in/out studies
and other interesting stuff about neutron physics”, Double Chooz Document 3031.85 This
plot illustrates the spill-in/out phenomena observed from the neutron detection efficiencies
as a function of the distance between the neutron source and acrylic wall.

Table 5.2: Summary of spill-in/out from 252Cf

in/out spill-out spill-in

data 1.26918± 0.0852652% 4.02867± 0.864312%
MC 1.4452± 0.183363% 4.42249± 0.573181%

differency 13.86± 15.96% 9.77± 25.82%

in Table 5.2. The spill-out ratio, 1.44 ± 0.18%, from the Monte Carlo prediction consists

with the Double Chooz second publication result (from the Monte Carlo prediction), 1.35

± 0.04%(stat)5. This study gives a strong proof to support the correction of the Monte

Carlo mode in the Double Chooz experiment. The improvement can increase with more

measurements in the NT and in the GC to reduce the statistic error of the experimental

spill-in/out ratio.
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5.4 Gd-Capture Fraction Estimated by Inverse Beta

Decay (IBD)

5.4.1 Vertex Cut

Using 252Cf to estimate the neutron detection efficiency for IBD still has some worries

because the neutrons from 252Cf have higher energy than the real IBD neutron distribution.

However, it is hard to evaluate all efficiencies by the IBD events due to the low observed

rate, 30 events/day; we can try to evaluate the Gd-capture fraction of IBD events skillfully.

The Gd-capture fraction result can test whether the result from 252Cf agrees with the IBD’s

result. In the previous section, we consider the 252Cf applied positions in the range -640

mm < z < 640 mm. For the IBD case, the vertex of the neutrino should be limited in

the NT, and the produced neutrons must be captured in the NT too. However, the spatial

resolution is around 32 cm5 in the NT, the vertex reconstruction of the prompt and the

delayed signals should be checked by the true information of the Monte Carlo simulation

again. In the IBD process, the true vertexes contain the initial vertexes of the primary

particles, and the scintillation light vertexes. Since the positrons are produced instantly in

the IBD reaction, the neutrino’s vertex is close to the positron’s vertex. Figure 5.29 shows

the positron correlation between the vertex reconstruction and the true vertex from the

truth information of the Monte Carlo simulation. Figure 5.29 shows a very good agreement

between the positron vertex reconstruction and the true information because of the small

sigma values of the two dimensional Gaussian distributions. The vertex reconstruction is

calculated from the gamma rays produced from the positron annihilations in the detector.

The annihilation should happen immediately after the positrons produced. We can easily

assume the positron vertex reconstruction as the neutrino vertex. The correction between

the vertex reconstruction of the neutron captures on H and on Gd and the true vertex are

shown in Figure 5.30 and 5.31. The two dimensional plots of the neutron captures have

wilder σ distributions because the neutrons can propagate the longer distance than the

positron did in the detector. However, the H-capture case has a wilder distribution than
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Figure 5.29: The correlation between the positron vertex reconstruction and the true vertex
from the Monte Carlo information. Four plots show the vertex reconstruction as the func-
tions of ρ, X, Y, and Z of the truth positron vertex from the Monte Carlo prediction. A small
sigma of a two dimensional Gaussian distribution indicates that the vertex reconstruction
agrees with truth vertex very well in the positron case.

the Gd case’s distribution. This result could an effect caused by the energy and vertex

reconstruction.

On the other hand, the Gd-capture fraction can also be calculated by the initial deposited

energy from a particle true information since we have the Monte Carlo true information. An

illustration is shown in Figure 5.32 from the 252Cf Monte Carlo prediction. In Figure 5.32,

a red curve indicates the initial deposited energy spectrum, and the energy reconstruction

is a black curve. The Gd-capture fraction can easily be counted by the event numbers in

Figure 5.32. The theoretical initial deposited energy ranges are defined: Gd-capture, 7.5-9

MeV, and H-capture, 2-2.4 MeV. The Gd-capture fraction from the 252Cf Monte Carlo initial

deposited energy is equal to 0.885 ± 0.002 and the Monte Carlo scale factor is 0.97 ± 0.006

from the Monte Carlo initial deposited energy.

The Gd-capture fraction provided from the neutrino events is shown by the initial de-

posited energy from the Monte Carlo prediction. Several million neutrinos are generated in
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Figure 5.30: The correlation between the vertex reconstruction of the neutron capture on
H and the true vertex from the Monte Carlo information. Four plots show the vertex
reconstruction as the functions of ρ, X, Y and Z of the truth positron vertex from the
Monte Carlo prediction.

the NT and the GC uniformly. According to the cylindrical symmetry of the detector, we

consider two vertex cuts to define a smaller cylinder inside the NT. The prompt vertex re-

construction of neutrino candidates should be in this smaller cylinder. The vertex selection

is applied at the ρ direction and the z direction. The small cylinder volume is limited to the

vertex selection by the value, Reco-vertex : 1) |z| < Reco-vertex mm, and 2) ρ < Reco-vertex

mm. Figure 5.33 from the Monte Carlo prediction shows the Gd-capture fraction from the

neutrino events according to the initial deposited energy as a function of Reco-vertex. A

stable Gd-capture fraction, 0.88, exists in Reco-vertex < 900 mm. Reducing Gd-capture

fractions shows that the spill-in/out effect affects the Gd-capture fraction at Reco-vertex ∼

900 mm. Before the spill in/out happens, Reco-vertex < 900 mm, we are confident that

the candidates of the IBD are all in the NT. The Gd-capture fraction is contributed by

the neutron captures in the NT. The stable Gd-capture fraction (from the initial deposited

energy of the Monte Carlo prediction), 0.886 ± 0.003, at Reco-vertex < 900 mm is very close

to the result of 252Cf, 0.885 ± 0.002 (from the initial energy of the Monte Carlo prediction).
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Figure 5.31: The correlation between the vertex reconstruction of the neutron capture on
Gd, and the true vertex from the Monte Carlo information. Four plots show the vertex
reconstruction as the functions of ρ, X, Y and Z of the truth positron vertex from the
Monte Carlo prediction.

5.4.2 Prompt Energy Cut

Then we apply the prompt vertex selection on the neutrino data. For the data preparation,

the Gd-capture fraction selection of the IBD candidate obeys the selection of the normal IBD

candidate.5 The prompt selection consist of two cuts: 1) energy from 0.5 Mev to 12.2MeV,

and 2) the light noise cuts (Qmax/Qtot < 0.09 and rms (tstart < 40 ns)). In order to get

a whole spectrum, the delayed signal from neutron captures are expended from 0.7 to 12

MeV and valid for more strict light noise cuts (Qmax/Qtot < 0.055 and rms (tstart < 40

ns)).86 The multiplicity should be valid under the rules: no valid trigger in 100 µs before

the prompt signal and 400 µs after the delayed signal.86 The delayed and prompt spectra

from the IBD candidates are shown in Figure 5.34. The background can be mixed in prompt

signals in the IBD spectrum below 3 MeV. An additional prompt energy cut can be applied

to the prompt signals to reduce the background in the delayed spectrum. Figure 5.35 shows

the delayed spectrum with the three prompt energy cuts applied. Figure 5.36a shows the

Gd-capture fraction results with different prompt energy cut applied. Most background
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Figure 5.32: A 252Cf delayed spectra contains the energy reconstruction of the Gd-capture
contribution, the H-capture contribution, the carbon-capture contribution, the whole spec-
trum, and the initial deposited energy. A red curve indicates the initial deposited energy
from the delayed signals, and a black curve is the whole spectrum from the energy recon-
struction, which usually is observed from the experimental spectrum. This plot shows the
regions of captures on Gd , H and carbon. The initial deposited energy of neutron captures
can be defined by the theoretical capture energies: Gd-capture 7.5-9 MeV, H-capture 2-2.4
MeV, and carbon-capture 4.2-5.2 MeV.
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Figure 5.33: The Gd-capture fraction (with the initial deposited energy of the Monte Carlo
prediction) from the neutrino events as a function of Reco-vertex along the ρ and z directions.
The prompt vertex reconstruction is applied to select the neutrino event in the NT. The
Gd-capture fraction values are stable around 0.88 in Reco-vertex < 900 mm. (The NT
wall is near 1150 mm.) When the neutrino’s vertex is close to the NT wall, Reco-vertex ∼
1000 mm -1200 mm, the spill-in/out effect starts to scale the Gd-capture fraction. When
the neutrino’s vertex is larger than the NT wall, Reco-vertex > 1150 mm, the amount of
the neutron captures on H increases. The amount of the neutron captures on Gd stay a
certain constant to cause the reducing Gd-capture fraction with the increasing Reco-vertex
(Reco-vertex > 1150 mm).
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Figure 5.34: νe whole delayed and prompt spectra. The red curve indicates the prompt
signals, which contain a lot of background at the energy smaller than 3 MeV. The black
curve indicates the delayed signals.
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Figure 5.35: Three delayed spectra applied the prompt energy cuts: > 0.7 MeV, > 2 MeV,
and > 3 MeV are shown. A black curve is the IBD delayed spectrum with the prompt
energy larger than 0.7 MeV, a red curve is the delayed spectrum with the prompt energy
larger than 2 MeV, and a blue curve is the delayed spectrum with the prompt energy larger
than 3 MeV. The background events around 0.7 to 3 MeV are reduced with the increasing
prompt energy.
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Figure 5.36: (a) The IBD Gd-capture fraction as a function of the prompt energy cut. (b)
The IBD statistics as a function of the prompt energy cut.

events are located around 0.7-3 MeV in the IBD delayed and prompt spectra in Figure 5.34.

From the 252Cf Gd-capture fraction study, the additional prompt energy cut can avoid the

background events efficiently. Figure 5.35 is a robust proof that the prompt energy cut can

avoid the background in the IBD spectrum, too.

Unlike the 252Cf source, the IBD reaction has a low daily rate. Applying a high prompt

energy cut on the qualified candidates, the measurement will collect a very low statistics.

Following the strategy of the vertex reconstruction, we choose a certain prompt energy at

the range: 1) the Gd-capture fraction is stable, and 2) this range has at least 1000 events.

If the event number is lower than 1000, the Gd-capture spectrum will be hard to fit by two

Gaussian distributions. Figure 5.36a and 5.36b provide the information of the Gd-capture

fraction as a function of the prompt energy cut and the statistics as a function of the prompt

energy cut.

From Figure 5.36b, the prompt energy may be selected at the energy larger than 3 MeV

in order to avoid the background. From Figure 5.36a, there is a stable range between 1.5

to 2.5 Mev. We can assume the prompt energy cut at > 2 MeV. We abandon the > 3

MeV cut because the Gd-capture spectrum has a low statistics from 6 to 12 MeV, and the

Gd-capture fraction has a bias in this region. Although, a lot of background events have

been avoided near > 3 MeV prompt energy cut. The best fit is shown in Figure 5.37, and

the Gd-capture fraction is equal to 0.86 ± 0.009 based on a sample of 4050 IBD candidates.
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Figure 5.37: An experimental IBD delayed spectrum on the prompt signal > 2 MeV and
Reco-vertex < 900 mm. The black dots are the data, and red curve is the best fits. The
neutron captures on H are described by an exponential decay and a Gaussian function.
The Gd-capture spectrum and the shoulder peak around 10 MeV are described by three
Gaussian and one multiplied exponential functions. This plot is based on a sample of 4050
IBD candidates.

The Gd-capture fraction from the IBD Monte Carlo simulation is equal to 0.88 ± 0.003

based on a sample of 12051 IBD candidates.

5.4.3 Summary of Gd-Capture Fraction from IBD

The final results of the IBD Gd-capture fractions are almost equal to the results from the

252Cf source. The error of Gd-fraction from the IBD data is larger than the 252Cf’s error

due to the small sample size of IBD candidates. The Monte Carlo prediction provides the

same Gd-capture fraction with the fraction of initial energy case for the IBD candidates. In

the 252Cf and the IBD studies, the Gd-capture fractions from the initial deposited energy

is a little bit higher than from the Monte Carlo energy reconstruction (IBD: 0.885 ± 0.002,

252Cf: 0.886 ± 0.003.) We applied the best fit on the energy reconstruction to find the

Gd-capture fraction, and we counted the event numbers on the initial deposited energy to

find the Gd-capture fraction. The summary of Gd-capture fraction is shown in Table 5.3.
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Table 5.3: Summary of Gd-capture fractions from IBD and 252Cf from the Double Chooz
1st publication1.

source IBD 252Cf

data 0.860± 0.009 0.860± 0.005
MC 0.880± 0.003 0.880± 0.006

difference 2.33± 1.15% 2.33± 1.01%

In Table 5.3, the 252Cf and the IBD analyses are from the Double Chooz first publication1,

which did not include the mapping energy scale and the time stability calibration. From the

Table 5.3, the Gd-capture fractions from the IBD result and the 252Cf result are consistent

each other. There is no large discrepancy in these two methods (IBD and 252Cf). For the

higher statistical error from the IBD candidates, we can wait one more year, obtaining more

live time, to improve the Gd-capture fraction from the IBD data. The difference of Gd-

capture fraction between 252Cf and IBD results is lower than 0.1%. Before we have enough

IBD candidates (> 10000 candidates), we can estimate the systematic neutron detection

efficiency by 252Cf.
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Chapter 6

Double Chooz Detector Seasonal
Stability

The Double Chooz experiment has collected data since April 13, 2011, and the official

running days are 334 days from April 13, 2011 to March 11, 2012 in the second publication5.

In this one-year period, the detector stability is an important issue to affect the final sin2 2θ13

result. This chapter addresses several factors related to the stability of the Double Chooz

far detector. The factors indicate the stable response of the detector over time, which is

a fundamental assumption made in the evaluation of the systematic error in the sin2 2θ13

analysis. The temperature of the liquid scintillator is introduced in the first part. The

variation of the liquid temperature with the seasonal change, and the stream of the daily

IBD rate will be discussed, too. No correlation between the liquid temperature and the

daily IBD rate is shown in the first part. In the second part, we have applied the detector

to investigate the change of muon rate with the atmosphere temperature variation. This

work shows that the far detector is in a reliable status in the last year, and it observes

the correction between the daily muon rate and the atmosphere temperature. In the third

part, these considerable factors in the sin2 2θ13 analysis is discussed and adds into the final

analysis.
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6.1 Double Chooz Physical Environment Monitoring

System

A purpose of the Double Chooz experiment is searching for a non-vanishing mixing angle

θ13 with two identical liquid detectors. The Double Chooz physical environment monitoring

system records the condition of the experiment’s environment which can impact the exper-

iment’s goals. The monitoring system includes the liquid temperatures, the magnetic fields

of PMTs, the radon concentration, the humidity of the laboratory, and the photo-tube high

voltages. This system scans all channels automatically, stores data in a common database,

and warns shifters of unusual situations.87

Most functions in this system can be accomplished by 1-Wire R© from Dallas Semicon-

ductor.88 We use a single master bus for the multi-function controls and operations. Addi-

tionally, the master supports multiple devices on a single line. A server is a 10-inch laptop

to run the master bus and to read every certain time period. The system is programmed in

C++. Every device has a unique unalterable factory-laser ID, which can be identified easily

by programming. The data can be accessed by an online data acquisition system from a

common database, and the control system can give a feedback to the shifters.87 Figure 6.1

is a schematic cartoon of the physical environment monitoring system.

6.1.1 Sensors Read by 1-Wire Devices

The sensors with 1-Wire devices are connected the bus with a high-speed 12 Mbps Universal

Serial Bus (USB) interface, DS9490.89 A single wire is sufficient for operating and functioning

all devices on a loop; however, we still support 5 V to the IC power supply pins in order

to speed up the readout during the data conversion time.90 Each sensor assembly uses a

standard “RJ11” 6P6C modular connector to hook on a switch box. Each switch box has

6 branches of RJ11 sockets providing 5 V for the IC power supply pins of the 1-Wire chip

and 12 V for Buffer vessel monitors (BMONs). Six branches are from three MicroLAN

couplers91, DS2409. Each DS2409 can support two branches, main and auxiliary 1-Wire
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Figure 6.1: Physical environment monitoring system schematic cartoon.

outputs, and each branch can be programmed to open drains and to control outputs by the

master bus. (see Figure 6.2.) A communication speed of DS2409 is 16.3k bits per second.

In order to avoid static damages, we put a ESD protection diode before each 1-Wire output

of DS2409.

Figure 6.2: Schematic layout of the partial switch box. This schematic layout is made by
the EDL at Kansas State University.

Sensors are Sunk in the Liquid

Main sensors can be divided two types. The first type of sensors are sunk into the liquid: 1)

BMON and 2) Inner veto vessel monitor (IVMON). In order to be waterproof, the monitors

are epoxy-potted on the acrylic base plates, and the sensors are put in the buffer and the IV
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liquids. Each BMON mounts a three-axis magnetometer, HMC2003,92 and a thermometer.

The magnetometer is a three-axis magneto-resistive sensor assembly, and it is operated

by a 12 V power supply. Its measurable range is ± 2 gauss, and the sensitivity is 40

microgauss. An ADC chip from Dallas Semiconductor accesses the output voltage of 2.5

V+B×(1V/gauss). Here, B is a constant. In order to reach a high resolution, the control

program sends a 0 or 1 signal to a NPN amplifier, which can set/reset a current strap called

SR+/ and SR− pins. (see Figure 6.3) A set/reset action can flip the magnetization of the

permalloy film inside the magnetometer and also the output voltages.93 The thermometer,

Figure 6.3: Schematic layout of the BMON.

DS18B2090, is a digital thermometer, which can operate from -55 ◦C to 124 ◦C, and its

accurate is ± 0.5 ◦C. There are 12 BMONs distributed uniformly in the buffer vessel. They

collect data of the magnetic field near PMTs and liquid temperature in the buffer vessel.

There are total 20 IVMONs distributed in several places: inside the IV vessel, on the IV

vessel lid, on the bottom of a liquid expansion tank, and inside the pit pipe. There are 5

strings installed in the experimental hall, and each string consists of four IVMONs. The

prototypes of the BMON and the IVMON are shown in Figure 6.4 and 6.5. The magnetic

field in the buffer vessel has maintained a stable status since 2009. However, there were

some unusual cases, which can be observed in the magnetic field history. In 2010, due to a

broken PMT, the IV lid was opened on April sixth, and then the lid was closed back on May

21. Figure 6.6 shows one example of magnetic field as a function of the elapsed time from
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Figure 6.4: A prototype of the
BMON is sealed in an acrylic box
with epoxy.

Figure 6.5: A prototype of the
IVMON is sealed in an acrylic
box with epoxy.

the BMON no.1, which is mounted on the buffer vessel lid. When the lid was opened, the

BMON no.1 indicated an obvious change from April to May 2010. After the lid closed, the

magnetic field became smaller in two directions. The explanation of this phenomenon is that

the stainless vessel reduces a certain amount of the environmental magnetic field. The buffer

liquid temperature has been waving slightly around 14 ± 1 ◦C with the seasonal variations

after the detector installation. The mean lifetime, τ (see Eq. 6.1)1, of the epoxy-potted

assembly is equal to 23.81 ± 0.24 minutes. The temperatures read from these sensors are

recorded every ten minutes. The most interesting period was during the filling liquid process,

which started from October 2010. During this time, the reading temperature from the

BMONs suddenly dropped in stages as a function of time, as shown in Figure 6.7. The colder

liquid from the outside of the laboratory was injected into the warmer detector; therefore,

the temperature of the detector decreased in the filling process. The liquid thermalization

can be easily seen by the exponential functions in Figure 6.8. One can easily derive the

thermal mean lifetime of the liquid in the detector from the best fit of the exponential

function. The thermal mean lifetime at the bottom of the buffer vessel is around 8 days in

Figure 6.8.

1

T (t) = T (0)e
−t
τ . (6.1)

The temperature, T, is a function of the t, time.
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Figure 6.6: BMON no. 1 mounted on the buffer vessel lid is closest to the IV vessel lid. Three
directions, x (blue), y (green), and z (red), in the detector are shown. The magnetic fields
along x and y directions observed a strong change when the IV lid was opened. However,
the z direction did not return back to the original stable value after the lid was closed.

Sensors are in Air

The second type of sensors are distributed in the laboratory hall to monitor the environ-

mental conditions of the laboratory, the electronics control room, electronics split control

boxes, and the high voltages of the front-end electronics boards. The most numerous sensors

are 82 front-end electronics monitors (FEMON) to watch the high voltages of the front-end

electronics (FEE) boards, which are located at the electronics control room. Each board

has 4 channels, two from the VCC channels (IC power-supply pins: +5 V and -5 V) and

two from the NIM (Nuclear Instrumentation Module)94 channels (+6 V and -6 V), which

are from four non-inverting amplifier circuits.95 (see Figure 6.9) Additionally, each channel

has its allowable value, which can give a feedback when voltages are too high or too low.

Each crate has one thermometer in a RJ-11 modular phone jack box and 7 or 8 FEMONs

The voltage and temperature are updated every 10 second. The humidity and temperature

are important factors to cause damage on the electronics boards so a multi-function sensor,

iButton96, measuring the temperature and humidity is installed in the electronics control
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Figure 6.7: This plot shows the variation of liquid temperature in the filling process for
the Double Chooz far detector. Cooler liquid from the outside of the laboratory decreased
the temperature of the detector (the step functions), and subsequently thermal equilibriums
processed at the interruptions of the filling process (the exponential functions). After Nov.
24, the liquid in the buffer vessel had been in the thermal equilibrium. Some BMONs (z >
1500 mm) above the liquid level did not show the exponential function feature at that time.

room, the laboratory hall, and electronics split control boxes. Figure 6.10 and 6.11 are

prototypes of the FMON and the iButton. The RJ-11 modular phone jack box connect the

1-wire devices data and the ground wires (see Figure 6.13) back to the USB interface. The

data from the sensors are written to the database each 10 seconds, and the shifters check

an online interface panel shown in Figure 6.12.

6.1.2 Radioactivity

To ensure that the ambitious sensitivity goal of the Double Chooz experiments is attained, a

great care must be taken to keep the background trigger rate below few events per second. A

careful material selection is required. The background issue of the environment monitoring

system is from radioactive isotopes of all sensor assemblies and cables in the liquid. The

amount of isotopes in the sensor is listed in Table 6.1, which is from LBNL Berkeley Low

Background Facility (Nathaniel Bowden and Allan R. Smith). The trigger rate from the
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Figure 6.8: This plot is from one of the BMONs located at the bottom of the buffer vessel
from Nov. 24 to Dec. 7 2010. This period was a over 12-day interruption of the filling
process, and the buffer vessel was 67% full at least. The mean lifetime is τ = 198.92 hours
from the best fit of the exponential function.

Figure 6.9: A schematic layout of the partial FEMON. This schematic layout is made by
the EDL in Kansas State University.

isotopes can be simulated by the Monte Carlo prediction based on Geant4. The orientation

of the BMONs is simulated with two different ways: 1) the sensors forward to the buffer

vessel wall (see Figure 6.14a and 6.14b), and 2) the sensors pointing away from the wall.

The orientation of the sensors pointing away from the wall provides a smaller trigger rate

than the rate from the orientation of the sensors pointing to the wall, and the rate result

of the sensors pointing away from the wall is shown in Table 6.2. Assuming all cables are

distributed uniformly in the detector, and we can propose a 0.5-mm thick painting model

to simulate the trigger rate from the Monte Carlo prediction. The painting model result is
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Figure 6.10: One of the FEMON
prototypes.

Figure 6.11: Two of the iButton
sensors mounted on a connector.

Figure 6.12: This is a control panel of the data acquisition and control system.87 This page
shows the FEMON voltage plots, and a shifter can notice the warning from the FEMONs.

shown in Table 6.3. According to the simulation results ,the total accidental trigger rate from

the cables and sensors is smaller than 0.1 Hz. Comparing to the nature background from

the muon and the PMT isotopes, the radioactivity of the physical environmental system is

not a main issue. We have not included this simulation into the final sin2 2θ13 analysis.

Table 6.1: Isotopes of one BMON and 1-m cable.

isotope ppm(sensors) ppm(cables)
238U 0.085(6) <0.007

232Th 0.40(2) <0.015
40K <20 27(3)
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Figure 6.13: This is a RJ-11 modular phone jack box. It can converge FEMON 1-Wire data
and ground lines back to a USB port. There is a thermometer in the box to monitor the
NIM crate temperature.

Table 6.2: The simulation of trigger rates from BMONs.2

isotope E>0.5MeV(Hz) E>0.7MeV(Hz) E>0.9MeV(Hz)
238U 0.0068 ± 0.00011 0.0048 ± 0.00009 0.0035 ± 0.00008

232Th 0.011 ± 0.00017 0.0075 ± 0.00014 0.056 ± 0.00012
40K 0.0044 ± 0.00021 0.0036 ± 0.00020 0.0027 ± 0.00017

6.2 Temperature Variation and Expected Effect on IBD

Candidates

The temperature in the 334-data running days changed about 0.8 oC. (see Figure 6.15) The

temperature deviation changes the density and the volume of the liquid scintillator. The

proton number in the NT is changed by the density of the liquid scintillator. The waving

liquid volume is inverse with the probability of the neutron capture on Gd. Figure 6.15

shows the GC temperature, the ratio of the liquid volume, and the ratio of proton in the

Table 6.3: The simulation of trigger rates from cables.2

isotope E>0.5MeV(Hz) E>0.7MeV(Hz) E>0.9MeV(Hz)
238U 0.00012 ± 0.000016 0.000090 ± 0.000014 0.000084 ± 0.000013

232Th 0.00041 ± 0.000037 0.00033 ± 0.000033 0.00030 ± 0.000031
40K 0.000011 ± 0.0000037 0.0000074 ± 0.0000030 0.0000037 ± 0.0000021
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(a) The distribution of BMONs at X-Y
intersection of the detector.

(b) The distribution of BMONs at Z in-
tersection of the detector.

Figure 6.14: (a)The places of the BMONs at a x-y intersection view. The sensors are
indicated by the blue square, and the yellow part is the acrylic base plate. (b)The locations
of the BMONs at the z-intersection view. These two plots are taken from D.Shrestha,
“Estimating the neutron background toward the measurement of neutrino mixing angle θ13

with the Double Chooz detector”.2

NT as the functions of the data-takeing day. The systematic uncertainties on the liquid

volume and proton number are estimated at 4.69 × 10−6% and 4.82 × 10−6% respectively.

The number of the proton in the NT varies 0.07% per oC.97 The liquid volume is defined

as:

VT = VT0 × (1 + (0.0007×∆T (oC)× 20% + 0.0009×∆T (oC)× 80%)) (6.2)

VT is the volume of liquid when the temperature is equal to T . ∆T is the bias of temperature

to T0. The liquid volumes change 0.07% per oC for PXE (20% of the solvent) and 0.09% per

oC for dodecane (80% of the solvent).97 From Eq. 4.2, the proton number in the NT affects

the detection number of the electron antineutrino directly. The liquid volume increases or

decreases with the temperature variation as well. The volume and proton number also affect

the number of neutron capture in the detector. These potential factors included into the

final sin2 2θ13 analysis will be discuss in Chapter 7.
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Figure 6.15: The GC temperature, the liquid volume, and proton variation of the NT as
the functions of the data-taking day. The systematic uncertainties on the proton number
and liquid volume in the NT are estimated at 4.82×10−6% and 4.69×10−6% respectively.
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6.3 Seasonal Variations in the Underground Muon Rate

Observed by Double Chooz Experiment

High energy muons observed by the underground detectors are produced by meson decays

primarily. These mesons are the production of primary hadronic interaction after very high

energy cosmic rays hit the stratosphere.4 Most meson decays are from pion decays, and they

happen right after cosmic rays hit the molecules on the top of atmosphere (see Figure 6.16).

In summer, pion-nucleus interaction (see Figure 6.16) has a low chance to happen in the

Top of the atmosphere 

Primary particle 
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14N 
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e+ 
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ν μ 
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π-nucleus 
interaction 

Second interaction 
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Figure 6.16: It is an illustration to explain meson decays after cosmic rays hit the top of
atmosphere.

stratosphere due to the density of the air. Therefore, the underground detectors can observe

high muon rates produced by cosmic rays. These pion-nucleus interaction and meson decays

happen on top of the stratosphere (height: 50-40 km).

In 1940, M. Forro announced the correlation between the muon intensity and the air

temperature above the sea level; people had not known muon particles yet that time.98 Paul

H, et al.99 indicated that the temperature close to the ground exhibits no significant cor-

relation with the muon rate. In 1997, the MACRO collaboration showed the underground

muon rate was related to the effective atmospheric temperature variation with a high statis-
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tical measurement.100 This measurement represented a ’pion only’ result, the temperature

coefficient is equal to αT= 0.83 ± 0.13; However, the contribution from kaon was discussed

in the MACRO study, too.100 In 2010, E. W. Grashorn, et al. extended the kaon effect and

developed a method, which is used to determine the αT and the ratio of kaon to pion, K/π

ratio, of the local atmosphere.3 The same year, the MIONS collaboration represented their

result, αT= 0.873 ± 0.009 (stat.) ± 0.01(syst.) and K/π ratio= 0.12+0.07
−0.05.4 This chapter

introduces the method from Grashorn, et al.3 study first. This method can be simplified

and only depends on the π contribution, which is exact the same as the method of MARCO

collaboration. The data from Double Chooz experiment are applied by this new method

to show the correspondence between the muon rate and a effective temperature, Teff . The

K/π ratio of Double Chooz experiment is represented in the final conclusion as well.

6.3.1 Analysis Method of the Relation between Muon Rate and
Atmospheric Temperature

Muon Intensity and Muon Threshold Energy

The muon intensity is related to the production of meson. In the stratosphere, there are

two kinds of interactions considered: 1) M → µ + νµ and 2) hadronic interactions. The

muon spectrum can be described by Eq. 6.33 with the meson intensity, M(E,X, cosθ).101 θ

is a zenith angle of muon sample, and its definition is shown in Figure 6.17.

Pµ(E,X, cosθ) =
∑

mesons

εM
Xcosθ(1− rM)

∫ Eµ/rM

Eµ

dEM(E,X, cosθ)

E2
. (6.3)

M can be K or π, and rM is equal to m2
µ/m

2
M (µ mass: mµ, meson mass: mM). X,

the vertical atmospheric depth when particles travel through the material, is defined as

X =
∫∞
h′
ρ(h)dh. (h, the height above the earth)101 ε is the energy of the meson. The

energy spectrum of muons should be integrated by the whole atmosphere in the relevant
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Figure 6.17: The definition of the zenith angle of the muon in the Double Chooz detector.

energy spectra, Eq. 6.4.3,100

dIµ
dEµ

=

∫ ∞
0

Pµ(E,X)dX ' C0 × E−(γ+1)
µ (

Aπ
1 + 1.1Eµcosθ/επ

+ 0.635
AK

1 + 1.1Eµcosθ/εK
)

= 0.14E−(γ+1)
µ (

1

1 + 1.1Eµcosθ/επ
+

0.054

1 + 1.1Eµcosθ/εK
).

(6.4)

γ is a spectral index, 1.7. Aπ,K is defined as Eq. 6.5.101

Aπ,K ≡
ZNπ,K(1− γγ+1

π,K )

(1− γπ,K)(γ + 1)
. (6.5)

ZNM is a spectral weight including the cross section moment. The energy of π or K, εM , is

defined as εM = ε0
M(1+η). η(X) is defined by (T (X)−Teff )/Teff . T(X) is the atmospheric

temperature with the depth of the particle track. The whole muon spectrum can be defined

as Eq. 6.699

Iµ(E) =

∫ ∞
Eth

dEµ
dIµ
dEµ

. (6.6)

Eth is the muon threshold surface energy, which is the minimum required energy to reach

the underground detector. The final Eth is shown in Eq. 6.7 from Adamson et al.102

Eth = (Edetected +
a

b
)ebd(θ,φ) − a

b
. (6.7)
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Table 6.4: The mean threshold energy for current underground detectors from Eq. 6.7. This
table is referred from E. W. Grashorn, et. al studying3.

Detector Depth(MWE) 〈Eth〉(GeV )

MINOS Near 225 51
Baksan 850 234

MINOS Far 2100 730

The parameters, a and b, as the functions of the muon energy are: a = 0.00195 + 1.09 ×

10−4ln(E) GeV cm2/g, and b = 1.381 × 10−6 + 3.96 × 10−6ln(E) GeVcm2/g. The muon

threshold energy calculated by Eq. 6.7 in different experiments are shown in Table 6.4.3

In the Double Chooz experiment, we cannot reach the muon energy experimentally

when muons arrive in the detector. We only know the deposited energy in the detector

from the arrival muons. Eq. 6.7 cannot apply to Double Chooz data analysis. From the

MACRO study, the muon threshold energy can be derived by the equation of the rock depth,

D = D(θ, φ), as Eq. 6.8.

Eth = Eth(θ, φ) = 0.53TeV (e0.4D(km) − 1). (6.8)

We assume that the energy of the arrival muon in our detector is larger than the theoretical

muon threshold energy from Eq. 6.8. This theoretical threshold energy is assumed the

minimum energy of arrival muon.

The Correlation between Temperature and Muon Intensity

The correlation of the atmospheric temperature and the muon intensity can be written as:

∆Iµ
I0
µ

=
1

I0
µ

(

∫ ∞
0

dXαπ(X)
∆T (X)

Teff
+

∫ ∞
0

dXαK(X)
∆T (X)

Teff
). (6.9)

In the Eq. 6.9, ∆T (X) is equal to T (X)− Teff . If ∆Iµ is equal to 0, we can derive the Teff

function as:3∫ ∞
0

dXTeff
απ(X)

I0
µ

+

∫ ∞
0

dXTeff
αK(X)

I0
µ

=

∫ ∞
0

dXT (X)
απ(X)

I0
µ

+

∫ ∞
0

dXT (X)
αK(X)

I0
µ

Teff =

∫∞
0
dXT (X)απ(X) +

∫∞
0
dXT (X)αK(X)∫∞

0
dXαπ(X) +

∫∞
0
dXαK(X)

.

(6.10)
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We can substitute εM = ε0
M(1 + η) into Eq. 6.4 and give another equation, Eq. 6.113.

∆dIµ
dEµ

'
Eγ−1
µ

1− ZNN

∫ ∞
0

dX(1−X/Λ′M)2e−X/ΛMη(X)A1
M

1 +B1
MK(X)(〈Eµcosθ〉/ε0M)2

A1
K ≡ 0.635

ZN,K(1− γγ+1
K (1− γπ))

ZN,K(1− γγ+1
π (1− γK))

,

A1
π ≡ 1,

B1
M ≡

(γ + 3)(1− γγ+1
M )

(γ + 1)(1− γγ+3
M )

K(X) ≡ (1−X/Λ′M)2

(1− e−X/Λ′M )Λ′M/X
.

(6.11)

The absorption mean free path of the cosmic ray is defined as ΛM , and the absorption mean

free path of the meson is defined as 1/Λ′M ≡ 1/ΛN − 1/ΛM . From Eq. 6.9 and Eq. 6.11, we

can obtain the α(X) shown as:3

α(X) = WM(X)E
−(γ+1)
th

WM(X) ' (1−X/Λ′M)2e−X/ΛMA1
M

γ(γ + 1)B1
MK(X)(〈Ethcosθ〉/ε0M)2

.
(6.12)

WM(X) is a weight function. Following Eq. 6.12, the Teff approximation is Eq. 6.13.3

The integration is replaced by a summation because the atmospheric measurement usually

measure at each discrete atmospheric pressure level.

Teff '
∑N

n=0 ∆XnT (Xn)(W π
n +WK

n )∑N
n=0 ∆Xn(W π

n +WK
n )

. (6.13)

The linearity between the muon intensity and the muon rate can be written:100

∆Iµ
Iµ

=

∆Ni/ti
εAeffΩ

Ni/ti
εAeffΩ

=
∆Ni
ti
Ni
ti

=
∆Rµ

Rµ

. (6.14)

Ni is a muon event number in the counting live time, ti. The tracking muon efficiency is ε,

and the detector solid angle is defined as Ω. The correlation between the muon rate and the

effective temperature, Teff , is described as Eq. 6.153. A temperature coefficient is defined

as αT .

∆Rµ

Rµ

= αT
∆Teff
Teff

.

αT =
1

I0
µ

∫ ∞
0

dXαπ(X) +

∫ ∞
0

dXαK(X).
(6.15)
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In Eq. 6.15, the muon rate is proportional to Teff . In the next section, the Double Chooz

data and the atmospheric temperature data from NASA (National Aeronautics and Space

Administration) and ECMWF (European Centre for Medium-Range Weather Forecasts)

demonstrate Eq 6.15 and the theoretical αT . Then, we can search for the ratio of κ to π in

the local atmosphere.

6.3.2 Data Analysis

Atmospheric Temperature

There are two atmospheric temperature data applied to the study. The first data set is re-

trieved from the NASA website, AIRS Online Visualization and Analysis. The temperature

data of NASA is from the Aqua and Aura satellites. The satellite sensors are able to measure

the spectra of the microwave and infrared (IR) wavelength bands, which are temperature-

dependency.103 The atmospheric temperature can be reached by analyzing these spectra.

The satellite measures the ascending and descending nodes 1 (day and night) daily, and the

temperature error is calculated by the standard deviation of two data sets daily.104 The se-

lected area is close to the Chooz area, latitude (50.041, 50.157), longitude (4.69, 4.901). The

mean temperature is given by averaging 2 data points (two nodes) at a certain atmospheric

pressure. The average atmospheric temperature as a function of Double Chooz data-taking

day at different atmospheric pressures can be seen in Figure 6.18.

The second atmospheric temperature data are retrieved from ERA Interim Website of

ECMWF.105 ECMWF applies the numerical weather prediction of the computer calculation

to predict the weather, and the calculations rely on the constantly observed meteorological

data around the world.106 ERA Interim is a global atmospheric reanalysis, and its daily

result can be accessed since 1 Jan 1979. The selected area is at latitude (49.50, 51.00),

longitude (4.5, 6.0) in this study. Four geographic positions from the selected area and four

times, 0000h, 0600h, 1200h and 1800h, a day are involved the temperature data at a certain

1An orbit of the ascending node: the satellite travels from south to north over the Earth. An orbit of
the descending node: The satellite travels from north to south over the Earth.104
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Figure 6.18: A summary plot of the atmospheric temperature retrieved from NASA at
differen pressures.

atmospheric pressure. Each mean temperature is deriving by averaging 16 data points (4

times a day and 4 geographic positions) at a certain atmospheric pressure. The average

March atmospheric temperature profiles of NASA and ECMWF can be seen in Figure 6.19

NASA collected atmospheric temperatures at 24 discontinuous atmospheric-pressure lev-

els: 1000 ,925 ,850 ,700 ,600 ,500 ,400 ,300 ,250 ,200 ,150 ,100 ,70 ,50 ,30 ,20 ,15 ,10 ,7 ,5 ,3

,2 ,1.5 and 1 hPa, and two times a day. The ERA Interim model has atmospheric temper-

atures at 37 discontinuous atmospheric-pressure levels: 1000, 975, 950, 925, 900, 875, 850,

825, 800, 775, 750, 700, 650, 600, 550, 500, 450, 400, 350, 300, 250, 225, 200, 175, 150, 125,

100, 70, 50, 30, 20, 10, 7, 5, 3, 2 and 1 hPa, four times a day.

Experimental Data from Double Chooz

In the Double Chooz experiment, the official data have been collected from April 13 2011

to March 11 2012 (total 334 days).5 The cosmic muons are tagged by the IV system in this

study because the OV data does not included all official runs. The muon selection consists

of 2 cuts: 1) high energy muons crossing the ID (the ID deposited energy > 30 MeV)
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Figure 6.19: The average March atmospheric temperature profiles from NASA and ECMWF.
The y axis range is from 1 hPa (near 50 km hight from the sea level close to the top of the
stratosphere) to 1000 hPa. 1 hPa is equal to 1.02 g/cm2.

or 2) tagged by the IV (the IV deposited energy > 5 MeV (10000 DUQ)) in the Double

Chooz publication.5 However, there are many non-muon events included in the selection: for

instance, the light noise in the ID. In order to find out the real muons, the muon selection is

examined. The spectrum of the muon deposited energy in the IV divides into three zones,

which is shown in Figure 6.20: from 5 to 15 MeV, 2) 15 to 25 MeV, and 3) over 25 MeV. The

correlation between the muon rates of three groups and effective atmospheric temperature

can be seen in Figure 6.21. Figure 6.21 shows the muon rates of three regions and the Teff

of NASA and ECMWF as the functions of the data-taking day. The ∆Rµ/ < Rµ > at the

deposited energy larger than 25 MeV has a high correspondence with the ∆Teff/ < Teff >.

Most noises, which are not related to the effective temperature, are in the IV deposited

energy smaller than 25 MeV.

The expected value, 〈Eth cos θ〉, is defined as an approximation, 〈Eth cos θ〉 ' 〈Eth〉〈cos θ〉

in this study. 〈cos θ〉 is determined by the muon track reconstruction in the ID and the IV. A

basic procedure superimposes the spherical light wavefront emitting along the muon track,

and the waveform consists of a Cherenkov cone in the ID.107 A diagram of a Cherenkov cone
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Figure 6.20: Two plots show the muon deposited energy in the IV. The bottom plot zooms
the muon distribution in the range, 0 to 40 MeV. Three regions can be observed, 1) the IV
deposited energy from 5 to 15 MeV, 2) 15 to 25 MeV, and 3) over 25 MeV.

and the spherical light fronts is presented in Figure 6.22.

The ID muon trajectory is reconstructed by the hit timing information of the wavefront

of the Cherenkov cone. The spatial pattern can be observed from the PMT light of the hit

time in the ID. In the IV, the volume is not a complete cylinder (see Chapter 4); therefore,

the Cherenkov cone cannot be reconstructed. The ideal arrival time of the first photon

hitting each PMT is based on a maximum likelihood algorithm in the IV reconstruction.

The resolution of the muon track is 350 mm for the ID and 600 mm for the IV.5 The cos θ

and φ of muon reconstruction can be determined by the entry and the exit of muon event

(see Figure 6.23). The preferred directions of muons, cos θ and φ , are seen in Figure 6.23.

From Figure 6.24, the topographic feature of the surrounding area indicates that the

terrain of the Chooz is very uneven, and the steepest slope is near Meuse River. Therefore,

the cos θ and φ distributions show that most muons are not from the top (cos θ = 1) instead

of from one side. The cos θ distribution of the observed muon is shown in Figure 6.23a, and

〈cos θ〉 is equal to 0.611± 0.290.

From the Eq. 6.8, the threshold muon energy of the Double Chooz far detector (MWE:
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Figure 6.21: The daily muon rates of three groups (IV deposited energy: 1)from 5 to 15
MeV, 2) 15 to 25 MeV, and 3) over 25 MeV. )and the effective temperatures are shown as
the functions of the elapsed day. The average muon rates are: 1)39.8918 ± 0.0014 Hz at
> 25 MeV(red), 2) 4.8315± 0.0005 Hz at 15-22.5 MeV (green), and 3) 1.0826± 0.0002 Hz
at 5-15 MeV(gray). The blue and black dots are NASA and ECMWF normalized effective
temperatures respectively. The ∆Rµ/ < Rµ > at >25 MeV, has a high correspondence with
the ∆Teff/ < Teff >.

300 m) is equal to 0.0676 TeV. The 〈Eth〉 is from the 107 samples generated by Eq. 6.4,

and the samples satisfying Eµ > 0.0676 TeV are accounted. The 〈Eth〉 is equal to 0.1180

± 0.0002 TeV, and 〈Eth cos θ〉 is equal to 0.0721 ± 0.0342 TeV. The other parameters in

the W π,K (see Eq. 6.12) are listed in Table 6.5. The definitions of the parameters in the

Table 6.5 are listed below:

A1
π(K): a constant defined as Eq. 6.5;

rK/π: the atmospheric K/π ratio;

B1
π(K): a parameter relative atmospheric attenuation of mesons;

ΛN and Λπ(K): the attenuation lengths for cosmic ray primaries and pions or kaons;

επ(K): the meson critical energy;

γ: the muons spectral index.

The atmospheric temperatures from NASA and ECMWF are substituted into Eq. 6.13

93



Figure 6.22: The diagram of a Cherenkov cone and spherical light fronts in the Double
Chooz ID. (from Michael Wurm, Double Chooz Document 3826107)

to derive Teff . Eq. 6.15 can be written by the muon rate and Teff as

∆Rµ

〈Rµ〉
= αT

∆Teff
〈Teff〉

. (6.16)

From Figure 6.25, the high correspondence between αT and IV deposited energy cut shows

at IV deposited energy larger than 30 MeV. The mean of the effective temperature from

NASA is 218.346 ± 0.406 K, and the mean of the effective temperature from ECMWF is

equal to 218.997 ± 0.241 K.

According to Eq. 6.15, the IV selection can be examined by the αT value as a function

of the IV-deposited-energy cut. Figure 6.25 shows αT and the average-muon rate as the

functions of the IV deposited energy cut. The αT becomes stable when the IV deposited

energy is larger than 30 MeV. This phenomenon agrees with that the muon deposited

energy > 25 MeV in the IV has a high correspondence with the Teff in Figure 6.20 and

Figure 6.21. The deviation of αT is lower than 0.1% between 30 and 50 MeV (from the top

plot in Figure 6.25). In order to avoid the noises, a strict cut, the deposited energy larger

than 50 MeV, is applied, and the averaged muon rate, 〈Rµ〉, is equal to 39.048± 0.001. The

αT increases slightly at the deposited energy > 100 MeV because a large number of valid
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Figure 6.23: (a) The cos θ distribution of muon reconstruction. (b) φ distributions of muon
reconstruction is from E. P. Caden, Studying Neutrino Directionality with the Double Chooz
Experiment.108 The 〈cos θ〉 is equal to 0.611 ± 0.290. Muons have a preferred φ around 77o.

Table 6.5: Parameter values in the weight function, W(X). This list is taken from P. Adam-
son et al.4 except 〈Eth cos θ〉.

Parameter Value

A1
π 13,110

A1
K 0.38× rK/π 3,110

rK/π 0.149± 0.06111

B1
π 1.460± 0.0073,110

B1
K 1.740± 0.0283,110

ΛN 120g/cm2 101

Λπ 160g/cm2 101

ΛK 180g/cm2 101

〈Eth cos θ〉 0.0721± 0.0342TeV
γ 1.7± 0.1102

επ 0.114± 0.003TeV 3,110

εK 0.851± 0.014TeV 3,110
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Figure 6.24: The topographic feature near the Chooz109 and the coordinates of the far
detector. The terrain of the Chooz is very uneven, and the steepest slope is near Meuse
River. The angle of φ from the laboratory to the face of hill is around 57 to 80 degree, and
most muons are captured from this direction.

muons are abandoned (see Figure 6.21).

6.3.3 Temperature Coefficient and the Ratio of Kaon and Pion
from Data

The correspondence between the ∆Teff/〈Teff〉 and ∆Rµ/〈Rµ〉 in Figure 6.21 provides the

value of αT . The value, αT , in Eq. 6.15 is provided by a linear regression with 323 points of

the ∆Rµ/〈Rµ〉 as a function of ∆Teff/〈Teff〉. 323 data points are valid for the data quality

control, and they are not included in the reactor off off periods. The linear regressions
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Figure 6.25: The αT (top) and the muon rate (low) as the functions of the IV deposited
energy cut respectively.

of DC:NASA (Double Chooz data vs.NASA data) and DC:ECMWF (Double Chooz vs.

ECMWF data) are presented in Figure 6.26a and Figure 6.26b respectively. The αT is

equal to 0.372 ± 0.001)(stat. only) from DC:ECMWF, and the αT is equal to 0.432 ±

0.002(stat. only) from DC:NASA.

The systematic uncertainties are estimated by including the parameters’ error to obtain

the deviation of αT . The list shows the most dominant parameters in Table 6.6. Except

〈Eth cos θ〉 and 〈Teff〉, all parameters and uncertainties are from P. Adamson et al.4 The

large uncertainties are from 〈Eth cos θ〉 and 〈Teff〉. The results from DC:ECMWF and

DC:NASA are αT = 0.372 ± 0.001 (stat.) ± 0.009 (syst.) and αT = 0.432 ± 0.002 (stat.) ±

0.010 (syst.) respectively.

In Grashorn et al. study3, the prediction of αT is:99

αT =
1/εK + A1

K(Dπ/DK)2/επ
Dπ(1/εK + A1

K(Dπ/DK)/επ)

Dπ(K) =
γεπ,K

(γ + 1)1.1Eth cos θ
+ 1.

(6.17)
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Figure 6.26: (a) The ∆Rµ/〈Rmu〉 as a function of ∆Teff/〈Teff〉 from DC:ECMWF is fitted
by a linearity (fixed the y intercept at 0). The slop, αT , is equal to 0.372 ± 0.001, and χ2 is
equal to 3910.68/321. (b) The ∆Rµ/〈Rmu〉 as a function of ∆Teff/〈Teff〉 from DC:NASA
is fitted by a linearity (fixed the y intercept at 0). The slop, αT , is equal to 0.432 ± 0.002,
and χ2 is equal to 1123.09/321.

Table 6.6: Systematic errors of the experimental temperature coefficient.

Parameter ∆αT (DC:NASA) ∆αT (DC:ECMWF )

rK/π 2× 10−5 1.4× 10−5

B1
π 6× 10−5 5.5× 10−5

B1
k < 10−6 < 10−6

〈Ethcosθ〉 0.00964 0.009073
γ 0.000247 0.000229
επ 0.000624 0.000573
εk 10−6 < 10−6

〈Teff〉 0.000271 0.000292
total 0.010 0.009
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αT from π or K only is defined as3

(αT )π,K =
1

Dπ(K)

(6.18)

Eq. 6.18, pion model only, can predict the result from MARCO study100. According to

the muon intensity as a function of muon energy in Eq. 6.4, The generated 107 samples

satisfy Eµ > Eth, and the cos θ is equal to 0.611 from the OV tracking. The predictions of

αT , απ, and αK are shown in Figure 6.27, and the data from DC:NASA and DC:ECMWF

are included in this plot. The results from other underground experiments in Figure 6.27

are from the Borexino112. The systematic uncertainties of the predicted αT are listed in
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Figure 6.27: The predicted αT as a function of detector depth. The dashed curve (pion-only
model) and the dotted curve (kaon-only model) are given by Eq. 6.18. The black curve is
given by Eq. 6.17 including both kaon and pion models. αT value (blue dot) from DC:NASA
is more consistent with the theoretical prediction than DC:ECMWF. The data from other
experiments are shown for comparison, and they are from the Borexino112.

Table 6.7. These uncertainties are estimated by the deviation of the predicted αT . cos θ is

not considered in this list, and the uncertainty of 〈Eth〉 is from 107 muon generated samples.

The value of 〈αT 〉 from 107 generated samples is 〈αT 〉P = 0.461 ± 0.014.

From Adamson et. al study4 and Table 6.7, The K/π ratio in the atmosphere affects

the value of αT . However, the K/π ratio cannot be determined directly. Finding the
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Table 6.7: Systematic errors of the predicted temperature coefficient.

Parameter ∆αT

rK/π 0.012208
〈Eth〉 0.00124
γ 0.004501
εK 0.00024
επ 0.005247

total 0.014
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(b) The Double Chooz experimental αT
(from DC:NASA) as a function of K/π
ratio

Figure 6.28: (a) The αT from DC:ECMWF as a function of k/π ratio (red dots) with its
error is indicated by the hatched region, and the theoretical alphaT (black dots) with its
error is indicated by the cross-hatched region. (b)The αT from DC: NASA as a function of
the k/π ratio (red dots) with its error is indicated by the hatched region, and the theoretical
αT (black dots) with its error is indicated by the cross-hatched region. The statistic and
systematic errors of measurement are from Table 6.7, Figure 6.26a, and Figure 6.26b. The
theoretical error is from 107 generated samples and Table 6.7.

intersection of the theoretical curve and the experimental curve from the Adamson et. al

study4 is applied to search for the k/π ratio of Chooz local atmosphere as well. Figure 6.28a

and Figure 6.28b show the experimental and theoretical αT with 1 σ error as the functions

of K/π ratio from the DC:ECMWF and the DC:NASA.

αT is generated by a Gaussian distribution113 with the sigma ( = error from the previ-

ous results). For the experimental comparison, the mean of the Gaussian distribution is the

αT from DC:NASA or DC:ECMWF, For theoretical comparison, the mean of the Gaussian
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Figure 6.29: (a) The χ2 value (the comparison between the DC:ECMWF experimental and
theoretical histograms) as a function of K/π ration. The minimization of χ2 at K/π ratio =
0.7403 ± 0.0055 is determined by a Parabola fit (error from ∆χ2 = 1). (b)The χ2 value (the
comparison between the DC:NASA experimental and theoretical histograms) as a function
of K/π ration. The minimization of χ2 at K/π ratio = 0.3105 ± 0.0035 is determined by
a Parabola fit (error from ∆χ2 = 1). The error of each point is equal to 31.04, which is
determined by the biggest uncertainty, Teff .

distribution is the 〈αT 〉 from 107 generated samples from Eq.6.17. The histogram of αT

distribution from the theoretical prediction should be re-scaled by the area of the experi-

mental αT distribution. χ2 test is use to determine the comparison of two histograms of data

and prediction at the certain K/π ratio.114 The χ2 test used to analyze the study is a root

application113. The χ2 values as a function of K/π ratio from the χ2 test are represented in

Figure 6.29a (from DC:ECMWF) and Figure 6.29b (from DC:NASA). The χ2 minimization

is determined by a Parabola fit, and the error of the K/π ratio is estimated at ∆χ2 = 1.

The K/π ratio is equal to 0.3101 ± 0.0015 of DC:NASA data, and the K/π ratio is equal

to 0.7404 ± 0.0025 of DC:ECMWF data.

The differences of K/π ratio between the prediction and the experiment are 51.9% from

DC:NASA, and 79.8% from DC:ECMWF. The χ2 test considers the discrepancy of the

shapes of histograms; therefore, the χ2 value is over 100 in Figure 6.29a and Figure 6.29b.

We can define another χ2 as

χ2 =
(αexp − αth)2

δ2
exp + δ2

th

. (6.19)
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Figure 6.30: (a) The new χ2 value (from DC:ECMWF) as function of K/π ration. The
minimization of χ2 at K/π = 0.7412 ± 0.0165, is determined by a Parabola fit (error
from ∆χ2 = 1). (b)The new χ2 value (from DC:NASA) as function of K/π ration. The
minimization of χ2 at K/π = 0.3090 ± 0.0139, is determined by a Parabola fit (error from
∆χ2 = 1). The error of each point χ2 is 0.48, which is determined the largest uncertainty,
Teff .

The new χ2 as a function of K/π ratio is shown in Figure 6.30a and Figure 6.30b. Fol-

lowing the new χ2 definition, the K/π ratio from DC:NASA is 0.3090 ± 0.0139, and from

DC:ECMWF is 0.7412 ± 0.0165.

The K/π ratio does not consistent with the previous experiments’ results, K/π ratio =

0.149 ± 0.694,111 due to the estimation of threshold muon energy. In the Double Chooz

experiment, the moun energy is unmeasurable. Instead, we apply the theoretical threshold

muon energy to the Teff and the predicted 〈αT 〉P . From Eq. 6.17, the 〈αT 〉P is very

sensitive to 〈Eth〉. Figure 6.31 shows the 〈αT 〉P from the experiment and the prediction

as the functions of 〈Eth〉. (assuming the K/π ratio = 0.149).111 From Figure 6.31, the

minimization of Eth in the cross-hatched area is smaller than 0.1180 ± .0002 TeV from the

〈Eth〉 of muon intensity. We can find the 〈Eth〉 at the cross-hatched region in Figure 6.31

by the minimization of χ2 as well. The minimization of the χ2 is at 105.8 ± 0.3 GeV shown

in Figure 6.32. The difference between the prediction from the 〈Eth〉 of muon intensity and

result from the minimization of χ2 is 10.33 %.
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Figure 6.31: The experimental αT (from DC:NASA) as a function of 〈Eth〉 (red dots) with
its error is given by the hatched region, and the theoretical αT (black dots) with its error is
given by the cross-hatched region.

6.3.4 Results of Temperature Coefficient and K/π Ratio

The 334-day data of the valid muons have been collected by the Double Chooz far detector.

We compared the daily muon rate with the daily effective temperature with two data sets,

DC:NASA and DC:ECMWF. The correlation between the Teff and the muon rate shows:

1) αT (DC:ECMW) = 0.372 ± 0.001 (stat.) ± 0.009 (syst.), and 2) αT (DC:NASA)=

0.432 ± 0.002 (stat.) ± 0.010 (syst.). The theoretical prediction, 〈αT 〉P = 0.461 ± 0.014,

is closer to the result of DC:NASA, and their difference is 6.290%. The small structures of

the ∆Rµ/〈Rµ〉 curve cannot match the ECMWF Teff curve very well (see Figure 6.21), and

this can cause the low αT from the result of DC:ECMWF. These small structures were from

the weather change in short period time. It will be averaged by a long term experiment.

The K/π ratio is equal to 0.3101 ± 0.0015 from the DC:NASA. The difference is 51.9%

away from the previous experiments, K/π = 0.149 ± 0.06111. It can be reasoned that we

overestimate the 〈Eth〉 from the theoretical muon intensity. The muon intensity model,

Eq. 6.4, cannot describe the muon energy correctly. The topographic feature near Chooz
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Figure 6.32: The χ2 (DC:NASA) as a function of 〈Eth〉. The minimization of χ2 at < Eth >=
105.8 ± 0.3 GeV is determined by a Parabola fit (error from ∆χ2 = 1).

should be considered into the muon intensity model as well. The simple test provides that

the theoretical 〈Eth〉 is equal to 105.8 ± 0.3 GeV when we assume γK/π = 1.49. It it a

10.33 % difference between the prediction from theoretical muon intensity and the result of

the minimization of χ2. At the depth at 300 MWE, the high the 〈Eth〉 affects the K/π ratio

and 〈αT 〉 seriously. A precise simulation can improve the 〈Eth〉 , and it should be included

the orientation of the muon, the topographic feature of experimental hall, the OV muon

detective efficiency, and the simulation of the surface muon intensity in the Double Chooz

far detector in the future.
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Chapter 7

Antineutrino Oscillation Analysis

7.1 Antineutrino Candidates

The Double Chooz oscillation analysis includes the νe rate and spectral shape.5 The IBD

candidates are valid for the selection. The selection consists of several cuts listed below:5,86

1) the triggers valid for Evis > 0.5 MeV due to the trigger efficiency72,86 and for the light

noise cuts (Qmax/Qtot < 0.09 and rms (tstart < 40 ns));

2) in the 1-ms window after a tagged muon (Evis > 5 MeV in the IV or > 30 MeV in

the ID);

3) dT, the time difference between the prompt and delayed triggers, in the interval

2 µs < dT < 100 µs;

4) prompt triggers valid for the energy range, 0.7 MeV < Eprompt < 12.2 MeV;

5) delayed triggers valid for the energy range, 6.0 MeV < Edelayed < 12.0 MeV, and the

strict light noise cuts, Qmax/Qtot < 0.055 and rms (tstart < 40 ns);

6) no trigger after the delayed trigger from 100 µs to 400 µs. (the multiplicity condition);

7) the prompt trigger not equal to the OV signal simultaneously.

There are extra selections, which did not be included in the Double Chooz first publica-

tion5:

1) showering muons tagged by the deposited energy in ID > 600 MeV and dT with

respect to the last showering muon less than 0.5 s. (increasing 9.2% the efficiency of the
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veto time)5;86

2) the prompt trigger not an OV trigger coincidentally.86

Figure 7.1 shows the dT distribution for IBD candidates, and Figure 7.2 shows a two-

dimensional mapping plot of the delayed triggers versus the prompt triggers. Figure 7.3115
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Figure 7.1: The time difference between prompt and delayed triggers for the data (black dot)
and the Monte Carlo prediction (yellow fill area). The plot is from the second publication
of the Double Chooz Collaboration.5

shows the daily νe rate as a function of the elapsed day. There are total 8249 candidates

(rate = 36.2 ± 0.4 events/day) and the live time is 227.93 days.116 The Monte Carlo signals

are generated by Equation 4.2. The input information of the νe production are neutrino

energy spectra and the fission products in the reactor.56 Each IBD-progenitor νe is assigned

at random vertex, and the reaction opportunity is based on the density of the proton of the

detector (the the random weight function of the interaction in the detector).5 The direction

of the positron of the IBD is assigned randomly too. The momentums of the positron

and neutron from the IBD obey the energy and momentum conservations. The vertex and

energy of the positrons and the neutrons are the input of the Geant4 simulation.5 The total

number of the predicted νe from the Monte Carlo simulation is equal to 8439.6.5
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Figure 7.2: Two-dimensional energy mapping for the delayed triggers versus the prompt
triggers. The dashed lines are the selection of delayed and prompt triggers: 6 MeV <
Edelayed < 12 MeV, and 0.7 MeV < Eprompt < 12.2 MeV. The plot is from the second
publication of the Double Chooz Collaboration.5

7.2 Background

The Double Chooz experiment obtains three kinds of backgrounds: the accidental back-

ground, the cosmogenic isotopes background, and the fast neutron and stopping muon.

This section introduces each background study respectively, and most results are taken

from the Double Chooz second publication5.

The accidental background is from the natural radioactive source mimicking prompt

signals and the neutron-like events mainly from Gd-capture events. The background events

are selected by the νe selection in Chapter 7.1. Nevertheless, we have defined an off-time

method to identify the accidental background to avoid the correlation of neutron captures

on H and Gd. The time coincidence windows of the off-time method is listed below:117

1) the virtual prompt event: 198 off-time windows, 1ms+ 500 µs×NW (NW = 0∼ 197),

after the prompt candidate;

2) the delayed candidate: the 2-100 µs window after that virtual prompt.
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Figure 7.3: The νe daily rate of the data (black circle) and Monte Carlo prediction (blue
curve) as the functions of the elapsed day. This plot is from P. Novella, “Neutrino Candidates
blessed plots for DC2ndPub”, Double Chooz Document 4036.115

The accidental background rate is 0.261± 0.002 events/day.117 The error is the statistical

error, which is from the 30 × 198 coincidence windows. Figure 7.4 shows the accidental

background of prompt signals, and the scaled natural radioactive spectra.

The cosmogenic isotopes background in the IBD search is from the βn-decays of the

radioactive isotopes, 9Li and 8He. These radioactive isotopes are the products of the cosmic

muon or the interactions of the muon’s shower particles with the liquid scintillator, mainly

12C nuclei.118 Based on the isotope’s time, space, and correlation to its parent muons, the

IBD selection can discriminate βn-decays from the νe signals. However, it is hard for the

IBD selection to distinguish each βn-decay existence due to its long lifetime. In the veto

system, these signals produce a large loss based on the different isotopes’ lifetimes. It is the

reason that the muon rate cannot be counted directly. Therefore, the muon rate is estimated

by the best fit of the exponential function of the time, ∆tµν ≡ tµ − tν , between the tagged

muon and the νe.

The cosmogenic isotopes background performs three visible energy ranges corresponding

with the different volumes. There is a spatial cut to avoid the uncorrelated pair of the
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Figure 7.4: This plot shows the accidental background and the natural radioactive-scaled
spectrum of the Double Chooz experiment. The plot is from the second publication of the
Double Chooz Collaboration.5

muon and the IBD events. The distance of spatial cut is defined as dµν < 80 cm. The

first energy range is located at Evis
µ > 600 MeV, a high energy range, and this selection is

for the showering muons crossing the NT. There is no spatial cut necessarily because of a

little dependence with a showering muon at the high energy range. The βn-emitter rate is

0.95 ± 0.11 events/day from the ∆tµν exponential fit. The second energy range is locate

at 275 < Evis
µ < 600 MeV, and the muons cross the NT and the GC. The spatial cut is

applied in the analysis. The production rate is 1.08 ± 0.36 (stat.) ± 0.25 (syst.) events/day.

The last energy range is located at Evis
µ < 275 MeV, and the muons cross only the buffer

volume or the rim of the GC. The spatial cut is applied in this condition, and the rate

is smaller 0.3 events/day from a exponential fit. The total βn-decay rate combined three

energy ranges is 2.05+0.62
−0.52(stat.) ± 0.26(syst.) events/day. The ratio of the 8He in 9Li sample

is provided from the KamLAND result.119 The systematic uncertainty includes the slope of

the uncorrelated background spectrum, the bin width of the spectrum, and the efficiency

of the spatial cut.119 The background from the isotopes related to the showering muons is

evaluated by the selection, the valid trigger in 0.5 s window after the tagged muon (Evis >
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600 MeV). The cosmogenic isotope rate, 0.89± 0.10 events/day, is removed from the data.120

The rate of the remain cosmogenic isotope background is equal to 1.25 ± 0.54 events/day

in the IBD data. The sample spectrum can be seen in Figure 7.5.

Figure 7.5: The prompt spectrum of the cosmogenic isotope background from 8He and 9Li.
The red line is from Monte Carlo prediction, and the black dots are from the data. The
plot is from the second publication of the Double Chooz Collaboration.5

The correlated background can be usually tracked by its parent muon in a 1-ms veto

window. The remain background is produced by the missed muons or the low energy muon

deposited in the detector. These events can be observed by the stoping muons (SM) and

the fast neutrons (FN). These muons interact the outside part of the detector and produce

the FN. They can cross the whole detector and be captured in the ID. The background

can mimic the prompt triggers by the recoiling protons, and with the delayed triggers, the

Gd-capture signals. The FN selection is base on the official νe selection. The additional

cuts are listed below:121

1) prompt trigger, 0.5 MeV < Evis < 30 MeV;

2) dT > 10 ns;

3) the multiplicity of IV PMT ≥ 2;

4) dprompt−delayed < 150 cm (remove gamma-gamma events);
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5) rejection of the pair of one IV gamma and one neutron event.

Fast neutrons are determined by a low energy IV tagging (IV threshold ∼ 1 MeV), which

relies on the multiplicity of the IV PMT hit.121 The hits are from the detection of H-capture

signals and proton recoils. The additional cuts can reject the gamma-gamma events, the νe

events, and the IV gamma/neutron background.

The SM events enter into the ID through the chimney. Then, the SM stops and decays

on the top of the ID. The SM tracks can mix with the prompt signals, and the Michel

electrons1 can mix with the delayed signals. However, this prompt-delayed couple signal

has a short dT, the 2.2 µs muon lifetime. The SM selection cuts are base on the official

neutrino selections. The additional cuts are listed below:

1) muon tagging: EIV > 5MeV and EID > 60 MeV;

2) prompt signals: 0.5 < Eprompt < 30 MeV and Qmax/Qtot < 40;

3) delayed signals: 20 MeV < Edelayed < 60 MeV;

4) dT > 10 ns.

The SM is determined by a tagged high-energy Michel electron after the muon decay.

The light noise at the high energy can be reduced by raising the Qmax/Qtot value. The

OV tagging is sensitive to the SM because the OV usually can catch muons. In the energy

range, 12 < E < 30 MeV, of the FN and the SM study, the muons are tagged by the OV

system. (74 ± 12% is FN.) The OV system can avoid < 0.6% accidental background from

the νe candidates.

The FN rate from the experiment is 0.30 ± 0.14 events/day included the systematic

uncertainty from the dT separation of the FN and the SM, the background subtraction,

and the IV tagging efficiency. The SM and FN shape are very close to a linear model. The

FM and SM spectra are shown in Figure 7.6, and the total rate is equal to 0.67 ± 0.20

1The Michel decay is the dominant mode of the muon.122 The decays are:122

µ− → e− + νe + νµ; (7.1)

µ+ → e+ + νµ + νe; (7.2)
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events/day.

Figure 7.6: This plot shows the spectra of the FN, the SM and the best fit. The gray
histogram shows the NF and SM combined spectrum, and the black curve is the prompt
spectrum of the IBD events. The best fit is indicated by a solid-red line with one σ (dashed-
red line). The plot is taken from the second publication of the Double Chooz Collaboration.5

7.3 Neutrino Oscillation Analysis

This section introduces the fundamental method of sin2 2θ13 analysis using in the Double

Chooz second publication.5 The uncertainties included in the final analysis are introduced

in this section. The potential uncertainties from the seasonal variation are obtained into

the sin2 2θ13 analysis, and their influences of the result shows in the final part.

The data divides into two periods based on the reactor thermal power from EDF. The

first period was in one reactor operating at < 20% of the nominal thermal power, and the

other period was in the duration of both reactors running usually. The analysis is base on

the combined analysis of the νe spectral shape and its rate. The prompt spectrum divides

into 18 unfixed bins between 0.7 and 12.2 MeV. The background study also corresponds with

the two periods. The event number of each bin is denoted by Ni (i= 1 to 36), and there

are total 36 bins. This method can investigate the ratio of the signal to the background

112



Table 7.1: Summary of the IBD candidates from the experiment.5

Reactors Both on One Reactor Pth < 20% Total
Livetime[days] 139.27 88.66 227.93

IBD Candidates 6088 2161 8249

ν Reactor B1 2910.9 774.6 3685.5
ν Reactor B2 3422.4 1331.7 4754.1

Cosmogenic Isotope 174.1 110.8 284.9
Correlated FN(SM) 93.3 59.4 152.7

Accidentals 36.4 23.1 59.5
Total Prediction 6637.1 2299.7 8936.8

in each reactor period. Additionally, the background spectra can be considered in the fit.

Table 7.15 lists the numbers of the IBD candidate and livetime in two periods. A predicted

spectrum of the signal and the background can be described by Eq. 7.3.5

Npred
i = ΣReactors

R=1,2 Nν,R
i + ΣBkgands.

b N b
i

Nν,R
i = P (νe → νe)N

exp,R
i

(7.3)

N exp,R
i is defined by Eq. 4.25. The background obtains the accidental, cosmogenic isotope,

and related backgrounds. R is the reactor, Chooz B1 or B2. Additionally the experimental

background rate should be scaled by the Monte Carlo scale factor in Table 5.1 and livetime

of each data-taking period.

A standard χ2 function is defined as Eq. 7.4 to fit the binned signal and the background

spectra. The parameter, sin2 θ13, can be estimated by the minimum of the χ2 performed by

Eq. 7.4.5

χ2(sin2 2θ13) = Σ36
i,j(Ni −Npred

i (sin2 2θ13))(Mi,j)
−1(Ni −Npred

i (sin2 2θ13))T

+
(εfast−n − 1)2

σ2
fast−n

+
(ε9Li − 1)2

σ2
9Li

+
(αE − 1)2

σ2
αE

+
(∆m2

31 − (∆m2
31)MINOS)2

σ2
MINOS

.
(7.4)

In the Eq. 7.4, Mi,j is a covariance matrix consisting of 5 kinds of the uncertainties. The

covariance matrix, Mi,j, is defined as:5

Mi,j = M sig.
i,j +Mdet.

i,j +M stat.
i,j +M eff.

i,j + ΣBkgnds.
b M b

i,j. (7.5)
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Table 7.2: Summary of IBD event and background uncertainties in the sin2 2θ13 analysis.
This table is taken from the Double Chooz collaboration.5

category Uncertainty[%]

Reactor Flux 1.67%
Detector Response 0.32%

Statistics 1.06%
Efficiency 0.95%

Cosmogenic Isotope Background 1.38%
Correlated Background µ 0.51%
Accidental Background 0.01%

Total 2.66%

Table 7.3: MC Efficiency Correction

Parameter Systematics uncertainty scale factor

Gd-fraction correction and systematics 0.3% 0.985
dT-efficiency systematics 0.5% 1.000

E-containment-efficiency systematics 0.7% 1.000
Spill in/out 0.3% 1.000

Target H number 0.3% 1.000
total systematics 1.0% 0.985

The normalized background, detector response, and signal uncertainties are summarized

in Table 7.25. In Table 7.2, the uncertainties from the efficiency and the partial detector

response are contributed from the sub-uncertainties listed in Table 7.3.123 The uncertainties

are normalized in the covariance matrixes. M sig.
i,j is a signal covariance matrix from the

predicted IBD spectrum. The background covariance matrix, ΣBkgnds.
b M b

i,j, obtains the 9Li

spectral shape uncertainty with the Monte Carlo model and the slope of the experimental

nearly-flat FN spectrum. The accidental background uncertainty is in the diagonal term

in the covariance due to its high statistics and the off-time window analysis.5 From the

Eq. 7.4, we have added four pull terms to scale some parameters. Additional background

pull terms are εfast−n and ε9Li. The energy scale pull term can scale the energy linearly for

the IBD events and the background based on αE with the uncertainty σαE . The final pull

term is constrained in the MINOS measurement, ∆m31 = (0.32 ± 0.12) × 10−3eV2. The
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best fit from Eq. 7.4 is sin2 2θ13 = 0.109 ± 0.030(stat.) ± 0.025(syst.)5 when ∆m31 is equal

to (0.32 ± 0.12) × 10−3eV2. The χ2 is equal to 42.1/35.5 The best fit and the measured

spectra show in Figure 7.7.

Figure 7.7: The experimental and expected prompt spectra in two integration periods are
shown, and the two plots are from the Double Chooz second publication5. The plots include
the experimental data, the Monte Carlo prediction without neutrino oscillation, the back-
ground spectrum, and the best-fit spectrum at sin2 2θ13 = 0.109 and ∆m2

13 = 2.32×10−3 eV2.
The inserted plots are the background spectra from 9Li, FN/SM, and accidental events. In
the middle two plots, the ratio of the data (background stacked) to the Monte Carlo pre-
diction without neutrino oscillation (dots). The ratio of data to the best fit is indicated by
a red curve. The systematic uncertainties is the orange band in the plots. The difference
between the data (background stacked) to the Monte Carlo prediction without neutrino
oscillation (dots) and difference between the prediction of the best fit and Monte Carlo
prediction without neutrino oscillation (red curve) are performed in the bottom plots.

The confidence interval of sin2 2θ13 is based on the frequentist approach developed by

Feldman and Cousins124. The confidence interval gives the range of the sin2 2θ13 in cer-

tain level. We consider the possible 21 test points, which are possible sin2 2θ13 values

(0 to 0.25).125 10000 experiments (as well as the number of the Double Chooz IBD can-

didates) are generated by these test points. The survival IBD events from the generation
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are based on the Double Chooz experiment design and the data-taking time, and then we

add a random fluctuation into the energy bins in the covariance matrix. The χ2 function

in Eq. 7.4 is used to fit the spectrum of each test experiment. The ∆χ2 is defined as the

difference between the χ2 of each test point (the sin2 2θ13 fixed) and the the best-fit result

(the best result of sin2 2θ13) from the generations. Two confidence intervals are considered,

90 % and 68 %. The ∆χ2
critical is defined as the ∆χ2 in the 90% (or 68%) of the ∆χ2 distri-

bution. The other parameter, ∆χ2
data, is the difference between the χ2 of the best-fit result

of the real Double Chooz data and the χ2 of the test experiment. The ∆χ2
critical curves and

∆χ2
data curve show in Figure 7.8125. The following confidence intervals are list below:

0.044 < sin2 2θ13 < 0.17 at 90% CL.;5,125

0.068 < sin2 2θ13 < 0.15 at 68% CL.5,125
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Figure 7.8: This plot is provided from R. Carr et al.125. sin2 2θ13 confidence intervals
in 90% and 68% CL in the Double Chooz publication5. The valid ranges are located at
∆χ2

critical > ∆χ2
data in 68% (magenta) and 90% (blue).
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7.4 Search for Seasonal Effect on IBD Candidates

The seasonal variation of the Double Chooz detector is discussed in Chapter 6, and its

influence of the Double Chooz detector shows in the bias of the IBD daily rate and the

instability of the neutron efficiency measured in different times. The seasonal effect on the

IBD candidates, which can changed the result of sin2 2θ13 analysis, can be observed in the

distribution of the normalized IBD daily rate. The normalized IBD rate is the ratio of

the IBD rate from the data to the Monte Carlo prediction. This ratio avoids the change

of the reactor thermal power. The liquid temperature of the GC is used to determine the

temperature change in the NT because there is no sensors in the NT in order to purify

the Gd-capture signals. Figure 7.9a shows the normalized IBD rates of data and Monte

Carlo prediction (average over every 20 days) as the functions of the GC temperature. The

average IBD rates of the experiment and Monte Carlo prediction are 0.952 ± 0.010 and

1.000 ± 0.001 respectively (see Figure 7.9a). The normalized daily IBD rate and GC liquid

temperature are shown in Figure 7.9b. The normalized daily IBD rate can be described by

a linearity plus a sine function from the seasonal influence:

y = a+ b sin(
2πt

365
+ c), (7.6)

Building upon the Eq. 7.6, y is the normalized IBD rate at a certain time, t. The average

IBD rate, a, is from the best fit of the linearity. The parameter, b, is the intensity of seasonal

influence, and the parameter, c, is a phase term of the seasonal variation. The best fit of

Eq. 7.6 shows results of the intensity of the sine function, 0.012 ± 0.013, and the average

normalized IBD rate, 0.907 ± 0.010. The seasonal influence from the intensity of the best

fit is negligible in the normalized IBD rate.

The instability of the neutrino detection efficiency is another potential factor influenc-

ing the sin2 2θ13 analysis. The relative instability of the energy reconstruction5 has been

included into the sin2 2θ13 analysis. We can consider a relative instability uncertainty from

the neutron detection efficiency as well. The relative instability in the neutron detection
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Figure 7.9: (a) The IBD normalized daily rate of the measurement and Monte Carlo pre-
diction as the functions of the GC liquid temperature. Each point on this plot is averaged
over the 20 daily measurements. This plot shows that the liquid temperature is not related
to the IBD candidates. The systematic uncertainties on the experiment and Monte Carlo
prediction are estimated at 1.1% and 0.1% respectively. (b) The strains of the normalized
daily IBD rate and the liquid temperature in 334 elapsed days. The seasonal change can be
observed from the GC liquid temperature (red dots).

efficiency can be observed by the deviation as a function of the elapsed days. In the energy

reconstruction, we has included the relative instability, 0.61% from Figure 4.5 into the total

energy scale systematic error5. Building upon the neutron detection efficiency, the relative

instability can be contributed by the bias of the three factors of the neutron detection effi-

ciency. The Gd-capture fraction is evaluated by the error of the difference between the first

252Cf calibration in May 2011 and the second calibration in June 2012. The difference is

defined as:

deviation = (1st− 2st)/1st (7.7)

The difference of Gd-capture fraction is 0.04 ± 0.22% from two calibrations. The instability

of the Gd-capture fraction is equal to 0.04%. The instability of dT efficiency is evaluated

by the difference of two calibrations, too. The dT difference from calibration runs is 0.10

± 0.33 %. In order to consider the IBD influence, we can apply the IBD candidates to the

dT efficiency definition from Eq. 5.9. This influence also concerns the possibility change

of neutron captures on the Gd in the seasonal variation in Chapter 6.2. Sine the IBD
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candidates are total 8249 events in 334 data-taking days, we average the dT efficiency over

every 40 days to increase the statistics. The relative instability of the dT efficiency from

the IBD candidates is shown in Figure 7.10. The systematic uncertainty of Figure 7.10 is
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Figure 7.10: The relative instability of the dT efficiency as sampled by the evolution in
response of the IBD candidates. The IBD candidates has been subtracted the background,
and the observed steps correspond to every 40 days. The mean is 0.96 ± 0.02(blue line).

equal to 0.70%. The final dT systematic uncertainty of the relative instability is 0.16%

weighted by the event numbers. (average 40-day IBD candidates: 412 events, and the 252Cf

calibration: 3818 events, 0 < dT < 200 µs.) The energy containment efficiency instability

has been included into the relative instability of the energy reconstruction already. Building

upon Chapter 6.2, the proton number in the NT waves with the seasonal variation, and its

uncertainty is equal to 4.69 × 10−6%. The effect from the uncertainty of the proton number

in the NT is negligible in this study. The relative instability systematic uncertainties of

neutron detection efficiency and the uncertainty of the proton number due to the seasonal

variation are included into the Table 7.3, and the new table are shown in Table 7.4.

In Table 7.4, the scale factor of the Monte Carlo simulation does not be affected by

the additional uncertainties. Including additional uncertainty from the neutron detection

efficiency, the result of final analysis is equal to sin2 2θ13 = 0.109±0.030(stat.) ±0.025(syst.).
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Table 7.4: MC Efficiency Correction plus instability systematic uncertainties.

Parameter Systematics uncertainty scale factor

Gd-fraction correction and systematics 0.3% 0.985
dT-efficiency systematics 0.5% 1.000

E-containment-efficiency systematics 0.7% 1.000
Spill in/out 0.3% 1.000

Target H number 0.3% 1.000
Gd-fraction instability 0.004% 1.000

dT instability 0.16% 1.000
Target H number(seasonal variation) 4.69×10−6% 1.000

total systematics 1.0% 0.985

The seasonal variation and the instability of the neutron detection efficiency do not change

the final result of sin2 2θ13 in the Double Chooz second publication5. The detector is in

reliable status in the past two years. This uncertainty of the IBD rate and neutron detection

efficiency is a directions and an effect for the investigation when the instability is a concern

in the future IBD study.
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Chapter 8

Summary

In the past two years, our group, Double Chooz collaboration, has published two results

of sin2 2θ13. The newest result from the Double Chooz experiment is sin2 2θ13 = 0.109 ±

0.030(stat.) ± 0.025(syst.). We have corrected the statistical and systematical errors of

the sin2 2θ13, and we have also improved the CL from 94.6% to 99.9% away from the no-

oscillation hypothesis. Our most important contributions are in reducing background and

detector systematic uncertainties. This dramatic improvement is due to the precise calibra-

tion and specific background studies.

In the calibration issue, the strict light noise rejection and the new energy reconstruction

including the detector calibration map, the linear PE calibration, and the stability enhance

the energy scale status. It can be reasoned that the Monte Carlo prediction is much closer

to the real detector responses. Furthermore, the neutron detection efficiency, the largest

uncertainty in the detection efficiency, benefits by the improvements, too. In this study, we

have seen successful in estimating the neutron detection efficiency with 252Cf, which is one

of the calibration goals. The Gd-capture fraction from the IBD events has confirmed the

result from 252Cf, and it can be reasoned that the 252Cf study is trustworthy for the neutron

detection efficiency of IBD. The Monte Carlo scale ratio is enhanced mainly also.

In the background study, the efforts should be based on not only the methods of the
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data analysis but also the stable detector for the past two years. Specifically, the accuracy

of the background relies on a long experimental period of time. This thesis provides several

pieces of evidence to prove the stability of the detector. First, the detector’s physical quality

does not depend on the seasonal variation. The physical property of the detector can be

reflected by the IBD rate, and the temperature of the liquid scintillator is affected by the

seasonal change directly. There is no correspondence between the IBD rate and the liquid

temperature. Second, the measured muon rate has a high correspondence with the local

atmospheric temperature, and the ratio of K to π in the local atmosphere can be determined

by this measurement. The detector observes the seasonal change of the products from the

meson decays in the local atmosphere.

Finally, we add the instability systematic uncertainty from the detection neutron ef-

ficiency and the uncertainty from the proton number of the NT due to the temperature

variation in the final analysis of the sin2 2θ13 result. According to the original three fac-

tors in the neutron detection efficiency, the dT and Gd-capture fractions include the new

systematic uncertainty of instability, 0.16%, and the dT instability systematic uncertainty

has been considered in the IBD instability throughout the entire experiment. The sin2 2θ13

result is not affected by the new uncertainty. The new instability systematic uncertainty

indicates a direction and an effect when the instability of the detector is a concern of the

Double Chooz experiment in the future.
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Chapter 9

Contributions

In this dissertation, I describe my research and other related studies accomplished by other

collaborators of the Double Chooz collaboration. I am writing to express my contributions

in the Double Chooz experiment.

In terms of the neutron detection study with 252Cf and IBD, I did the data analyses to

estimate the efficiencies, the uncertainties, and the Monte Carlo scale factor. In terms of

the Double Chooz physical environment monitoring system, I made the sensor assemblies

covered by epoxy, and the development of the control software. I also did the circuit test,

the partial installation, and the sensor calibration. In terms of the seasonal variation of the

Double Chooz detector, I did the analyses of the correspondence between the muon rate and

the atmospheric effective temperature and the ratio of kaon to pion of the local atmosphere,

and I also generated the the muon intensity from the theoretical equation. In terms of

the instability systematic uncertainty, I estimated the instability systematic uncertainties

from the detection neutron efficiency and the proton number of the NT. I also added this

instability systematic uncertainties into the sin2 2θ13 analysis to prove that the instability

systematic uncertainties from the neutron detection efficiency and the proton number do

not affect the sin2 2θ13 analysis.
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