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Abstract 

In order to study the capability of computational methods in investigating the 

mechanisms associated with disease and contaminants transmission in aircraft cabins, the 

Computational Fluid Dynamics (CFD) models are used for the simulation of turbulent airflow, 

tracer gas diffusion, and particle dispersion in a generic aircraft cabin mockup. The CFD models 

are validated through comparisons of the CFD predictions with the corresponding experimental 

measurements.  It is found that using Large Eddy Simulation (LES) with the Werner-Wengle 

wall function, one can predict unsteady airflow velocity field with relatively high accuracy.  

However in the middle region of the cabin mockup, where the recirculation of airflow takes 

place, the accuracy is not as good as that in other locations.  By examining different k-ε models, 

the current study recommends the use of the RNG k-ε model with the non-equilibrium wall 

function as a Reynolds Averaged Navier Stokes (RANS) model for predicting the steady-state 

airflow velocity data. It is also found that changing the cabin air-inlet nozzle height has a 

significant effect on the flow behavior in the middle and upper part of the cabin, while the flow 

pattern in the lower part is not affected as much. Through the use of LES and species transport 

model in simulating tracer gas diffusion, very good agreement between predicted and measured 

tracer gas concentration data is observed for some monitoring locations, but the agreement level 

is not uniform for all the sampling point locations. The reasons for the deviations between 

predictions and measurements for those locations are discussed.   

   The Lagrange-Euler approach is invoked in the particle dispersion simulations.  In this 

approach, the equation of motion for the discrete phase is coupled with the continuous phase 

governing equations through the calculation of drag and buoyancy forces acting on particles.  

The continuous phase flow is turbulent and RANS is employed in order to calculate the 

continuous phase velocity field.  A complete study on grid dependence for RANS simulation is 

performed through a controllable regional mesh refinement scheme.  The grid dependence study 

shows that using unstructured grid with tetrahedral and hybrid elements in the refinement region 

are more efficient than using structured grid with hexahedral elements.  The effect of turbulence 

on the particle dispersion is taken into account by using a stochastic tracking method (Discrete 

Random Walk model).  One of the significant features of this study is the investigation of the 

effect of the number of tries on the accuracy of particle concentration predictions when Discrete 



  

Random Walk is used to model turbulent distribution of particles.  Subsequently, the optimum 

number of tries to obtain the most accurate predictions is determined.  In accordance with the 

corresponding experimental data, the effect of particle size on particle distribution is also studied 

and discussed through the simulation of two different sizes of mono-disperse particles in the 

cabin with straight injection tube, i.e., 3µm and 10µm.  Due to the low particle loading, 

neglecting the effect of particles motion on the continuous phase flow-field seems to be a 

reasonable, simplifying assumption in running the simulations.  However, this assumption is 

verified through the comparison of the results from 1-way and 2-way coupling simulations.   

Eventually through the simulations for the particle injection using the cone diffuser, the effects 

of cabin pressure gradient as well as the particle density on particles dispersion behavior are 

studied and discussed.  

In the last part of this dissertation, the turbulent airflow in a full-scale Boeing 767 aircraft 

cabin mockup with eleven rows of seats and manikins is simulated using steady RANS method. 

The results of this simulation cannot only be used to study the airflow pattern, but also can be 

used as the initial condition for running the tracer gas diffusion and particle dispersion 

simulations in this cabin mockup.    
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Abstract 

In order to study the capability of computational methods in investigating the 

mechanisms associated with disease and contaminants transmission in aircraft cabins, the 

Computational Fluid Dynamics (CFD) models are used for the simulation of turbulent airflow, 

tracer gas diffusion, and particle dispersion in a generic aircraft cabin mockup. The CFD models 

are validated through comparisons of the CFD predictions with the corresponding experimental 

measurements.  It is found that using Large Eddy Simulation (LES) with the Werner-Wengle 

wall function, one can predict unsteady airflow velocity field with relatively high accuracy.  

However in the middle region of the cabin mockup, where the recirculation of airflow takes 

place, the accuracy is not as good as that in other locations.  By examining different k-ε models, 

the current study recommends the use of the RNG k-ε model with the non-equilibrium wall 

function as a Reynolds Averaged Navier Stokes (RANS) model for predicting the steady-state 

airflow velocity data. It is also found that changing the cabin air-inlet nozzle height has a 

significant effect on the flow behavior in the middle and upper part of the cabin, while the flow 

pattern in the lower part is not affected as much. Through the use of LES and species transport 

model in simulating tracer gas diffusion, very good agreement between predicted and measured 

tracer gas concentration data is observed for some monitoring locations, but the agreement level 

is not uniform for all the sampling point locations. The reasons for the deviations between 

predictions and measurements for those locations are discussed.   

   The Lagrange-Euler approach is invoked in the particle dispersion simulations.  In this 

approach, the equation of motion for the discrete phase is coupled with the continuous phase 

governing equations through the calculation of drag and buoyancy forces acting on particles.  

The continuous phase flow is turbulent and Reynolds Averaged Navier Stokes (RANS) is 

employed in order to calculate the continuous phase velocity field.  A complete study on grid 

dependence for RANS simulation is performed through a controllable regional mesh refinement 

scheme.  The grid dependence study shows that using unstructured grid with tetrahedral and 

hybrid elements in the refinement region are more efficient than using structured grid with 

hexahedral elements.  The effect of turbulence on the particle dispersion is taken into account by 

using a stochastic tracking method (Discrete Random Walk model).  One of the significant 

features of this study is the investigation of the effect of the number of tries on the accuracy of 



  

particle concentration predictions when Discrete Random Walk model is used to model turbulent 

distribution of particles.  Subsequently, the optimum number of tries to obtain the most accurate 

predictions is determined.  In accordance with the corresponding experimental data, the effect of 

particle size on particle distribution is also studied and discussed through the simulation of two 

different sizes of mono-disperse particles in the cabin with straight injection tube, i.e., 3µm and 

10µm.  Due to the low particle loading, neglecting the effect of particles motion on the 

continuous phase flow-field seems to be a reasonable, simplifying assumption in running the 

simulations.  However, this assumption is verified through the comparison of the results from 1-

way and 2-way coupling simulations.   Eventually through the simulations for the particle 

injection using  the cone diffuser, the effects of cabin pressure gradient as well as the particle 

density on particles dispersion behavior are studied and discussed.  

In the last part of this dissertation, the turbulent airflow in a full-scale Boeing 767 aircraft 

cabin mockup with eleven rows of seats and manikins is simulated using steady RANS method. 

The results of this simulation cannot only can be used to study the airflow pattern, but also can 

be used as the initial condition for running the tracer gas diffusion and particle dispersion 

simulations in this cabin mockup. 
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Chapter 1 - Introduction 

This chapter, as the opening to the dissertation, discusses the motivations and 

significance of the current research, statement of objectives, the applied methods to meet the 

desired objectives and finally the organization of the dissertation. 

    

1.1 Motivation and Significance 

The commercial airplanes cruise altitude is approximately between 30,000 and 40,000 ft. 

In this altitude, the ambient temperature is in the approximate range of -30
o
F to -70

o
F. The 

ambient pressure is around ~30% - ~50% of that at standard sea level and the air humidity in this 

altitude is almost zero (National Research Council, 2002). It is obvious that human beings cannot 

continue the life in this environment, therefore, the airplane passengers should be protected using 

a sophisticated air-conditioning system that converts the fatal environmental conditions to the 

standard conditions in which the passengers can breathe normally and feel safe and comfortable.  

In comparison with buildings, design and manufacture of air-conditioning system for aircraft 

cabins is much more challenging because of the limitations associated with airplanes, such as: 

the severe ambient environmental flight conditions, the more complex geometry, more occupant 

density, and a lower outside air supply rate per person (Zhang and Chen, 2007). 

During the past decades, the aviation industry has experienced a dramatic increase in both 

the number of people traveling by commercial airplanes as well as the number of long distance 

commercial flights.  According to the Bureau of Labor Statistics (2011) the number of 

commercial airline passengers experienced an average growth of 340% between the years 1970-

2008.  Also the statistics published by the Bureau of Transportation (2011) indicates 650-800 

million passengers travel by aircrafts each year in the United States, around 20% of those are 

international passengers.  The close proximity of this huge number of commercial airline 

passengers especially in long distance flights has increased the risk of spreading biological 

contaminants and diseases between passengers.  This potential threat is the primary reason for 

the current study of air quality in commercial aircraft cabins. 
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Figure 1.1: The outside weather condition especially at cruise altitude is fatal for airliner 

passengers and flight crew members. (Boeing, 2011) 

 

There are several documented cases that indicate how the global outbreak of fatal 

diseases happened through the transmission of diseases in the aircraft cabin environment.  Here 

two of the most recent cases which are related to the World wide spread of Severe Acute 

Respiratory Syndrome (SARS) and H1N1 influenza are mentioned.  On March 15
th

, 2003, a total 

of 20 passengers and two flight attendants of a three-hour flight from Hong Kong to Beijing 

contracted Severe Acute Respiratory Syndrome (SARS) because of exposure to an infected 

passenger during that flight.  The infected passenger was a 72 year old man who was hospitalized 

after arrival in Beijing, but he died five days later (Olsen et al., 2003).  Considering the total 

number of passengers and crew attendants in that flight which was 120, the exposure to just one 

infected passenger during a three-hour flight, affected around 18% of the flight occupants.  Five 

people of the 20 infected passengers of that flight ultimately died from SARS (Olsen et al., 2003 

and St. John et al., 2005).  Another investigation (WHO, 2004) revealed that one of the five 

SARS infected passengers of the Hong Kong-Beijing flight that eventually passed away, infected 

two other passenger on a flight from Bangkok to Beijing on March 23
rd

, 2003.  One of those two 

infected passengers also died shortly thereafter.  Another documented case in which airliner 

passengers had a key role in transporting a fatal disease was the Global outbreak of H1N1 

influenza in 2009.  According to the results of an investigation conducted by Khan et al. (2009), 

between March and April 2009 the international flights passengers departing from Mexico 

transmitted a novel influenza A (H1N1) virus all around the World.  A strong correlation between 
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the international destinations of airliner passengers departing from Mexico and confirmed H1N1 

importations associated with travel to Mexico.  

 

1.2 Commercial Aircraft Environmental Control System 

In the new generation of commercial aircrafts, the cabin air-conditioning systems is 

designed such that to provide healthy and comfortable air at cruising altitude (the cruising 

altitude can reach up to ~ 40,000 ft).  In order to condition the cabin environment appropriate for 

passengers’ normal respiration the cabin must be pressurized and, according to the regulations, 

the cabin pressure should be greater than or equal to the outside air pressure at an altitude of 

8,000 ft (Zhang and Chen, 2007 and Boeing, 2011).  The cabin supply air is composed of ~50% 

from the compressed outside fresh air drawn off the jet engine (Figure 1.2) and ~50% from the 

highly filtered cabin air.  The air drawn off the engine is hot and should be cooled.  The first 

stage of cooling process is performed by the heat exchangers mounted in the engine struts. The 

second stage of cooling the pressurized air is done by the main air-conditioning units after 

flowing through the wing (to prevent injection of ozone in to the cabin, the pressurized air passes 

through an ozone converter before reaching the air-conditioning unit).  

 

 

 

Figure 1.2: A view of a typical air-conditioning system for a commercial aircraft cabin. The 

picture shows how the compressed fresh air is drawn off the engine and mixes with the 

highly filtered cabin air in equivalent portions to provide appropriate cabin environment 

for normal breathing. The picture also shows the exhaust cabin air exiting the lower lobes 

of the fuselage (Boeing, 2011 and NASW, 2011).   
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The used air is exited from the cabin through the floor grills on both sides of the cabin.  

Around half of the exiting air is exhausted from the airplane and the remaining half is filtered by 

High Efficiency Particulate Air (HEPA) filters.  These filters are located under the cabin floor 

(Boeing, 2011).  

 

1.3 Research Background 

Biological contaminants and/or diseases may spread among the airline passengers in the 

form of exhaled breath gases, sneeze/cough droplets and airborne pathogens.  Therefore, the 

study of air quality, as well as evaluating the effectiveness of ventilation systems in removing 

contaminants in aircraft cabins, require an in depth knowledge of different transport phenomena.  

There are two principal approaches in studying airflow and other transport phenomena in 

an aircraft cabin: (1) experimental measurements and (2) computational simulations.  Because of 

the high expense and other operational difficulties associated with running experiments in an 

actual aircraft cabin during flight conditions, most of the experimental measurements have been 

performed on cabin mockups.  However, due to the transient nature of transport phenomena, 

difficulties in doing measurements with reasonable spatial resolution, uncertainties and other 

limitations (e.g. cost, associated with experimental procedures and measuring instruments)  

create serious limitations in studying air quality in aircraft cabins through experimental methods.  

Consequently, Computational Fluid Dynamics (CFD) has been used for a few decades to 

evaluate the performance of air conditioning systems through the simulation of fluid flow and 

heat transfer for the indoor environments. Due to advances in computer technology and 

turbulence models, the use of CFD as a powerful and economical design tool for improving the 

efficiency and performance of air-conditioning systems has been increased.  In aircraft industry, 

CFD models are used to investigate the effect of air conditioning systems on the passengers 

comfort as well as the dispersion of particulates and gases as part of understanding the possible 

spread of contaminants within an aircraft cabin (Lebbin, 2006).  

Advanced computer technologies have enabled researchers to calculate airflow and 

contaminants distribution in a time and cost effective manner.  Using a computational approach, 

one can study the effect of a fictitious condition that cannot be studied through experimental 

methods. The computational approach is divided in to two methods by itself: (1) zonal model and 
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(2) Computational Fluid Dynamics (CFD). Compared to CFD models, zonal models use less 

computing time but their results are not as accurate as those of CFD.  Figure 1.3 shows two main 

research approaches in studying aircraft cabin environment and their corresponding sub-

methods.  

 

 

Figure 1.3: The graphical view of the main research approaches in studying aircraft cabin 

environment and their corresponding sub-methods. 

 

Considering the fact that an accurate and reliable CFD simulation depends on not only 

the sophistication of the CFD code but also the knowledge, proficiency, and skill of the CFD 

user and because CFD has become a popular approach in designing and analyzing of indoor air-

conditioning systems, Serbric and Chen (2002) have developed a step by step process on how to 

use CFD for the purpose of indoor air quality analysis.  The process has the following stages: 

• Case Setup 

• Verification  

- basic flow pattern 

- turbulence models 

- auxiliary heat transfer and flow models 

- numerical methods 

- assessing CFD predictions  

• Validation and reporting of results  

- experimental description 
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- flow/turbulence/auxiliary heat transfer and flow models 

- boundary/initial conditions 

- numerical methods 

- assessing CFD prediction 

- drawing conclusions 

• Discussion 

 

The above process is very close to what was followed in performing the CFD simulations 

presented in this dissertation.  At the setup stage, the important and key parameters in designing 

or analyzing the indoor environment are determined.  Generally these parameters are air velocity, 

air temperature, contaminant concentration, relative humidity, and turbulence quantities.  In the 

verification stage, the capability of CFD code and user in predicting a roughly correct pattern for 

the behavior of flow, temperature, and contaminant distributions is verified.  However in many 

cases the verification and validation stages are combined.  In the validation stage the 

experimental setup is explained such that other people can repeat the CFD simulations.  In this 

stage, as listed above the governing equations are formulated, the applied models for 

turbulence/flow/heat and mass transfer are described; the boundary and initial conditions for 

solving the governing partial differential equations are specified and formulated.  Then the 

numerical method is illustrated.  Before the assessment of CFD predictions through comparison 

with corresponding experimental measurements, a grid independence study is performed.  In 

drawing conclusions, through the comparison between computational predictions and 

experimental measurements the effect of different models and numerical schemes on the 

accuracy of predictions is discussed and the capability of CFD code as well as the user in 

accurate predicting the flow velocity field, temperature field and contaminant concentration is 

evaluated.  In the last stage which is discussion, in addition to the conclusions achieved from the 

simulation validation, the effect of applying different design scenarios on indoor air quality 

characteristics is studied through running the validated CFD codes for those scenarios and the 

predicted airflow velocity, and Contaminant concentration predictions are then compared with 

experimental results and conclusions are made based on those comparisons.   
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  1.4 Research Objectives and Methods 

The main purpose of this research, which is a continuation of a previous research 

conducted by Lin et al. (2006), is the understanding of the mechanisms associated with transport 

of diseases and contaminants transmission through the numerical simulation of turbulent airflow 

in an aircraft cabin mockup.  

The primary objective of this project was to evaluate the CFD capabilities in simulating 

turbulent airflow, tracer gas diffusion, and particles dispersion in a Boeing 767 generic half-cabin 

as well as an 11-row full-scale cabin mockups.  For this purpose, the CFD predictions for 

turbulent airflow velocities, tracer gas concentration, and dispersion of liquid particles were 

compared with the corresponding experimental measurements.  For the generic cabin mockup 

(Figure 1.4A), the airflow and tracer gas experimental measurements used were those performed 

by Lebbin (2006) and the particle dispersion measurements used were those performed by 

Padilla (2008).  All the tests associated with the generic cabin were run at Kansas State 

University in the Institute for the Environmental Research (IER). The measurements of airflow 

velocity, airflow temperature, tracer gas concentration, and particle dispersion for the 11-row full 

scale cabin mockup (Figure 1.4B) were performed by Beneke (2010), Shehadi (2010) and 

Trupka (2011) at Kansas State University in the Airliner Cabin Environmental Research (ACER) 

lab.  

 

 

Figure 1.4: The full-size11-row Boeing 767 cabin mockup (left) and the Boeing 767 generic 

cabin model (right)  
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The CFD simulations performed in this research are divided into four phases.  In the first 

phase the turbulent airflow in generic cabin is simulated using both Large Eddy Simulation 

(LES) and Reynolds Averaged Navier Stokes (RANS) models. These models are validated 

through comparison of the predictions for instantaneous (LES and unsteady RANS) and time 

averaged velocity data in specified monitoring locations inside the cabin with corresponding 

instantaneous Particle Image Velocimetry (PIV) data.  Moreover the performance of the LES 

model is evaluated through the comparison of the model predictions for the velocity data with 

the corresponding predictions from the LES model produced by Lin et al. (2006).  After the 

validation and evaluation of RANS and LES models the following cases are studied and 

discussed through the simulations: 

 

• The effect of different k-ε models on the accuracy of RANS predictions 

• The effect of using Werner-Wengle wall function on the performance of LES 

model 

• The effect of decreasing the air inlet nozzle height on the flow circulation 

behavior by keeping the Reynolds number at the inlet nozzle unchanged 

 

In the second phase, the diffusion of tracer gas (carbon dioxide-CO2) is simulated through 

the numerical solution of the governing species transport equations. Both RANS and LES 

models are used in solving the governing Navier-Stokes equations.  The simulations are 

validated through the comparison of time-averaged predictions for tracer gas concentration data 

with the corresponding measurements. 

Contaminants and diseases might be transmitted between the passengers of an airliner 

cabin in the form of fine particles.  Particles which represent viruses have a range of sizes from 

0.02µm to 0.3µm.  The bacteria droplets, however, cover range of sizes from 0.3µm to 12.0µm 

(Tang et al., 2009).  Therefore in the third phase the turbulent dispersion of particles in the 

generic cabin is simulated. Lagrange -Euler (Discrete Phase Model, DPM) approach is used in 

the simulations.  In accordance with the experiments, two different sizes are considered for the 

particles: 3µm and 10 µm. Through the validation of computational simulation using the 

available experimental data, the following effects on dispersion behavior of particles are also 

studied and discussed: 
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• The effect of particle size  

• The effect of particle injection configuration  

• The effect of particle density 

• The effect of cabin inside pressure (cabin pressure gradient) 

 

Also in grid independency studies the advantages of local mesh refinement rather than the whole 

mesh refinement is elaborately discussed and explained. The other important achievement of this 

phase of study is determination of the optimum number of tries in Discrete Phase Simulations.  

Figure 1.5 shows the graphical view of research in first three phases. 

 

 

 

Figure 1.5: The graphical view of the current research phases 

 

In the fifth and the last phase of the simulation the airflow is simulated in an 11-row full-

scale cabin mockup using RANS. The simulations are validated through comparison with 

corresponding experimental measurements.   

 

1.5 Organization of the Dissertation 

This dissertation contains 8 chapters. Chapter 1 introduces the reader with the CFD area 

of research, scope of this work, and the applied methods. In Chapter 2 all the previous research 

in the area of air quality in closed enclosure is reviewed. 
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 Since a commercial CFD software (FLUENT) is used for the simulations in this study, as 

an introduction to work with this software and getting familiar with its different aspects, in 

Chapter 3 the flow over two and three dimensional backward steps are simulated.  Both turbulent 

and laminar flows are considered in these simulations. To ensure appropriate familiarity and 

application of the software, the flow over the backward step is simulated and the predicted 

velocity profiles before and after the step are compared with the corresponding experimental and 

computational data available in the literature. 

In Chapter 4, the turbulent airflow in a generic cabin model with full-height and half-

height nozzle is simulated. The cabin is exactly the same as one was used in Lin et al. (2006) 

research. The turbulent airflow characteristics are predicted by employing two widely used 

turbulence models: Large Eddy Simulation (LES) and Reynolds Averaged Navier Stokes. The 

predictions from both the LES and RANS models are validated through the comparison of the 

predicted velocity data with the PIV data for five monitoring areas along the cabin center plane 

parallel to the bulk airflow direction (Lebbin, 2006). Through these comparisons the capability 

of the two aforementioned turbulence models in predicting the airflow velocities is discussed and 

compared to each other.  The effect of reducing the inlet nozzle height to one-half of its original 

size on turbulence level and airflow velocities in the generic cabin, while maintaining the same 

Reynolds number for the inlet airflow, is also studied in this Chapter.  

Chapter 5 includes one of the distinctively significant objectives of this study which is 

simulating the diffusion of a tracer gas (carbon dioxide) injected uniformly through the 

circumferential surface of  a 12.7 mm schedule-40 porous polythene tube installed horizontally 

inside the generic cabin model. The simulation is performed using the LES model for solving the 

governing mass, momentum and species transport equations. The computational results are 

validated through the comparison of time-averaged predicted concentrations of the tracer gas in 

specified locations in the cabin with the corresponding experimental measurements. 

The other distinguishing feature of this research is presented in Chapter 6. The turbulent 

dispersion of 3 and 10 micron particles injected into the generic cabin is simulated using two 

different approaches: Euler-Euler and Lagrange-Euler.  The particles are made of Di-Octyle 

Phthalate (DOP) and produced by a Vibrating Orifice Aerosol Generator (VOAG). Advantages 

of local mesh refinement comparing to the whole mesh refinement, the optimum number of tries 
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in Discrete Phase Model, the effects of particle density and size, cabin inside pressure and 

injection configuration on dispersion behavior of particles are discussed in this Chapter.  Chapter 

7 presents the turbulent airflow simulations in a full-scale Boeing 767 aircraft cabin using RANS 

method, and finally in Chapter 8 the conclusions from this study are discussed and explained. 
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Chapter 2 - Literature Review 

The study of air quality requires the study of different transport phenomena: transport of 

mass, momentum, and energy.  Due to the advances in computer technologies which have 

enabled researchers to solve the required governing partial differential equations numerically, 

with relatively high degree of accuracy, in a cost and time effective manner, the use of 

computational methods in this field of research has increased considerably in recent decades.  

Numerical investigation and computational modeling of transport phenomena in aircraft 

cabin environments initiated since four decades ago. The earliest motivation for study of flow, 

heat and mass transfer in aircraft interior environments was the understanding of the mechanisms 

associated with the spread of fire and the diffusion behavior of resulting hot smokes and toxic 

gases in such environments. Emmons (1982) modeled the propagation of fire in the cabin when 

the source of fire is the hot gases coming into the cabin from external fire through an opening in 

the cabin. However, Yang et al. (1984) performed another numerical study when the fire initiated 

inside the cabin. For this purpose, through neglecting the lateral effects, they devised a two 

dimensional model by taking the effects of buoyancy, turbulence and compressibility into 

account. The turbulence effects were simulated through an algebraic turbulence model. For the 

simulation of fire, a volumetric heat and smoke source with arbitrary flame envelope and rate of 

local heat and smoke generation were applied.  Also, the probability of igniting seat surfaces 

when the seat surface temperature is getting increased up to igniting levels was considered.  A 

finite difference method was used based on the micro-control volume scheme introduced by 

Patankar and Spalding (1972).  The calculations were based on a cabin length of 26 ft for two 

cases of with and without seats.  In addition, several scenarios of fire location were taken into 

account in the simulations. The results indicated the drastic effect of seats on the flow velocities, 

the temperature distribution and the diffusion of smokes in the cabin. The simulations showed 

when the fire is located between the rows, the situation (regarding to the penetration of hot toxic 

gases to the other seats) would be more dangerous than the case in which the fire is located in the 

front of the cabin. 

Horstman (1988) developed a two-dimensional computational model to simulate the 

airflow and contaminant (CO2) distribution in a twine-aisle aircraft cabin. In order to solve the 

Navier-Stokes equations, two methods were applied: (1) Finite Difference stream functioning 
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equations and (2) modified Taylor series approximation of the vorticity equations. The velocity 

field calculated through the solution of Navier-Stokes equations was used as the basis for the 

simulation of contaminant propagation and distribution. Two mechanisms were considered for 

the transportation of contaminants: convection and diffusion.    

Aboosaidi et al. (1991) used two CFD codes (FLUENT and BINS3D
1
) in order to 

investigate the Indoor Air Quality (IAQ) in a three-dimensional aircraft cabin mockup.  Two 

different cases of cabin and air supply configurations were tested and the simulations validated 

through the comparison of predictions with corresponding experimental measurements.  For one 

case FLUENT and for the other one BINS3D were utilized.  In both cases, contaminant dispersal 

and transport of energy were neglected.  Assuming the periodic boundary conditions allowed 

solving the governing Navier-Stokes equations just for one seat row instead of solving those 

equations for the whole cabin configuration with the large number of seat rows and consideration 

of end effects.  While in FLUENT a two equation k-ε turbulence model was used to predict the 

turbulent transport of momentum, whereas in BINS3D a mixing length was implemented.  In the 

case studied using FLUENT, a numerical analysis was performed for the flow in the nozzle and 

the results were applied as boundary conditions for simulating the turbulent airflow in the cabin 

mockup.  However for the case analyzed by BIN3D, the uniform airflow condition was assumed 

at the inlet nozzles. The comparisons between the computational predictions and experimental 

measurements showed that CFD could predict the overall flow pattern, and the velocity 

predictions had an acceptable level of accuracy.  It was also realized that the maximum errors 

were in the vicinity of the nozzle jet, where the computational models did not capture all the 

mixing characteristics.  However the accuracy for the seated portion of cabin was good.  

In 1992, Mizuno and Warfield developed a three dimensional model to perform airflow 

and thermal analysis in aircraft cabin mockup. The model was based on an incompressible 

Navier-Stokes code in which the Prandtl's mixing length theory was applied to model the 

turbulent effects.  However it was found that the applied turbulence model was not successful in 

describing the flow characteristics sufficiently well.  The effects of thermal buoyancy, the 

influence of cabin interior obstructions (passenger seats) and, the dispersion of contaminants 

                                                 

1
 This code is a three-dimensional Navier-Stokes code developed from the INS3D code of NASA Ames Research 

Center using the method of pseudo-compressibility  (Kwak et al., 1986)  
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(carbon dioxide) were also considered and taken into account.  The model was verified through 

the comparison of airflow velocity and CO2 concentration predictions with the corresponding 

experimental measurements.  A full-size cabin mockup was used to perform the experimental 

measurements. Through the verification comparisons, a relatively good correlation between the 

model predictions and the test results was observed.    

Baker et al. (2000) used a laminar flow simulation using highly phase selective 

numerical simulation to calculate the ventilation flow field in an aircraft cabin at cruise 

condition. This approach enabled computations to be stabilized in the supply jet region in a 

manner that imitates a Large Eddy Simulation (LES). The results of that study indicated that 

CFD methodology, in a parallel computing environment, and with unstructured meshing has the 

capability of quantifying the existence or the lack of comfort indoor environment in aircraft 

cabins. Su et al. (2001) used three different sub-grid scale models of LES simulation for 

predicting airflow velocity, air temperature, and contaminant concentration in an air ventilated 

room. Validation of the simulations indicated an acceptable agreement between computational 

and experimental profiles of velocity, temperature, and contaminant concentration except for the 

near wall regions. That study demonstrated the capability of LES, as an efficient tool, in 

studying indoor air quality. 

Through a computational study performed by Singh et al. (2002), the effect of occupants 

on the aircraft cabin air distribution was studied. This effect was due to flow blockage and 

transferred thermal energy from the passengers.  The study was focused on a 5.0 m (18 ft) 

section of a one isle aircraft cabin. The governing Navier-Stokes and energy equations were 

solved for steady-state conditions and RNG k-ε model was used to calculate the effect of 

turbulence on airflow and heat transfer. The simulations were fulfilled for two cases of cabin 

with and without passengers. In order to consider the effect of passengers in blocking the flow as 

well as loading heat to the surrounding space, in both computations and experiments, cylinders 

were located on the seats with a 100 W heat generation
2
. The predictions showed the more 

spreading behavior of incoming air in the cabin with passengers.  Also it was found that the 

window passenger receives the least amount of conditioned air therefore providing an additional 

conditioned-air near the window is necessary.  

                                                 

2
 In accordance with the metabolic heat generation for an adult male sitting ~94.2 W (ASHRAE, 1997) 
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Zhao et al. (2003) developed a simplified computational model to simulate the airflow in 

ventilated rooms more time and cost effectively, which was easier to work with especially for 

design engineers.  They used the N-point Air Supply Opening Model (ASOM) technique to 

overcome the difficulties associated with specifying the boundary conditions at the air supply 

diffuser and also to reduce the number of mesh elements.  

Since the particulate matters are the main infectious contents of the cough or sneeze of a 

sick person, an effective way to investigate the pattern of airborne disease transmission in 

aircraft cabins or generally in any indoor places, is to use tracer particles and study their 

dispersion behavior in indoor environments.   Zhao et al. (2004a) investigated the air movement 

and aerosol particle concentration and deposition in a ventilated room numerically.  Two 

different ventilation systems were considered: displacement and mixing.  In order to simulate 

airflow and particle dispersion, a Lagrangian approach was adopted.  This study showed the 

strong effect of the room ventilation type on the airflow pattern, the particle concentration and 

deposition rate.  As a very important outcome of this research, it was found that under the same 

air supply rate and particle property conditions, using the displacement ventilation type, leads to 

less deposition rate and larger number of escaped particles comparing to the mixing type of 

ventilation.  However, the average concentration of particles is higher in the displacement type of 

ventilation system. 

In another effort conducted by Zhao et al. (2004b), an Euler-Euler approach was taken to 

study the effects of air ventilation type as well as the particle size on the behavior of particle 

dispersion in a ventilated room.  A three dimensional drift flux model was used combined with 

deposition boundary conditions for the wall surfaces.  Through this computational research it 

was found that the deposited particle mass or flux is strongly dependent on the ventilation type.  

More particle depositions were observed in the mixing ventilated room for a certain size of 

particles. 

Garner et al. (2004) presented a CFD model which was developed to simulate the airflow 

field characteristics in a Boeing 747 aircraft cabin.  The applied CFD model was described by the 

unsteady, time-accurate, buoyant ventilation flow field in an aircraft cabin at cruise conditions.  

The simulation was conducted using a finite element implementation of an augmented laminar 

Taylor stabilized finite turbulent kinetic energy (TKE) model.  Lin et al. (2005) published the 



16 

 

results of their numerical investigation of airflow and airborne pathogen transport in a 

commercial aircraft cabin (in a two-row section of a Boeing 767-300 aircraft cabin) in couple of 

papers. Two different turbulence models were used in their study; LES and Reynolds Averaged 

Navier Stokes (RANS) models.  It was observed while RANS simulation substantially under-

predicted turbulent intensity, the LES predicted values were in good agreement with the test data.  

Based on the LES results, the k-ε equations in the RANS model were modified and then used in 

simulating the disease transmission using less than 1/100 of the computing resources required for 

the equivalent LES simulation of particle transport in the same cabin.  In order to track the 

airborne pathogens, due to less computational requirements, a multi-species analysis was used 

instead of multiphase analyses.  Also in simulating the dispersion of measles viruses, it was 

assumed that they are made of water.  

As a continuation of the study performed by Garner et al. (2004), Baker et al. (2006) 

conducted a CFD study of turbulent airflow and contaminant distribution in a Boeing 747 aircraft 

cabin.  The simulations were validated through the comparison of predicted velocity data with 

the high-quality, time-accurate, three-dimensional experimental velocity data measured in a 

Boeing 747-100 cabin mockup and a Boeing 747-400 in flight.  The experimental data indicated 

the existence of a large-cabin proper circulation pattern and a second smaller circulation, 

energized by the unsteady Coanda- effect wall jet separation, in the upper region of the cabin 

between the luggage compartments.  Although there was a good agreement between the 

predicted velocity data and the corresponding experimental measurements, the validation of CFD 

predictions for contaminant transport was less conclusive. The weak agreement between the 

calculations and measurements was attributed to the inherent limitations associated with the 

measurement devices.  It was also found that the steady RANS codes could properly produce 

initial conditions for the simulation of contaminant transport in enclosures like aircraft cabins.  

Lin et al. (2006) performed another study in which the CFD predicted velocity data for 

turbulent airflow in a generic cabin model were compared with corresponding Particle Image 

Velocimetry (PIV) experimental data. The main focus of that study was using LES simulation to 

compare the temporal variations in the experimental data.  The good agreement between the 

simulation results and measured data validated the LES predictions.  Also it was observed that 
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the energy-spectrum function calculated from the LES velocity prediction had excellent 

correlation with the Kolmogrov spectrum law in the universal equilibrium range. 

Wang et al. (2006) studied the transient airborne transmission of diseases in a Boeing 

767-300 aircraft cabin, numerically.  In their study, the dependence of airborne transmission on 

different factors including the distance between the release source and the receptors, the location 

of the release source and the total air supply rates were investigated.  By completing the research, 

it was figured out that the location of the release source is an important factor that affects the 

pattern of the airborne transmission in aircraft cabins.  Accordingly, it was recommended to 

move the release source (sick passenger) from the center of the cabin to the sides or from the 

back seats to the front seats in order to decrease the disease exposure risk.  The other outcome of 

the research was the direct proportionality between the total air supply rate and the disease 

exposure risk.   

Zhang and Chen (2007) used a commercial CFD software to study the effects of using 

under-floor and personalized air distribution systems in improving the performance of air 

distribution systems in aircraft cabins.  They used the RNG k-ε model for solving the Navier-

Stokes equations.  Their CFD model was first validated through the comparisons of the 

predictions for airflow velocity, air temperature, and tracer gas (SF6) concentration with the 

corresponding measurements for the mixing type air distribution system.  The comparisons 

indicated that while there was a good agreement between predictions and measurements for 

airflow velocity and air temperature data, there was a large discrepancy for the SF6 concentration 

data for some locations.  After the validation, the CFD model was used in studying and analyzing 

the performance of three types of air distribution systems: mixing, displacement and 

personalized, through the simulation of transport phenomena in a 4-row section of a Boeing 767-

300 aircraft cabin. 

There are some limitations in the number of contaminant detection sensors that can be 

used in aircraft cabins.  These limitations are coming from the expense, weight and volume of 

the sensors.  Zhang et al. (2007) performed a validated numerical study using a CFD program to 

find how a limited number of sensors should be placed in an aircraft cabin, optimally.  They 

focused their study on a nine-row section of a Boeing 767 aircraft cabin.  In their computational 

model, the RANS method was used with a RNG k-ε turbulence model to solve the governing 
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Navier-Stokes equations.  Also, SF6 was used as the tracer gas in both experiments and 

computations.  The study revealed the uniform distribution of contaminants in the cross sections 

of the cabin. The optimal sensor placement location in a cross-section was found to be in the 

middle ceiling, if one sensor was used.   

The virus transport after coughing or sneezing can be described in two steps: the 

intruding multi-phase jet as the first step and the global environment effect due to the air 

ventilation system as the second step. In an effort to study the second step of the virus transport, 

Zhang et al. (2008) conducted an experimental and a computational research, using the tracer gas 

method, to study the global transport process of contaminated air within a full-scale Boeing 767-

300 mockup.  Through the simulations and the experiments performed in this research, the 

significance of the air ventilation system and the release source location in controlling the 

airborne pollutants in aircraft cabin was realized.   As one of the important conclusions of this 

research, it can be pointed out that most pollutants are transported within the half where the 

release source is located and seldom cross the cabin middle line.  This research also confirmed 

the recommendation given by Wang et al. (2006) in moving the release source from the middle 

to the sides in order to have less air quality problems.  Another interesting result of this work was 

the contribution of longitudinal airflow in the pollutant transportation within the aircraft cabin.  

Although based on the Wang et al. (2006) research work it was recommended to increase the air 

supply rate to decrease the disease exposure risk, the investigation performed by Zhang et al. 

(2008) showed that increasing the ventilation rates is not necessarily helpful for the receptors 

close to the pollutant source.  This study demonstrated the capability of CFD in investigating the 

mechanism associated with disease transmission in aircraft cabin.  It was also experienced how 

CFD can provide more comprehensive and detailed information rather than experiments. 

Mazumdar and Chen (2008) studied the effect of seating patterns and contaminant source 

locations on the placement and contaminant detection sensors in a twin-aisle commercial aircraft 

cabin using a commercial CFD code.  The RANS method was used in order to solve the 

governing Navier-Stokes equations, and the RNG k-ε model was used as the turbulence model.  

The convergence criteria were set to 51.0 10−× for the normalized residuals.  The experimental 

data was obtained from the tests performed in a twine-aisle cabin mockup.  Through this study, it 

was found that the release location and seating patterns had little impact on longitudinal 
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contaminant distribution.  They recommended the center of the cabin ceiling as the best place for 

mounting contaminant detection sensor when only one sensor is available.  

Abdilghanie et al. (2009) investigated the effect of using laminar and turbulent inlet 

velocity profiles on the behavior of turbulent flow inside a simple room through LES.  They also 

compared the performances of LES and k-ε models in predicting the flow characteristics in the 

same room.  Their study showed that the standard k-ε model is less sensitive to the level of 

turbulence at the inlet than the LES model.  It was also found that when the flow at inlet is 

laminar, the standard k-ε model fails to capture the slow development of the jet which is realized 

by LES.   

In order to investigate the effects of using two different air distribution systems on the 

contaminants propagation patterns in the aircraft cabin and in between passengers,  Tang et al. 

(2009) used a Finite Volume method to produce a three-dimensional contaminant dispersion 

model for a four-row section of a Boeing 767-300 aircraft cabin.  They assumed the cabin was 

pressurized and that heat transfer effects were negligible.  The standard k-ε turbulence model was 

used to solve the governing momentum equations.  Comparisons of simulation results for CO2 

concentration and droplets residence times between two air distribution systems indicated that 

using the Under Floor Air Distribution (UFAD) system, because of producing better flow 

circulation, leads to lower levels of carbon dioxide and shorter residence times for the 

contaminant droplets compared to the Ceiling Air Distribution (CAD) system. 

Through the experiments and CFD simulations by Yan et al. (2009), it was found that the 

contaminant source location has a significant effect on pollutant transport within the cabin.  In 

that research, the contaminant dispersion in a five-row section of a Boeing 767-300 aircraft cabin 

was simulated through modeling tracer gas diffusion.  It was also realized that increasing the 

ventilation rate is not necessarily useful for the receptors close to the source.  

Since coughing is one of the primary sources of airborne diseases, especially in aircraft 

cabin environments, Gupta et al. (2009) performed a study to find a mathematical expression for 

the exhaled flow rate from a cough and to quantify the mass flow rate as well as size of exhaled 

particles.  They figured out that the cough exhaled flow rate can be formulated by a combination 

of gamma probability distribution functions.  Some medical parameters which can be obtained 

from the physiological details of a person were recognized to be required in order to define the 
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gamma probability distribution functions.  However it was found that the jet direction and the 

mouth opening area during a cough are not a function of physiological details of person.    

Mazumdar and Chen (2009) developed a one-dimensional analytical model to estimate 

the longitudinal transmission of disease and contaminants inside an aircraft cabin.  It was not 

trivial because a quick and rough evaluation of disease transmission is absolutely necessary in 

taking actions to reduce the risk of infection of passengers and crew members.  The principal 

assumption in that study was a uniform distribution of contaminants in the cross-section of the 

cabin.  Both convection and diffusion transport of contaminants were considered in analyzing the 

contaminants distribution along the cabin aisle.  The effects of air exchange rate, recirculation, 

efficiency of HEPA
3
 filters, and longitudinal airflow were taken into consideration.   

Zhang et al. (2009) performed an experimental and numerical study to investigate the 

airflow and contaminant transport in a section of a half-occupied twin-aisle aircraft cabin 

mockup.  In order to simulate the gaseous contaminant, a tracer gas (SF6) was used and for 

simulating the particulate contaminants, 0.7 µm Di-Ethyl-Hexyl-Sebacat (DEHS) particles were 

used.  In solving the Navier-Stokes equations, a RANS method using a RNG k-ε model was used 

and to calculate the particle dispersion and, a Lagrangian approach was employed.  Remarkable 

discrepancies between predicted and measure airflow patterns were observed which were due to 

the difficulties in measuring accurate flow boundary conditions from the air supply diffusers. 

Through the comparisons between the distribution behavior of gaseous and particulate 

contaminants, it was also realized that the sub-micron-sized heavy particles behave similar to the 

passive gas contaminant except in the region near the source position where the diffusivity is 

different.     

 Pousso et al. (2010) performed experimental and computational studies to investigate the 

effect of a moving human body on the airflow and the contaminant distribution in an aircraft 

cabin environment.  Both cases of ventilated and unventilated cabin environments were 

considered in that investigation.  In establishing the CFD model, a second-order upwind scheme 

and the SIMPLE algorithm were applied.  The RNG k-ε model was also used as the turbulence 

model. Comparing to the PIV experimental measurements, CFD model predicted a higher 

                                                 

3
 High-Efficiency Particulate Air 
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longitudinal flow behind the moving body.  Validation of the CFD model for contaminant 

transport indicated its capability to estimate the change of contaminant concentration both 

qualitatively and quantitatively.  

Chen, X. and Chen, Q (2010) proposed a CFD method to study the decontamination 

process in a Boeing 747 aircraft cabin.  The RANS method with RNG k-ε model was employed 

in the CFD model. For the validation of the proposed model, the measured air-velocity and tracer 

gas concentration in a cabin mockup and the tested decontamination efficacy in another cabin 

section were used.   Reasonable agreement between the calculations and two sets of 

measurements proved the viability of CFD model in studying the decontamination process in 

airliner cabins.  The validated CFD model was used to study the performance and effectiveness 

of different decontamination scenarios in a single-aisle and a twin-aisle cabin. 

One of the serious challenges in establishing CFD models for the occupied airliner cabins 

is setting up the boundary conditions for the mouth and nose of the occupants which should 

contain information about the exhaled and inhaled air composition, flow rate, and flow direction.  

Gupta et al. (2010) developed a source model to provide thermo-fluid conditions of the exhaled 

air from breathing and talking.  The model was a set of equations obtained from the 

measurements of the flow rate, flow direction, and area of human mouth and nose opening.  It 

was found that the breathing flow rate variation with time is sinusoidal.  The amplitude of the 

sine function was related to body height, weight, and gender.  It was also concluded that 

considering a constant mean value for the breathing areas (nose and mouth) is a reasonably good 

assumption.  Since the talking flow rate was observed to be irregular, an average flow rate was 

defined in order to specify the boundary condition corresponding to the talking scenario.     

Through a validated computational study, Mazumdar et al. (2011) realized that the seats 

and passengers tended to block the contaminant transport in the lateral direction inside the 

aircraft cabin.  In other words, it was found that the longitudinal direction along the aisle of the 

cabin is the dominant direction for spreading the contaminants.  The other important outcome of 

their investigation was revealing the significant role of crews and passengers walking along the 

aisle in carrying the contaminant in their wake to as many rows as they passed.  The CFD model 

in this study was established using a second-order upwind scheme and the SIMPLE algorithm 

with RNG k-ε as the turbulence model.  
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Gupta et al. (2011a) used a commercial CFD code to simulate the transport of droplets 

exhaled by an index patient seated in the center of a seven-row, twine-aisle, fully occupied 

aircraft cabin.  A Lagrangian method was applied to track the droplets and calculate their 

trajectories.  The evaporation effects were also taken into account.  Three scenarios of a single 

cough, single breath, and a 15-s talk were considered for the injection of infectious droplets from 

a patient into the cabin.  In order to define and set the boundary conditions for the considered 

scenarios of droplet injection, they used the results of their previous studies (Gupta et al. , 2009 

and 2010).  The steady-state airflow pattern in the cabin was used as the initial condition for the 

simulation of mono-dispersed droplets.  The simulations were executed for four minutes of real 

time.  The results indicated that the exhaled droplets from the cough followed mainly the bulk 

airflow.  Although the number of droplets was much smaller, a similar pattern of propagation 

and dispersion was also observed for the droplets exhaled from the single breath.  Since the 

index patient turned the head to the left, the droplets generated due to talking of the patient were 

mainly moved to the left side of the cabin. 

In another study performed by Gupta et al. (2011b), the spatial and temporal distribution 

of expiratory droplets and their inhalation in an aircraft cabin environment was investigated, 

numerically.  They developed a method to predict the amount of expiratory droplets inhaled by 

the susceptible passengers over a 4-hour flight under three common scenarios of the exhalation 

of droplets: breathing only, coughing with breathing, and talking with breathing.  The first three 

minutes after the exhalation of particles from the index passenger was considered as the transient 

time in the propagation and distribution of particles.  For the transient time, CFD was used to 

simulate the dispersion of particles.  Beyond the first three minutes after the exhalation, a 

perfectly mixed model was used.  The simulations were performed using a CFD commercial 

code (FLUENT) for a seven-row section of a two-aisle aircraft cabin.  They used a RNG k-ε 

model to predict the turbulent airflow in the cabin. The effects of buoyancy and droplets density 

changes due to the temperature variations were also taken into account. The distribution of 

mono-dispersed particles was calculated using a Lagrangian approach.  Based on the results of 

the experimental studies previously performed by Yang et al. (2007), Fabian et al. (2008), and 

Duguid (1946), coughing, breathing, and talking exhalations were assumed to be 8.5, 0.4, and 

30µm, respectively.   
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Liu et al. (2012) reviewed all the experimental and computational investigations 

performed in studying the airflow distribution and contaminant dispersion in aircraft cabins in 

the past two decades. They classified the experimental research into three categories: heat 

transfer-based devices (hotwire and hot-sphere anemometers), optical-based devices (particle 

tracking, particle streak and particle image velocimetries), and acoustic-based devices (ultrasonic 

anemometer).  They also categorized the computational research in two groups of models: Zonal 

models and CFD models.  
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 Chapter 3- Flow over Backward-Facing Step 

 3.1. Introduction and Research Background  

 As explained in chapter 1, in order to fulfill the objectives of this study, a commercial 

CFD code was used to simulate the different transport phenomena existing in aircraft cabin 

environment. To learn the code, which was FLUENT, and getting familiar with its capabilities 

and features, especially in simulating turbulent flows, the flow over two and three-dimensional 

backward-facing steps was simulated and validated through the comparison of predictions with 

available experimental measurements. 

 Although a backward-facing step has a very simple geometry, depending on the flow 

Reynolds number and the geometrical characteristics of the step, the flow over a backward-

facing step shows the features of more complex geometry flows such as separation, recirculation, 

and reattachment. Therefore backward-facing step flows have provided a favorable case for 

testing newly developed CFD methods during the past few decades (De Stefano et al., 1998). 

Hackman et al. (1984) attributed the discrepancies in the accuracy of their numerical solutions to 

the inadequacy of the standard k-ε turbulence model used in their computations. Kim and Moin 

(1985) applied a Fractional-Step model to simulate an incompressible backward-facing step 

flow. Yoo et al. (1989) concluded that the Reynolds stress models are more accurate than 

standard k-ε model in predicting the flow characteristics in the recirculation region.  Fredrich and 

Arnal (1990) used Large Eddy Simulation (LES) to solve the continuity and momentum 

equations governing the turbulent flow over a backward-facing step. In that study, although there 

was a generally good agreement between predictions and measurements, scatter in the 

experimental data was proposed as the main reason for some observed disagreements.  Mesh 

refinement was also suggested as a way to improve the accuracy of results.  Kaiktsis et al. (1991) 

developed a Direct Numerical Simulation (DNS) to study the onset of three-dimensionality, 

equilibrium, and early transition flow over a backward-facing step.  Le et al. (1997) studied  the 

periodic behavior of a free shear layer in a backward-facing step turbulent flow using a DNS 

method.  Through the simulation of flow over a backward-facing step, Keating et al. (2004) 

tested two sub-grid scale models: dynamic eddy-viscosity, eddy-diffusivity model and the 

dynamic mixed model.  Nie and Armaly (2004) conducted an experimental and a computational 

study to investigate the reverse flow regions in three-dimensional backward-facing step flow.  
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Kim et al. (2005) compared the performance of different k-ε models as well as different near-

wall treatments through the validation of CFD simulations for the turbulent flow passing over 

backward facing step.  Rani et al. (2007) employed a Finite-Volume method to simulate the 

transient flow over a backward-facing step.  Lan et al. (2008) simulated the three-dimensional 

forced convection heat transfer in a duct with backward-facing step.  Ishiko et al. (2008 and 

2009) applied an implicit LES to study the supersonic flow field over both two-dimensional and 

three-dimensional backward-facing steps.  

 3.2. Governing Equations and Numerical Solution Method 

 In this chapter, the governing Navier-Stokes equations for the incompressible flow over 

two and three-dimensional backward-facing steps, are solved numerically for steady conditions. 

The RANS method was used to simulate the turbulence effects.  k-ε turbulence models were 

used to calculate the effect of turbulence. The effects of heat transfer and gravity assumed to be 

negligible and air is considered as the working fluid (ρ=1.225 kg/m
3
and µ=1.7894Х10

-5
kg/m.s). 

For the two-dimensional backward-facing step, just the turbulent flow regime is investigated, 

however, for the three-dimensional one, all the flow regimes including laminar, transient, and 

turbulent are taken into consideration and simulated.  FLUENT 6.3.26 used as the commercial 

CFD code in performing the simulations presented in this chapter. 

The governing equations for the instantaneous flow field in the cabin are listed as 

follows: 

 Continuity: 
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where, ui (m/s) denotes the velocity components, xi (m) represents the positions  along 

each of the coordinate system principal directions, t (sec) is time, µ (kg/m.s) and ρ (kg/m
3
) are 

the kinematic viscosity and density of air, respectively.  Also, p (Pa) is the static pressure. 

When the RANS method is used to simulate the turbulent flow, the instantaneous flow 

variables are decomposed into the mean value (time-averaged) and the fluctuating components:  

 

i i iu u u′= +            (3.3) 
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where iu , p and iu′ , p′ denote the mean and fluctuating components of the flow velocity and 

pressure, respectively.  Substituting the decomposed form of the flow variables into the 

instantaneous governing equations (3.1) and (3.2) and taking a time-average of those equations, 

accompanied with the Boussinesq hypothesis (Wilcox, 1998), gives the following time-averaged 

governing equations for the steady incompressible flow: 
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where 
t

µ (kg/m.s) is the turbulent or eddy viscosity which using the Bossinesq hypothesis, is 

defined as: 
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In this study, in order to calculate the above defined turbulent viscosity, the k-ε model 

which is a typical two equation turbulence model employed. Using this model, the turbulent 

viscosity calculated through the following equation (Tu et al., 2008): 
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) is the turbulent dissipation rate. 

While Cµ is an empirical constant for standard k-ε ( 0.09Cµ = ) and RNG k-ε ( 0.0845Cµ = ) 

models ( Tu et al., 2008 and Yakhot, 1992), Cµ in realizable k-ε model is not a constant value and 

is calculated from (Tu et al., 2008): 
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where A0 and AS are constants.  A0=4.04 and AS is determined through the following equations:  
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where Sij is the mean strain tensor. U
*
 in Eq. (3.9) is calculated through the following equations: 

 



28 

 

* 2 2

2

ij ij

ij ij ijk k

ij ij ijk k

U S

ε ω

ε ω

≡ + Ω

Ω = Ω −

Ω = Ω −

%

%           (3.11) 

 

where εijk is the permutation tensor, kω (1/sec) is the angular velocity, and 
ij

Ω is the mean rate of 

rotation tensor. 

 In order to discretize the spatial derivatives in the governing equations, the second order 

upwind scheme used. Velocity and pressure are coupled through the SIMPLE algorithm.  For the 

two-dimensional backward-facing step, three near-wall approaches, including: the Standard wall 

functions, Non-equilibrium wall functions, and Enhanced wall treatment, examined. However, 

for the three-dimensional backward-facing step, just the Non-equilibrium wall function applied. 

The convergence criteria set to be 10
-5 

for all the residuals. The grids for both cases structured 

consisting of orthogonal quadrilateral Map-type mesh elements for the two-dimensional and 

orthogonal hexahedral Map-type mesh elements for the three-dimensional backward facing step. 

Solving the governing equations requires the boundary conditions to be specified.  The 

boundary conditions are: velocity-inlet for the flow at the inlet, no slip stationary wall for the top 

and bottom walls and outflow for the flow at the outlet. In setting the boundary conditions at the 

inlet, the flow velocity as well as the turbulent kinetic energy and dissipation rate is specified. In 

the simulations performed in this study, it is assumed that the velocity at the inlet is uniform.  In 

order to calculate the turbulence intensity at the inlet, the airflow Reynolds number based on the 

inlet hydraulic diameter is determined.  Following the calculation of the Reynolds number, the 

turbulent intensity, turbulent kinetic energy, and turbulent dissipation rate at the inlet can be 

calculated through the equations listed below (FLUENT 6.3 Manual, 2011): 

 

1/80.16(Re )
HDI

−=           (3.12)  

23
( . )

2
k U I=           (3.13)  
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3/2
3/4 k

Cµε =
l

                     (3.14)      

where I is the turbulence intensity, Re
HD

is the Reynolds number based on the hydraulic 

diameter, DH (m) is the hydraulic diameter (for three-dimensional backward-facing step, the 

hydraulic diameter is calculated through PADH /4= , where A is the cross-section area and P is 

the wetted perimeter of the cross-section.  However, for two-dimensional backward-facing step, 

DH is defined as two times of the duct height at the inlet, k (m
2
/s

2
) is the turbulent kinetic energy, 

ε (m
2
/s

3
) is the turbulent dissipation rate, U (m/s) is the uniform velocity at the inlet, l  is the 

turbulence length scale ( 0.07 HD=l ), and Cµ was explained elaborately in Eq. (3.8).     

 3.3. Results and Discussion for the Flow over a Two-dimensional (2D) 

Backward-Facing Step  

 A schematic of the 2D backward-facing step, which is studied in this section, and the 

respective dimensions for the regions before and after the step are shown in Fig. 3.1. The 

computational domain before the step has a length of 12h and a height of h. However, the length 

and the height of the computational domain after the step are 50h and 2h, respectively. The 

Reynolds number based on the free stream velocity U of  40 m/s and step height h is evaluated as 

64,000 (Tu et al., 2008).  For the turbulent flow in such geometry, there is only one recirculation 

zone. It is also believed that the reattachment length is solely a function of the Expansion Ratio 

(ER) which is the ratio of inlet height to outlet height (Jongebloed, 2008).  

 

Figure 3.1 Schematic of the 2D backward-facing step flow. The step height is denoted by h. 

(Tu et al., 2008). 
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 In simulating the turbulent flow over a 2D backward-facing step, the verification of the 

simulations are performed through the comparison of non-dimensionalized velocity profiles at 

different locations behind the step with the corresponding experimental measurements.  Through 

the CFD simulations, the following cases are investigated and discussed: 

 

• Study the effect of applying different k-ε turbulence models including: standard, 

RNG, and realizable on the quality of predictions.  

• Study the effect of applying different near-wall approaches including: Standard 

wall functions, Non-equilibrium wall functions, and Enhanced near-wall 

treatment on the quality of predictions. 

• Study the effect of using different estimations of the turbulent intensity in setting 

up the inlet boundary condition on the quality and behavior of predictions. 

• Study the effect of changing the inlet Reynolds number, such that the flow 

remains turbulent, on the dimensionless recirculation length.  

 

 3.3.1 Uncertainty Study (Grid Independency) 

 Before the validation of any CFD simulation, the computational model needs to be tested 

for grid independency.  In order to perform the grid indecency study for 2D backward-facing 

step, the standard k-ε is used as the turbulence model, and the standard wall functions are also 

used for near-wall approach. Three grids with different number of mesh cells are examined. The 

numbers of mesh cells in the tested grids are: 1550, 6200, and 24800.  In all the grids the meshes 

are structured, Map-type, and made of orthogonal quadrilateral elements. Figure 3.2 shows the 

distribution of grids for this problem.  

  

Figure 3.2 The generated grid for the 2D backward facing step flow 

 Figure 3.3 shows a comparison between the computational results for the x-component 

of the flow velocity profile corresponding to x/h=1 behind the step.  It can be seen that the 
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calculated velocity profile is more sensitive to the grid size in the recirculation region (lower part 

of the profile).  Therefore local grid refinement is recommended in order to get more accurate 

results in recirculation region.  Also, Fig. 3.3 indicates that by increasing the number of mesh 

cells, the results for velocity data are converged and consequently the grid independency criteria 

are satisfied.  

    

 

Figure 3.3 The results of uncertainty study. The predicted velocity profiles correspond to  

x/h=1. 

  

 

3.3.2 Validation and Discussion 

 

For the simulations presented hereafter for the 2D backward-facing step, the fine grid 

with 24,800 mesh cells is used.  Figure 3.4 shows a validation of CFD simulations through the 

comparison of predicted velocity data at different locations behind the step with the 

corresponding experimental measurements (reported by Tu et al., 2008). The figure also shows 

the gradual change of velocity profile in the downstream of the flow.  Similar to the simulations 

performed for grid independency, for the simulations presented in Fig. 3.4, standard k-ε model 

was used as the turbulence model and standard wall functions were used as near-wall approach. 



32 

 

                                                                       /u U                    

 

Figure 3.4 Validation of CFD simulations through the comparison of predicted x-

component of velocity data at different locations behind the step (x/h=1, 3, 5, 7, and 9) with 

corresponding experimental measurements (reported by Tu et al., 2008). 

 

 

Figure 3.5 shows the velocity contours for the flow in a duct passing over the 2D 

backward facing step colored by the values of stream function. The recirculation region and 

reattachment length are observable from this figure. 

 

 

Figure 3.5 Contours of velocity based on stream function values (kg/s) for Reinlet=64000 

 

The comparisons of dimensionless velocity profiles predicted using different k-ε models 

(Standard, RNG, and Realizable) are shown in Fig. 3.6.  It indicates that although the differences 

between the predictions are very small, the predictions from RNG  k-ε model are slightly closer  

1 0 
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to the measurements rather than the results from standard and realizable k-ε models.  In all the 

simulations for studying the effect of the type of k-ε model on the quality of predictions, the 

standard wall functions are applied as the near-wall approach. 

Figure 3.7 shows the comparisons between the predictions from RNG k-ε model 

accompanied with different near-wall approaches and the corresponding measurements. It 

reveals that, for this geometry and flow conditions, the near-wall approach has a negligible effect 

on the behavior of flow or the accuracy of predictions.  However, the results from Non-

equilibrium wall functions  shows a little better agreement with experimental data comparing to 

the results from Standard wall functions and Enhanced wall treatment.                                                                              

 

Figure 3.6 Study the effect of using different k-ε models by comparing the predictions and 

measurements at different locations behind the step. 
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Figure 3.7 Study the effect of using different near-wall approaches through the comparison 

of the predictions and measurements at different locations behind the step. 
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As explained earlier in section 3.2 of this chapter, Eq. (3.12) was introduced for the 

estimation of turbulence intensity at the inlet. However, this equation was originally 

recommended for the calculation of turbulence intensity at the core of a fully developed turbulent 

duct-flow (FLUENT 6.3 Manual, 2011) which is considerably different from the flow condition 

at the inlet of 2D backward-facing step studied herein. Therefore, there is a lack of confidence in 

the accuracy and validity of the calculated inlet boundary conditions for k and ε using the 

turbulence intensity estimated by Eq. (3.12). 

Using Eq. (3.12) led to an estimated value of ~4% for the turbulence intensity at the inlet. 

Now, in order to investigate the effect of estimation quality for the turbulence intensity at the 

inlet on the accuracy of predictions, the simulations are repeated by assuming another value for 

that.  We assume the new value of 20% for the turbulence intensity at the inlet. This value is the 

maximum value that the turbulence intensity gains in the high-speed turbulent flow inside 

complex geometries like heat-exchangers and the flow inside rotating machinery such as turbines 

and compressors (CFD online, 2011). By increasing the turbulence intensity from 4% to 20%, an 

increase of 3200% and 17800% will be experienced for the inlet turbulent kinetic energy the 

dissipation rate, respectively.  Comparisons of the predictions between two cases indicate that 

although the inlet boundary conditions for k and ε experience a drastic increase, the changes in 

predictions are very slight and not more than 5%.  

Figure 3.8 shows the comparisons between predictions from the two different estimations 

of the inlet turbulence intensity and the experimental measurements corresponding to different 

locations behind the step.  These comparisons indicate that changing the turbulence intensity at 

the inlet has a negligible effect on the computational results.  For all the simulations presented in 

Fig. 3.8, RNG k-ε was used as the turbulence model and Non-equilibrium wall functions were 

used as near-wall approach. 

In the last part of investigating turbulent flow over the 2D backward-facing step, the 

effect of the inlet Reynolds number on the recirculation length is studied. The Reynolds number 

is changed in a range in which the flow in duct remains turbulent.  Figure 3.9 presents a 

comparison of the predicted maximum negative dimensionless velocities at different locations 

assuming two different inlet Reynolds numbers (64,000 and 80,000) with corresponding 

experimental data.  We know that the reattachment takes place at the location where the 

minimum velocity (or the maximum negative velocity) is zero.  Therefore, this graph is helpful 
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in estimating the location where the flow is reattached to the bottom wall behind the step.   The 

RNG k-ε model is used with Non-equilibrium wall functions in the simulations.  The 

simulations confirm this belief that as long as the flow is turbulent, changing the Reynolds 

number at the inlet has no effect on the recirculation length.  Indeed the behavior of turbulent 

flow over the backward-facing step only depends on the Expansion Ratio of the backward-

facing step.  Figure 3.9 also indicates that although both computations and experiments estimate 

the same values for the recirculation length,  the simulations predict less maximum for the 

negative velocities than experiments for all locations with x/h>3. 

 

Figure 3.8 Comparison of predictions (from two estimations for turbulence intensity at the 

inlet) with corresponding experimental data  
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Figure 3.9 Comparison between the predictions for the maximum negative velocities 

and corresponding experimental data 

 

 

 3.4. Results and Discussion for the Flow over a Three-dimensional (3D) 

Backward-Facing Step  

 

In the numerical study of the flow over 3D backward-facing step, the Reynolds number at 

the inlet of the tunnel is changing in a range that covers laminar, transition and turbulent flow 

regimes Using the outcomes of simulating 2D backward-facing step flow in the previous section, 

RNG k-ε is employed for modeling the turbulent flow and the Non-equilibrium wall functions 

are used as the near-wall approach.  In order to validate the model, the velocity profile, at a 

specified location, on the central plane of the tunnel, is predicted and compared with the 

corresponding experimental measurements from the research conducted by Nie and Armaly 

(2004).  Figure 3.10 shows the configuration of the 3D backward-facing step which is studied in 

this section.  The geometry of the step and the flow conditions are the same as those studied by 

Nie and Armaly (2004) experimentally.  The upstream section has the height of 0.98 cm (h) and 

the width of 8.00 cm (W).  The downstream section has 1.98 cm height (H) and 8.00 cm width 
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(W). Therefore the Expansion Ratio for this case is ~1.49.  The upstream section of the tunnel 

has 200.00 cm long to ensure the flow at the inlet of backward-facing step is fully developed.  

 

Figure 3.10 Schematic of the 3D backward-facing step (Nie and Armaly, 2004) 

 

In order to perform the grid independency study, three different grids with different 

number of mesh cells are examined.  All the tested grids are structured, consisting of Map-type 

orthogonal hexahedral mesh elements.  The number of mesh cells in the grids was 25000, 

294000, and 500000.  (Figure 3.11 shows a view of the grid generated in the present study for 

the above described backward-facing step.  As can be seen, in order to generate the grid, the 

whole volume of the tunnel divided into three cubic sub-volumes.  The sub-volumes were 

connected through interior faces.  Although the grids are distributed uniformly in span-wise 

direction the grids in x and y directions are denser in the flow recirculation region. 

The results of grid independency study and model validation are shown in the same figure 

(see Fig. 3.12), where predictions from the grids with different number of mesh cells are 

compared with the corresponding experimental measurements at a specific location defined by 

x/S=-1 and z/W=0.5.  The comparisons made for three different Reynolds numbers that covers 

laminar, transient, and turbulent flow regimes. 
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Figure 3.11 3D view of the grid generated in this study for Nie and Armaly (2004) 

backward-facing step 

 

 

 

Figure 3.12 Graphical presentation of grid independency study and model validation 

for 3D backward-facing step flow. 
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Results presented in Fig. 3.11 indicate the model is grid independent for all the flow 

regimes.  For the laminar flow (see Fig. 3.11a), there is a very good agreement between 

predictions and measurements when the finest grid is used.  For the transition flow, both laminar 

and k-ε turbulence models are used.  Figure 3.10 b & c indicate that for transient flow, while the 

laminar viscous model over-predicts (~10%, for the finest grid) the flow velocity data in the core 

region, the RNG k-ε model under-predicts the flow velocity data in the same region (~10%, for 

the finest grid).  For fully turbulent flow (see Fig. 3.11d), the comparisons between predictions 

and measurements indicate that the computational results from the finest grid has the best 

agreement with measurement; however, the largest deviations observed for the core region of the 

tunnel flow where, comparing to measurements, the k-ε turbulence model estimates lower values 

for the velocity peak values (~10% lower). 

 3.5. Summary  

 The main purpose of this chapter was to establish proficiency in using the commercial 

CFD code which is used in the simulations presented in this dissertation.  For this reason, and to 

get familiar with different features of the CFD code, the flow over 2D and 3D backward-facing 

steps was simulated and the simulations were validated through the comparison of the 

computational predictions and corresponding experimental measurements for the flow velocity 

data at specified locations.  In studying the flow over the 2D backward-facing step, the Reynolds 

number at the inlet changed in a range in such a way that the flow remains turbulent. The RANS 

method was used to solve the governing Navier-Stokes equations and the k-ε model was applied 

to calculate the turbulent stresses.  As the first step in any CFD simulation, the model was 

examined for grid independency.  Three structured grids with different number of orthogonal 

quadrilateral Map-type mesh elements were tested. Then the model was validated through the 

comparison of predicted velocity data at several locations behind the step with the corresponding 

measurements reported by Tu et al. (2008). Through the validation of the 2D computational 

model, an attempt was made to find an optimum combination of k-ε model and near-wall 

approach to get the most accurate results.  Three types of k-ε models (Standard, RNG, and 

Realizable) accompanied with three different near-wall approaches (Standard wall functions, 

Non-equilibrium wall functions, and Enhanced wall treatment) were tested for this purpose. 
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Although it was seen that the changes in the predictions due to applying different combinations 

of k-ε models and near-wall approaches were almost negligible, the results from the combination 

of RNG k- ε model and Non-equilibrium wall functions were slightly more accurate.  Through 

the investigation about the effect of turbulence intensity and Reynolds number at the inlet on the 

flow structure in the duct, it was realized that for the turbulent flow over backward-facing step, 

the downstream flow behavior is independent of the flow condition at the inlet.  It confirmed that 

the behavior of turbulent flow over the backward-facing step is only a function of the Expansion 

Ratio, which is the ratio of the inlet height to the outlet height of the duct.  In studying the flow 

over 3D backward-facing step, the simulations were validated through the comparison of 

computational predictions with the experimental measurements performed by Nie and Armaly 

(2004).  All the flow regimes were considered in the simulations.  Through the validation of the 

CFD model, it was found that for the laminar flow, the viscous laminar model is able to predict 

the flow velocity in complete agreement with measurements and theoretical solutions.  For the 

transient flow, while the laminar viscous model over-predicts the flow velocity in the core region 

of the tunnel, the turbulence model under-predicts the flow velocity in the same region. For the 

fully turbulent flow regime, it was seen that, similar to what was experienced in modeling the 

transient flow, the turbulence model under-predicts the flow velocity in the core region.  In 

modeling the turbulent flow for both transient and turbulent flow regimes, RNG k-ε turbulence 

model with Non-equilibrium wall functions were used.  
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Chapter 4 - Study of Turbulent Airflow in Generic Aircraft Cabin 

 4.1. Introduction 

 The present chapter is designed to simulate the turbulent airflow in a generic aircraft 

half-cabin mockup model. Since the geometry of the cabin as well as the flow conditions at the 

boundaries are symmetric with respect to the aircraft cabin's longitudinal plane of symmetry, it 

can be expected that the mean flow characteristics show a symmetric behavior with respect to 

that plane. Due to the stochastic nature of turbulent flow fluctuations, the instantaneous flow 

characteristics are not symmetric. However,  in this study, the mean quantities are of the interest 

and therefore studying the flow in one half of the cabin is sufficient and decreases the costs 

associated with building the whole cabin and performing the required experiments in a larger 

space. Gambit is used as the grid generation tool and FLUENT is used as the CFD solver for the 

simulations presented herein.  In order to investigate the airflow characteristics two types of 

turbulence models are employed: LES and RANS. The LES model provides the temporal 

velocity variations while the RANS model is used to simulate the airflow for steady conditions. 

The predictions from both LES and RANS models are compared with the PIV measured data for 

five monitoring surfaces on the cabin center plane parallel to the bulk airflow direction (Lebbin, 

2006). Throughout these comparisons the capability of the two types of aforementioned 

turbulence models in predicting the airflow velocities are discussed and compared. The effects of 

applying different k-ε models on the accuracy of steady RANS simulations are also studied. 

Then the effect of reducing the inlet nozzle height to one-half of its original size, while 

maintaining the Reynolds number for inlet airflow at the same value, on turbulence level and 

airflow velocities is examined. In this part, the predictions are validated by comparing them with 

corresponding PIV measurements.  

 

 4.2. The Generic Cabin Mockup Model 

 The generic cabin mockup model (Figs.4.1 and 4.2) has the key features of one-half of a 

twin-aisle Boeing 767 aircraft cabin. The upper left and upper right corners represent the 

overhead bins. The slit right below the upper left corner represents the nozzle port through which 
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the fresh, conditioned air comes into the cabin and the slit in the lower right corner represents the 

outlet port for exiting exhaust air.  

 

 

Figure 4.1  Full scale generic aircraft half-cabin mockup model (Lebbin, 2006). 

 

The PIV measurements were taken at the five measurement locations (Figs. 4.2 and 

4.3) when the airflow inside the cabin was fully developed (Lebbin, 2006). Although the 

velocity measurements were made for two different inlet nozzle heights: 53 mm (full-height) 

and 26.5 mm (half-height), the average airflow rate coming into the cabin was maintained at 

the constant value of 4.2 m
3
/min in all the airflow velocities measurements.  

 

 

Figure 4.2  Dimensions of the generic cabin model and the location of PIV monitoring 

windows on the cabin central plane. All the units are in mm (Lebbin, 2006). 
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. 

 

Figure 4.3 The exact locations of five PIV measurement windows on the central plane. All 

units are in mm (Lin et al., 2006). 

  

 4.3. Governing Equations and Numerical Solution Method 

     In this study the following assumptions are employed for the numerical simulation of 

three-dimensional turbulent airflow in the cabin. The following assumptions are consistent with 

the existing conditions in the experiments: 

1. In the LES model, the flow is considered unsteady while the RANS model employs steady 

flow conditions.  

2. In all the cases the flow is assumed to be incompressible. 

3. The heat transfer in the cabin is neglected. The inlet airflow is at the temperature of 27 
o
C. 

4. The effects of buoyancy are taken into consideration. 

 

 The governing equations for the instantaneous turbulent flow field and species 

transport in the cabin are: 

Continuity: 
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where, ui (m/s) denotes the velocity components, xi (m) represents the position along the 

coordinate directions, t (s) is the time,  and µ (Pa.s) and ρ (kg/m
3
) are the dynamic viscosity and 

density of air. Also p (Pa) is the static pressure, and gi (m/s
2
) is the gravity acceleration. To solve 

the governing Navier-Stokes equations for the turbulent flow inside the cabin, two turbulence 

models are applied: LES and RANS.  

 4.3.1 LES Turbulence Model 

 In solving the above governing Navier-Stokes equations using LES, just the large scale 

motions of the flow are solved by filtering out the small and universal eddies. In other words, in 

this approach the velocity field is separated into resolved and sub-grid domains.  The resolved 

domain of the velocity field represents the large eddies which are dependent on the geometry 

while the sub-grid domain represents the small scale eddies which are not dependent on the 

geometry of flow and have a universal behavior such that their effect on the resolved domain is 

included through the sub-grid scale (SGS) model. Therefore, in this method the instantaneous 

velocity and pressure are considered as the summation of resolvable scale velocity and pressure 

( iu~ , p~ ) and sub-grid scale velocity and pressure ( iu ′′ , p ′′ ): 

  
ppp

uuu iii

′′+=

′′+=
~

~
                                            (4.3) 

It should be mentioned that in the most commercial CFD packages, the grid size is used 

to filter out sub-grid scale eddies. Substituting the decomposition forms of iu  and p from Eq. 
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(4.3) in the instantaneous governing Navier-Stokes equations, and then filtering the resulting 

equations, gives the following filtered equations for the flow field:  
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where tµ in Eq. (4.5) is the sub-grid scale turbulent viscosity.  In this study, the Smagorinsky-

Lilly SGS model (Smagorinsky, 1963 and Lilly, 1966) is used to calculate tµ : 
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where ∆ is the filter width and can be calculated using the following equation: 

 

∆ = (Volume of the grid element)
1/3                                           

(4.7) 

 

and Cs is the Smagorinsky constant which varies between 0.1 and 0.2.  In this study the selected 

value for Cs is 0.14.  As it was mentioned earlier, the heat transfer is assumed to be negligible in 

the cabin therefore the energy or heat equation is not taken into consideration. Needless to say, 

the governing equations are second order with respect to space and first order with respect to 

time, so that in solving the governing equations we need to have two boundary conditions in 

each direction and one initial condition.  The time step size is 0.05 sec and the second order 

implicit method is used as time marching scheme.  The second order central differencing is used 

to discretize the spatial derivatives. The convergence criteria for the continuity and the 

momentum equations are 10
-4

 and 10
-5

 , respectively.  The Werner-Wengle wall function 
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(Werner and Wengle, 1991 & FLUENT 6.3 Manual, 2011) is used for the near-wall solution. 

The reason for using the Werner-Wengle wall function, as explained elaborately by Werner and 

Wengle (1991), is its simplicity as well as its accuracy in comparison with the other near wall 

functions. While other functions are multi-domain functions based on non-dimensionalized 

velocity and distance from the wall, the Werner-Wengle wall function defines unique 

relationships between shear stress and velocity that enhances accuracy and reduces the 

computational time. 

 

 4.3.2 RANS Turbulence Model 

 When the RANS model is used to solve the Navier-Stokes equations governing the 

turbulent flow, the instantaneous flow variables are decomposed into the mean value (time-

averaged) and fluctuating components:  
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where iu , p and iu′ , p′  denote the mean and fluctuating components for the flow velocity 

and pressure, respectively.  Substituting the decomposed form of the flow variables in the 

instantaneous governing equations (Eq. (4.1) and Eq. (4.2)) and taking a time-average of those 

equations gives the following time-averaged governing equations for the steady incompressible 

flow: 
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where tµ  is the turbulent or eddy viscosity and using the Boussinesq hypothesis (Wilcox, 1998), 

is defined as:  
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In this study, in order to calculate the above defined turbulent viscosity, the k-ε model which is a 

typical two equation turbulence model is employed.  Using this model, the turbulent viscosity is 

calculated through the following equation (Tu et al., 2008): 

 
ε

ρ
µ µ

2
kC

t =                                                   (4.12) 

 

where k (m
2
/s

2
) is the turbulent kinetic energy and ε (m

2
/s

3
) is the turbulent dissipation rate. 

Therefore, in addition to the time-averaged governing equations, two additional differential 

transport equations should to be solved (along with required boundary conditions) at the same 

time to calculate k and ε.  As explained elaborately in chapter 3, in Eq. (4.12), while Cµ is an 

empirical constant for standard k-ε ( 0.09Cµ = ) and RNG k-ε ( 0.0845Cµ = ) models ( Tu et al., 

2008 and Yakhot, 1992), Cµ in realizable k-ε model is not a constant value and is calculated from  

Eq. (3.9). 

In the RANS models, three types of k-ε model are employed: Standard, Renormalization 

Group (RNG) and Realizable. The non-equilibrium wall function is used as the near wall 

treatment. The second order upwind scheme is used to discretize spatial derivatives in the 

governing equations. The same convergence criteria as in the LES model are used for the 

continuity and the momentum equations in the steady RANS simulations.  For the k and ε 

equations, the convergence criteria are both 10
-5

. 
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 4.4. Results and Discussion 

 4.4.1. Uncertainty Study (Check for the Grid-Independent Solutions) 

 Uncertainty studies were done for the cabin in both cases of full-height and half-height 

air inlet nozzles.  However, in this section the results of the uncertainty study for the cabin with 

full-height nozzle is presented.  LES and RANS were used for solving the turbulent flow 

governing equations.  In order to solve the governing equations, the boundary conditions (for 

both LES and RANS) and initial conditions (for LES only) need to be specified.  The boundary 

conditions are: velocity-inlet for the flow at the inlet of the cabin mockup, no slip stationary wall 

for the cabin mockup walls and outflow for the flow at the outlet of the cabin mockup.  In setting 

the boundary conditions at the inlet, for both LES and RANS (for all k-ε models), the flow 

velocity as well as the turbulent kinetic energy and dissipation rate are specified at the inlet.  

Knowing the air kinematic viscosity and airflow rate at the inlet, the average airflow velocity at 

the inlet can be calculated.  In the simulations performed in this study, it is assumed that the 

velocity at the inlet is uniform and equal to the calculated average velocity.  In order to calculate 

the turbulence intensity at the inlet, the airflow Reynolds number based on the inlet hydraulic 

diameter is determined.  Following the calculation of the Reynolds number, the turbulent 

intensity, turbulent kinetic energy, and turbulent dissipation rate at the inlet can be calculated 

through the equations listed below (FLUENT 6.3 Manual, 2011): 

 

8/1
)(Re16.0

−=
HDI         (4.16) 

2)(
2

3
UIk =          (4.17) 

l

2/3
4/3 k

Cµε =          (4.18) 

where I is the turbulence intensity, 
HDRe is the Reynolds number based on the hydraulic 

diameter, DH (m) is the hydraulic diameter, k (m
2
/s

2
) is the turbulent kinetic energy, ε (m

2
/s

3
) 
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is the turbulent dissipation rate, U(m/s) is the average velocity at the inlet, µC  was explained  

in Eq. (4.12), and l  is the turbulence length scale ( HD07.0=l ). The calculated turbulent 

kinetic energy and dissipation rate from the above equations are used in setting the boundary 

conditions at the inlet for LES as well as all the k-ε models used in RANS.  Since the velocity 

at the cabin inlet nozzle has its maximum magnitude throughout the flow field in the cabin, 

from Eqs. (4.16)-(4.18) it can be seen that, at the inlet, the turbulent kinetic energy and 

dissipation rate can possibly have their maximum magnitudes through in the cabin.  We 

studied the contours of turbulent kinetic energy and dissipation rate calculated through the 

simulations and confirmed the above postulation.  Following the calculation of turbulent 

kinetic energy and dissipation rate, the Kolmogorov length (η) and time (τ) scales were 

determined as 49.28 10−× m and 0.0589 s, respectively, through the following equations 

(FLUENT 6.3 Manual, 2011 & Landahl, 1992): 

1/4
3ν

η
ε

 
=  
 

          (4.19) 

1/2
ν

τ
ε

 
=  
 

          (4.20) 

where η (m) is the Kolmogorov length scale, τ (sec) is the Kolmogorov time scale and ν (m
2
 /s) 

is the kinematic viscosity.  As discussed earlier, the turbulent dissipation rate has its maximum 

magnitude at the inlet, therefore through Eqs. (4.19) and (4.20) it can be realized that the 

Kolmogorov length and time scales experience their minimum values at the inlet of the cabin, i.e. 

for the entire flow field in the cabin m
41028.9 −×≥η  and s0589.0≥τ . The numbers of mesh 

cells in the tested four different grids in this study are: 306900, 576000, 1024000 and 2340000. 

In all cases the meshes are structured, Map type, and made of orthogonal hexahedral elements. 

Through the comparison of mesh spacing range with the Kolmogorov length scale, the grid 

spacing corresponding to the finest mesh (2,340,000 mesh elements) varies in the range of 7η- 

34η.  Since the predicted data from LES have temporal behavior, the time mean values as well as 
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the root-mean-squared (RMS) data are used in the calculation of variations in the velocity 

predictions as the grid size changes.  

Figure 4.4 shows a comparison between the LES predictions for the x-component of 

airflow velocity using different grid sizes and the corresponding PIV measurements 

corresponding to the location 5 of the PIV measuring windows. Figures 4.5 (a, b) and 4.6 show 

the converging behavior of the LES and RANS predicted x-component of velocity data as the 

number of grid is increased.  The deviation for every grid size was calculated based on the 

relative difference between the predictions corresponding to that grid size and the finest grid 

(2,340,000).  As typically shown in Fig. 4.4, the LES predictions from the finest mesh have the 

closest RMS and mean values to those of PIV measurements.  Also, as shown in Fig. 4.5, the 

LES predictions demonstrate better converging behavior in locations 1 and 4 in the upper region 

of the cabin comparing to the middle and lower regions.  Figure 4.6 indicates that in the steady 

RANS simulations, the location 3 at the middle of the cabin is associated with the highest grid 

uncertainties comparing to the other locations. It means that the flow in the middle region of the 

cabin has more complex structure and in order to predict the flow behavior more accurately, the 

regional mesh refinement is required.   

 

 

Figure 4.4 The results of uncertainty study for the cabin with full height nozzle when x 

component of velocity data are predicted for the location 5 of the PIV measuring 

windows. The PIV data were produced by Lebbin (2006). 
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(a) Deviations based on mean values (time averaged values) 

 

(b) Deviations based on RMS values 

 

Figure 4.5 The converging behavior of x-component of velocity deviations with respect 

to the corresponding prediction from the finest grid for all the PIV measuring windows. 
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Figure 4.6 The converging behavior of x-component of velocity deviations with respect 

to the corresponding prediction from the finest grid from steady RANS solution for all 

the PIV measuring windows. 

 

 4.4.2 Study of Airflow in Cabin: Full-Height and Half-Height Nozzle Cases 

 a. Airflow Simulation in Cabin with Full-Height Nozzle 

 This section starts with the LES simulation of turbulent airflow in the generic cabin with 

full-height inlet nozzle. The CFD grid used in this part of the study consists of 2,340,000 

hexahedral cells with the grid spacing varied in the range of 7η- 34η (through the comparison of 

edge grid spacing with the Kolmogorov length scale).  Also the time step size of 0.05 s is used in 

all LES simulations presented in this paper.  In order to validate the simulation, the LES 

predictions are compared with the PIV measurement data as well as the CFD predictions by Lin 

et al. (2006) at each of the five PIV measuring locations. The time interval between the each of 

two succeeding PIV sampling data was 0.2 s (Lin, 2006 & Lebbin, 2006).  A comparison 

between the corresponding LES parameters used in this study and those used by Lin et al. (2006) 

is shown in Table 4.1.  As seen in Fig. 4.7, there is a good agreement among the simulation 

results of this study, PIV measurements, and those of Lin et al. (2006) CFD simulations for 

location 1 of the PIV measuring window.  The predictions and measurements for other PIV 
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measuring window locations are similarly compared well.  Especially, the comparisons indicate 

that the simulations predict the ranges of variations of instantaneous velocities fairly close to the 

variation ranges of the measurements.  Since the PIV measuring window locations are on the 

central plane (z=0) the magnitude of z-components of velocity data are very small and close to 

zero and that's the reason they are not presented here. 

 

Table 4.1 Comparison between the important parameters in the simulations 

 

 

(a) x-component of velocity data at PIV location1 
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(b) y-component of velocity data at PIV location1 

 

Figure 4.7 Comparison of the predicted values (this study), PIV measurements (Lebbin, 

2006) and predictions produced by Lin et al. (2006) for the airflow velocity data 

corresponding to the location 1 of the cabin with full height nozzle. 

 

In the above comparisons, the center point of each PIV measuring window was selected 

to monitor the predicted velocity data.  However, in the experiments the PIV velocity data were 

averaged over the area of each measuring window.  In order to study the effect of changing the 

monitoring surfaces from the center points to the whole area of the PIV measuring windows on 

the predicted velocity data, the simulation results were reprocessed based on the area weighted 

average values of velocities over the measuring windows areas.  Figure 4.8 shows the 

comparisons between the predictions from two differently processed velocity values and the 

corresponding experimental data for location 2 of the PIV window.  In Fig. 4.8, it is observed 

that although the mean temporal behaviors of the predictions are almost the same between the 

two different simulation data sets, the area-averaged data set shows a smoother curve, which 

means the area-averaged velocity experiences less fluctuations than the local velocity at the 

center point of the window. 
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Figure 4.9 shows the turbulent airflow patterns in the cabin at four different time levels 

predicted using LES. This sequence also shows the development of the flow field inside the 

cabin, such as formation of boundary layers and large eddies. 

 

 

(a) x- component of velocity data at PIV location 2 

 

 

(b) y- component of velocity data at PIV location 2 

Figure 4.8 Study the effect of choosing monitoring surface on the predicted velocities, 

corresponding to location 2 of the cabin with full-height nozzle, through comparison 

with PIV measurements (Lebbin, 2006) 
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Figure 4.9 The turbulent airflow patterns (The contour representations of airflow velocity 

magnitudes) predicted by LES at different flow times: (a) flow time=3.6 s, (b) flow time=9.8 

s, (c) flow time=16.579 s and (d) flow time=38.1 s. 

 

Figure 4.10 represent the comparisons between the predictions for the x-component 

of airflow velocity data in locations 3 and 5 of the PIV measuring windows from the steady 

RANS simulations using three types of the k-ε turbulence models and the corresponding 

time-dependent PIV data.  In the RANS simulations, the non-equilibrium wall function is 

used as the near wall treatment and also the finest mesh (with the grid number of 2,340,000) 

that previously used for the LES simulations is used for RANS simulations as well.  

Although the accuracy of RANS predictions is considerably less than LES, the computation 

time and cost associated with LES simulations are much more than RANS.  Among the three 

examined RANS models: the standard k-ε (Launder and Spalding, 1972) the RNG k-ε 

(Yakhot and Orszag, 1986) and the realizable k-ε (Shih et al., 1995), the RNG predicted 

value is closer to the mean value of the experimental data.  The predictions from all the 
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examined types of the k-ε turbulence models are greater than the mean values of PIV 

measurements and LES predictions.  Based on the simulations performed in this study, the 

RNG is the most accurate model. 

 

(a) Location 3 

 

 

 

(b) Location 5 

 

Figure 4.10 Comparison of the steady RANS predictions for the x-component of velocity 

data with the corresponding time dependent PIV data (Lebbin, 2006) at locations 3 and 5 

of PIV measuring window. 



59 

 

b. Airflow Simulations in Cabin with Half-Height Nozzle 

This section presents the study of flow characteristics when the cabin nozzle height is 

reduced to one-half of its original size.  As the flow rate of the incoming air to the cabin 

remains the same, by halving the nozzle height, the magnitude of the airflow velocity at the 

inlet is doubled. So it is expected that the magnitude of each airflow velocity component in 

the cabin experiences an increase. Figures 4.11 and 4.12 compare the PIV measurements 

(Lebbin, 2006) with the LES predictions from this study for the airflow x and y velocity 

components in locations 1 and 3 of the PIV measuring windows (The predictions and 

measurements corresponding to locations 2 and 5 are also well compared similar to location 

1).  As explained previously, the comparisons for z-component of velocity data is not 

presented here. The sampling frequency in PIV measurements is 7.5 Hz.  A structured grid 

consisting of 2,225,000 hexahedral mesh cells with the grid spacing in the range of 4η-43η is 

used in LES simulations for this part of study. Similar to the simulations done for the cabin 

with full-height nozzle, the time-step size of 0.05 sec is used in LES simulations for the cabin 

with half-height nozzle as well.  The comparisons indicate that, except for the location 3 of 

the PIV measuring windows, LES predicts the range of flow velocity variations fairly well. 

In location 3, however, due to the complexities associated with the flow in this region, the 

agreement between the LES predictions and PIV measurements is not as good for all flow 

times.  For example, in Fig. 4.12, for the times between ~12 s to ~30 s and also greater than 

~35 s there is not an acceptable agreement between LES and PIV data. It seems in order to 

get better predictions for such regions in which the airflow patterns are more complicated, 

local grid refinements are needed.  
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(a) x-component of velocity data 
 

 

(b) y-component of velocity data 
 

Figure 4.11  Comparison of the LES predictions and PIV measurements (Lebbin, 2006) for 

the x-component of velocity data corresponding to the location 1 of the cabin with half-

height nozzle. 
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(a) x-component of velocity data 
 

 
 

(b) y-component of velocity data 

 

Figure 4.12 Comparison of the LES predictions and PIV measurements (Lebbin, 2006) for 

velocity data corresponding to the location 3 of the cabin with half-height nozzle. 
 

  

 

Comparisons of the velocity data between the full and half-height nozzle cases 

indicate that by halving the nozzle height, the mean value of the predicted as well as 

measured flow velocity data corresponding to locations 1 and 2 of the PIV measuring 

windows are approximately doubled (compare Fig. 4.7 with Fig. 4.11). However for the 

locations 4 and 5, the expected increase in the velocity is slight and not as much as that 

experienced in the locations 1 and 2 (Fig. 4.13).  In addition, comparison of the PIV 
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measurements for the velocity data corresponding to location 3 (as shown in Fig. 4.14) 

implies that by halving the nozzle height and consequently doubling the inlet airflow 

velocity, the flow in location 3, which used to be almost stationary in the full-height nozzle 

case, takes the tendency of moving to the upper left corner of the cabin. 

 

(a): x-component of velocity data 

 

(b): y-component of velocity data 

 

Figure 4.13  Study the effect of decreasing the cabin nozzle height through a comparison 

between the PIV measured velocity data (Lebbin, 2006) corresponding to the location 5 of 

the PIV measuring windows for two cases of full and half-height nozzle. 
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(a): x-component of velocity data 
 

 

 
(b): y-component of velocity data 

 

Figure 4.14  Study the effect of decreasing the cabin nozzle height through a 

comparison between the PIV measured velocity data (Lebbin, 2006) corresponding to 

the location 3 of the PIV measuring windows for two cases of full and half-height 

nozzle. 
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 4.5. Summary 

 In this chapter, the capability of a CFD commercial software in simulating turbulent airflow in a 

generic half-cabin was evaluated.  Two different types of turbulence models were used to find 

the turbulent viscosity in the governing equations: (1) unsteady Large Eddy Simulation (LES), 

and (2) steady Reynolds Averaged Navier Stokes (RANS) models. While the LES model 

predicts the temporal variations of airflow velocity, the steady RANS method predicts a steady 

value for the velocity. Through the comparisons, it was concluded that the LES at least is able to 

predict the range of velocity variations fairly well.  Examining the three different k-ε (standard, 

RNG and Realizable) models indicated that, as expected, the errors associated with the RANS 

method are much more than that of LES. It was also recognized that among the above mentioned 

k-ε models, the RNG k-ε leads to the most accurate predictions.   

In order to monitor the velocity data in PIV measuring windows, two different 

approaches were employed. The first approach used velocity data at the center points of the PIV 

windows and the second approach used the area-averaged velocity values of the PIV windows. 

The comparisons indicated that the area-averaged velocity value decreased the fluctuations in the 

velocity but the general behavior of predicted velocities did not change.  Comparisons with the 

experimental data showed that the center point values had a better agreement with experimental 

measurements.  

The effect of halving the cabin inlet nozzle height with the same airflow rate was studied. 

It was observed that, although LES method gave a good estimation of the velocity data in 

locations 1, 2, 4 and 5 of measuring windows, the agreement between the simulations and 

measurements was not as good in location 3 at the middle of the cabin.  A local refinement in 

grid size is recommended to get more accurate results in this region in the future study.  

Comparing to the cabin with the full-height nozzle, it was seen that by halving the nozzle height 

and consequently doubling the inlet velocity, the magnitude of flow velocities in locations 1 and 

4 increased dramatically (by 100%).  However, in locations 2 and 5, the increase in the velocity 

value was slight and not as much.  It was also realized that the airflow located in location 3 that 

used to be almost stationary in the full-height nozzle case had the tendency of moving to the 

upper left corner of the cabin model. 
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Chapter 5 - Study of Tracer Gas Diffusion in the Generic Cabin 

Mockup with Half-height Inlet Air Nozzle 

5.1. Introduction 

One of the methods of understanding mechanisms associated with airflow recirculation 

and contaminant spread in indoor environments such as aircraft cabins is studying diffusion of a 

tracer gas injected into this kind of enclosures.  In this chapter, the turbulent diffusion of a tracer 

gas, which is carbon dioxide,  injected from the  circumferential surface of a horizontal tube 

installed inside the generic cabin mockup, is simulated by solving the species transport equation 

along with other governing Navier-Stokes equations. The Large Eddy Simulation (LES) method 

is used in solving the time-dependent equations governing the turbulent flow of air-CO2 mixture 

in the cabin. The supply air is injected into the cabin through the half-height inlet air nozzle.  The 

LES quasi-steady solution for the airflow field in the cabin with half-height nozzle, which was 

presented in chapter 4, is used as the initial condition for running the simulations.  The 

computational model is validated through the comparison of time-averaged predicted 

concentration of the tracer gas in specified monitoring locations in the cabin, with the 

corresponding experimental measurements. 

 

5.2. Experiments 

In the tracer gas measurements (Lebbin, 2006), carbon dioxide was used as the tracer gas.  

A 12.7 mm schedule- 40 porous polythene tube was installed horizontally inside the cabin 

perpendicular to the xy plane.  One end of the tube was connected to a CO2 tank through the 

back wall (corresponding to z=-1.067m) of the cabin while the other end was capped and 

positioned 134 mm from the opposite wall.  The tube passed through the central point of the 

location 2 of the PIV measuring windows as shown in Fig. 5.1.  A pressurized CO2 tank (p~5500 

kPa) containing CO2 with the purity of more than 99.6% was used to supply the carbon dioxide 

required for the experiments.  The volumetric flow-rate of CO2 exiting from the tank is 7.6 lpm. 

By passing through an expansion valve, the pressure of carbon dioxide was regulated down from 

~5500 kPa to an atmospheric pressure.  Since the density of CO2 at the atmospheric pressure is 
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higher than the air density at the same pressure and temperature, in order to maintain the neutral 

buoyancy condition, before flowing into the injection tube, CO2 was blended with Nitrogen such 

that the density of the diluted CO2 in the injection tube reached approximately the density of air.  

Carbon dioxide was injected through small holes uniformly distributed over the circumferential 

surface of the injection tube.  Figure 3 shows a schematic representation of the generic cabin 

model with the installed injection tube.  In specifying the boundary conditions required for 

solving  the species transport equation, the concentration of the carbon dioxide in the incoming 

air, which is in the range of ~300 - 400 ppm, is taken into account.  In the experiments, the CO2 

was injected after quasi-steady conditions were achieved for the turbulent airflow in the cabin.  

Also, the measurement of the carbon dioxide concentration was performed when the flow of air-

CO2 mixture showed a quasi-steady behavior.  In tracer gas experiments, the inlet nozzle height 

was 26.5 mm (half-height nozzle).  

 

Figure 5.1 A schematic view of the experimental setup for tracer gas measurements. 

The xy view of the setup shows the tracer gas sampling points above and below the 

injection tube. 
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After the turbulent flow of the air-CO2 mixture reached the quasi-steady conditions, the 

measurement of the time-dependent values of carbon dioxide concentration at specified sampling 

points, as shown in Figs. 5.1 and 5.4, was started and continued for about 10 minutes.  

The measured data, denoted by C(t), were non-dimensionalized using the concentration 

of CO2  at the inlet of the cabin and the average value of the CO2 concentrations at the outlet 

between two times: at the beginning of the measurement and at the end of the measurement 

through the following equation:   

 

( )
( ) inlet

outlet inlet

C t C
y t

C C

−
=

−
                                  (5.1) 

where; 

:)(ty dimensionless concentration of carbon dioxide 

:)(tC temporal data of CO2 concentration at different sampling points 

:inletC the CO2 concentration at the inlet measured one time and assumed to be constant 

during the experiment 

:outletC the average of the two measured values for the CO2 concentration at the outlet (the 

measured values are corresponded to the beginning and the end of measurement 

duration). 

 

5.3. Governing Equations and Numerical Solution Method 

To simulate the tracer gas (carbon dioxide) diffusion in the cabin, the following 

assumptions are taken into account in addition to the assumptions presented in chapter 4: 

1. The flow of air-CO2 mixture is incompressible. 

2. The heat transfer in the cabin is neglected.  The temperature is assumed to be constant 

and equal to 27
o
C. 

3. The effects of buoyancy are taken into account. 

4. No chemical reaction takes place in tracer gas diffusion. 
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In this part of study, compared to what was discussed in chapter 4, not only the geometry 

of the cabin is changed due to locating the carbon dioxide injection tube in the cabin, but also the 

equation for transport of species is added to the governing equations. The governing equation for 

the instantaneous species transport equation is: 

 

( ) ( ) ( )
i

i i i

Y
Y u Y D

t x x x
ρ ρ ρ

∂ ∂ ∂ ∂
+ =

∂ ∂ ∂ ∂
                             (5.2) 

 

where, ui (m/s) denotes the velocity components, xi (m) represents the position along the 

coordinate directions, t (sec) is the time,  ρ (kg/m
3
) is the density of air-CO2 mixture, Y is the 

species mass fraction, and D (m
2
/s) is the molecular diffusion coefficient of carbon dioxide in 

air-CO2 mixture.  In this study, it is assumed that D takes the estimated value of 51.57 10−× m
2
/s  

and is constant throughout the simulations (Bird el al., 2001). 

When LES is used to solve Eq. (5.2) for turbulent flow regime, as explained in chapter 4,  

just the large scale motions of the flow are solved by filtering out the small and universal eddies. 

In other words, in this approach similar to the velocity and pressure fields, the species 

concentration field is also separated into resolved and sub-grid domains.  Therefore, the 

instantaneous species mass fraction is considered as the summation of resolvable scale mass 

fraction (Y% ) and sub-grid scale mass fraction (Y ′′ ): 

 

Y Y Y ′′= +%                 (5.3) 

 

 The grid size is used to filter out sub-grid scale eddies (see Eq. (4.7)). Substituting the 

decomposition forms of iu  from Eq. (4.3) and Y from Eq. (5.3), and then filtering the resulting 

equation, gives the following filtered equation for the species transport equation:  
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In the above equation, tµ (Pa.s) is the sub-grid scale turbulent viscosity and calculated 

through Eq.(4.6).  Dt (m
2
/s) is the turbulent diffusion coefficient and is calculated through the 

definition of turbulent Schmidt number and selecting a value for that.  The turbulent Schmidt 

number is defined as: 

 

t
t

t

Sc
D

µ

ρ
=                          (5.5) 

 

In the simulations, the turbulent Schmidt number is selected as 0.7.  Since Eq. (5.4) is 

second order with respect to space and first order with respect to time, we need to determine two 

boundary conditions for Y
~

in each direction and one initial condition.  Similar to discretization 

schemes applied for the Navier-Stokes equations (explained in chapter 4), the time step size is 

selected as 0.05 sec and the second order implicit method is used as time marching scheme. The 

second order central differencing is used to discretize the spatial derivatives. 

 Another important point is that the viscosity and density of the air-carbon dioxide 

mixture are not uniformly constant in the cabin and their values in each location in the cabin are 

dependent on the concentration of constituents at that location.  There are a number of methods 

in the commercial software to calculate the density and viscosity in a mixture.  In this study the 

“volumetric-weighted mixing law” and “mass weighted mixing law” are used to calculate the 

mixture density and viscosity, respectively, as presented below:  

Volumetric Weighted Mixing law: 

 

   

2

1 1

CO air

Y Y

ρ ρ ρ

−
= +

% %
                                      (5.6) 

  Mass Weighted Mixing law: 

 

 
2

(1 )CO airY Yµ µ µ= + −% %                                (5.7) 
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From the above explanations, it can be seen that in order to simulate the tracer gas 

diffusion in the cabin, five equations are to be solved simultaneously with the given 

boundary and initial conditions. 

In order to generate grid for this geometry, as shown in Fig. 5.2, the whole volume of the 

cabin model is divided into 10 sub-volumes.  Each of these 10 sub-volumes is meshed 

separately. In the simulations presented in this chapter for tracer gas diffusion, the generated grid 

is unstructured and contains 1,728,000 mesh elements of tetrahedral, hexahedral and wedge 

shapes.  A schematic of this grid is shown in Fig. 5.3. 

 

 

 

Figure 5.2 Rough graphical representation of the configuration of the generic cabin model 

and installed injection tube. The numbered volumes indicated the sub-volumes used for 

grid generation. The grids in sub-volumes: 5, 6, and 7 are unstructured containing 

tetrahedral, hexahedral and wedge- shape mesh elements. For the rest of sub-volumes, the 

grids are structured containing orthogonal hexahedral mesh elements. 
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Figure 5.3 A 3D schematic of the unstructured grid (for the generic cabin with the injection 

tube) used in CFD simulation of the carbon dioxide diffusion in the generic cabin model. 

 

 5.4. Results and Discussion 

 5.4.1. Uncertainty Study (Check for the Grid-Independent Solutions) 

 

In order to study the effect of grid size on the behavior of predictions for tracer gas 

concentration, the simulations are performed using two grids with different number of mesh 

cells: 1,728,000 and 2,630,000. Using two different grids, the CO2 mass fraction at several 

specified sampling points is calculated, and compared to each other. The location of sampling 

points above and below the injection tube, points 1-14 are shown in Fig. 5.4. 

 

Figure 5.4 Location of tracer gas sampling points on the central plane of the cabin 

mockup (All dimensions are in mm) 
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Figure 5.5 Uncertainty (mesh error) study for simulating tracer gas injection through 

monitoring the CO2 concentration at different sampling points above the injection tube. 
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A comparison of the RMS values of computed data from two different grids is shown 

in Table 1.  As it is seen, by increasing the number of mesh cells, the computed CO2 

concentration data varies between 2% to 16%. Table 2 shows the comparisons between the 

mean values of computed CO2 concentration data from two different grid sizes.  As it is seen, 

by increasing the number of mesh cells, the computed deviation of CO2 concentration data 

varies between 2% to 17%. 

As seen from the prediction data presented in Tables 1 and 2, the relative difference 

between the predicted CO2 concentration data using two grid sizes is greater for the sampling 

points located in the upper right of the injection tube.  In order to explain the reason for this 

behavior, recall the study of the airflow in the cabin presented earlier in chapter 4.  It was 

observed that the airflow in the location 3 of the PIV windows (see Figs. 4.2 and 4.3) 

demonstrates more complexity than other locations.  Since the sampling points located in the 

upper right of the injection tube are very close to that region, changing the grid size has a 

considerable effect on computational accuracy.  Therefore, one expects higher computational 

uncertainties for the sampling points located in regions with more complex airflow structure.  

 

Table 5.1. Comparison of RMS values for computed CO2 concentrations using two 

different grid sizes. 
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Table 5.2. Comparison of mean values for computed CO2 concentrations using two 

different grid sizes. 

 

  

 5.4.2. Model Validation 

 The computational model is validated through the comparison of model predictions and 

experimental measurements.  In Fig. 5.6 and Fig. 5.7, the time-averaged predicted and measured 

values of the CO2 concentration are compared to each other.  For the sampling points above the 

tube (Fig. 5.6), it is observed that there is an excellent agreement between predictions and 

measurements at sampling points 3, 5 and 6.  However, the agreement for the sampling point 4 is 

not as good.  There is an error between 11-30% in predicting the concentration data for the 

sampling points 1, 2 and 7.  

Figure 5.7 shows a graphical comparison between the time-averaged predictions and 

measurements for CO2 concentration corresponding to the sampling point located along the x- 

axis below the injection tube.  As can be seen, the best agreements have been achieved for point 

12 (right below the tube) and point 14. The worst results correspond to the points 8, 9 and 10. 

The error in computations for this case varies from ~4% (point 12) to ~40% (point 9). 
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Figure 5.6 Comparison between the time-averaged predictions and measurement of 

dimensionless CO2 concentration data (Lebbin, 2006) for the sampling points located 
along the x-axis above the injection tube (see Fig. 5.4). 

 

 

 

Figure 5.7 Comparison between the time-averaged predictions and measurement of 

dimensionless CO2 concentration data (Lebbin, 2006) for the sampling points located 

along the x-axis below the injection tube (see Fig. 5.4). 
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 5.5. Summary 

In this chapter, the capability of commercial CFD software with LES in simulating 

the tracer gas diffusion in the generic cabin model was examined.  The effects of heat 

transfer were neglected and no chemical reaction was assumed to take place. Carbon dioxide 

was chosen as the tracer gas which was injected into the cabin through the circumferential 

surface of a horizontal tube.  Using LES, the temporal variations in tracer gas concentration 

in the specified sampling points were predicted.  Following the same procedure as used in the 

experiments the predicted values were non-dimensionalized and compared with the 

corresponding experimental data. Although excellent agreement was observed in some 

sampling points, the predictions had an average error of 23%.  Through performing the 

uncertainty study, it was realized that since the flow in the middle of the cabin has more 

complex structure than that in other locations, the predictions in that region is more affected 

by the mesh size.  Therefore, it was implied that using regional mesh refinement for the 

location 3 of the PIV measuring windows may lead to more reliable and accurate predictions.  
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Chapter 6 - Study of Particle Dispersion in Generic Cabin with Full-

Height Inlet Air Nozzle 

6.1. Introduction and Research Background 

Biological contaminants and/or viruses may spread among aircraft cabin passengers in 

the form of fine particles or droplets.  Particles which represent viruses have a range of sizes 

from 0.02µm to 0.3µm. The bacteria droplets, however, cover range of sizes from 0.3µm to 

12.0µm (Tang et al., 2009).  In this chapter, the primary objective is to develop an understanding 

of the particle dispersion patterns in such enclosures through performing computational 

simulations. Furthermore,  a number of relevant research articles in the literature that use the 

computational methods in order to study the particle dispersions in indoor environments are 

reviewed.   

 In order to simulate particle dispersion in a mechanically ventilated airspace, Reynolds 

(1997) used Thomson's (1987) Lagrangian stochastic model.  The turbulent airflow was three-

dimensional and strongly inhomogeneous.  The standard k-ε model was used to calculate the 

airflow velocity data.  The model worked well in predicting the locations of maximum mean 

concentrations of tracer-particles as well as the shape of contours of tracer-particles mean 

concentrations. Holmberg and Li (1998) presented a three-dimensional drift-flux model in order 

to study the turbulent dispersion of aerosols in a test room.  Both mixed and homogeneous air 

supply conditions were considered in the simulations.  Due to low solid loading and 

comparatively small particle settling velocities, the effect of particles on air turbulence was 

neglected (one-way coupling).  Standard k-ε model was used to calculate the turbulence effects 

and wall functions were used for near wall treatment.   Also the simulations were performed for 

several sizes of particles.  Through the simulations it was realized that the particle distribution 

pattern is strongly dependent on the ventilation air supply rate.  Considering the effects of 

Brownian and turbulent diffusion as well as gravitational settling, Lai and Nazaroff (2000) 

developed a mathematical model to calculate particle deposition on indoor surfaces.  The results 

of the previous studies of near-surface turbulence were applied to the model.  The developed 

model was able to predict the particle deposition to the smooth surfaces as a function of particle 
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size and density.  The model equations were derived for enclosures with vertical and horizontal 

surfaces.    

Zhao et al. (2003) investigated the air movement and aerosol particle distribution and 

deposition in a ventilated room numerically.  Two different ventilation systems were considered: 

displacement and mixing.  In order to simulate airflow and particle dispersion, a Lagrangian 

approach was adopted.  This study showed the strong effect of the room ventilation type on the 

airflow pattern, the particle concentration distribution, and deposition rate.  It was found that 

under the same air supply rate and particle property conditions, the displacement ventilation type 

leads to smaller deposition rate as well as larger particle removal rate than the mixing ventilation 

type.  However the average particle concentration is higher in a displacement type system.   

In a couple of other studies conducted by Zhao et al. (2004 a, b), both Eulerian and 

Lagrangian approaches were used to understand the effects of air ventilation type and particle 

size on the behavior of particle dispersion in a ventilated room.  In the Eulerian approach a three 

dimensional drift-flux model was used combined with deposition boundary conditions for the 

wall surfaces.  Through these numerical investigations it was found that the deposited particle 

mass or flux is strongly dependent upon the ventilation type.  From the Eulerian approach (Zhao 

et al., 2004 a), more particle depositions were observed in the mixing-type ventilated room for a 

certain size of particles.  From the Lagrangian approach (Zhao et al., 2004 b), it was concluded 

that for the same particle properties, the rate of particle deposition is lower for a displacement 

ventilated room comparing to that of the mixing type ventilated room.  However, the rate of 

particle escape was higher for the room with displacement ventilation type.  Through the 

consideration of different sizes for particles (1, 2.5, 5 and 10µm) in their numerical investigation, 

it was also realized that different sizes of particles have different dispersion patterns in two types 

of ventilated rooms.  Chen and Lai (2004) proposed a simplified semi-empirical three-layer 

model to investigate the dispersion and deposition of aerosol particles under the influence of 

electrostatic forces.  A modified Fick's law equation was applied to calculate Brownian and 

turbulent diffusion, spatially-independent external forces (gravitational and Columbic), and 

spatially-dependent external forces (image).  

Chen et al. (2006) developed a new drift–flux model to simulate particle distribution and 

deposition in indoor environments. The model was applied to simulate particle distribution and 

deposition in a ventilated model room.  Gravitational settling and deposition were considered 
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within the model.  RNG k-ε model was used as the turbulence model in order to solve the 

governing Navier-Stokes equations for the continuous flow-field.  The discrete-phase 

concentration field was divided into two regions, the core region and the concentration boundary 

layer.  The concentration distribution in the core region was obtained by solving a three-

dimensional particle transport equation.  Deposition flux towards the wall was determined with a 

semi-empirical particle deposition model.  Through the model validations, a good agreement 

between predictions and measurements was found.  

Lain and Grillo (2007)  conducted a study to compare the performance of two Lagrangian 

turbulent particle dispersion models: (1) the standard model reported by Sommerfeld et al. 

(1993) in which the fluctuating fluid velocity experienced by the particle is composed of two 

components, one correlated with the previous time-step and a second one randomly sampled 

from a Wiener process, and (2) the model proposed by Minier and Peirano (2001), which is 

based on the Probability Distribution Function (PDF) approach and a Langevin model for the 

acceleration of the fluid velocity.  Through this investigation it was found that the Minier and 

Peirano model provides better results than the standard model because its construction better 

reflects the underlying physics of particle dispersion for general turbulent flows, but at the 

expense of a higher computational cost.  Liu and Zhai (2007) proposed two particle indices: the 

Stokes number and the evaporation effectiveness number that can be used as simple criteria in 

order to determine what CFD model is appropriate for indoor particle and droplet prediction.  

They classified the CFD models into three classes: lazy particle model, isothermal particle 

model, and vaporizing droplet model.  The lazy particle model was defined as a model in which 

the particle trajectories are not calculated.  It is simply assumed that particle follows the 

continuous phase streamline at each point of flow-field.  In this model, which is also called the 

tracer model, the concentration distribution of particles can be calculated through the solution of 

species transport equation which basically governs the transport of gas-phase contaminants.  The 

model is appropriate for small particles with quasi-gaseous compounds.  The isothermal particle 

model was defined as a model in which the particle trajectories are calculated, but without 

considering thermal effects.  It means that in this type of models the particle size doesn't change 

and there is no exchange of heat and mass between particle and continuous phase.  Finally, the 

vaporizing droplet model was defined as a model which is used when, due to evaporation, there 
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are both heat and mass exchanges between particle and continuous phase, and as a result the size 

of liquid particle or droplet is subject to change. 

 Dehbi (2008) used a modified particle-turbulence interaction in Lagrangian particle 

dispersion modeling.  The model was basically developed through the consideration of 

turbulence anisotropy, especially for near-wall flows in the stochastic particle-tracking model 

employed in FLUENT 6.2.  In this investigation, the fluid velocities in the boundary layer were 

computed using fits of DNS data obtained in channel flow.  Zhao et al. (2009) developed their 

drift-flux model by considering the effects of both thermal and gravitational forces in calculating 

the particles slippage velocity for non-isothermal cases.  After the validation of the modified 

model, it was used to study the effect of the indoor ventilation type and particle size on the 

dispersion pattern of ultrafine particles (particles with sub-100nm diameter) in a test room.  

Through this study, it was determined that, although using the mixing ventilation type leads to 

lower concentration of micron particles in the zone below one meter high, it will cause higher 

concentration of ultrafine particles in the mixing zone in comparison with the displacement 

ventilation type.  It was also concluded that both ventilation types are not sensitive to the particle 

size when the particles diameters are in the range of 0.01 to 0.1µm.  Considering the variations 

with height in the horizontally homogeneous turbulence kinetic energy, Gorle et al (2009) 

simulated the turbulent dispersion of small particles in the lower part of the atmospheric 

boundary layer. They used the RANS method to find the velocity profiles.  The validation of 

simulations showed an improvement in the prediction of particle distribution compared to the 

simulations in which a uniform vertical distribution was assumed for the turbulent kinetic 

energy. 

Zhang et al. (2010) used an Eulerian approach to study the deposition of particles which 

were tens of microns in size.  The particles were created due to aggregation of nano-particles 

injected through an injection port to the test chamber.  The transient deposition of particles 

caused by gravitational settling was simulated. For this purpose the mass conservation equation 

for the discrete phase was modified to include the gravitational settling effect as well as 

convection and diffusion effects.  The simulations were verified through the comparisons 

between predictions and measurements for the particles deposition-rate data.   The comparisons 

indicated best agreement between experimental measurements and computational predictions for 

the intermediate particle-size range. 
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 This chapter is the continuation of the research presented in chapters 4 and 5 of this 

dissertation in the numerical investigation of turbulent transport phenomena in the generic cabin 

mockup model.   The simulations presented in this chapter are for the turbulent dispersion of 

mono-disperse liquid particles in the same generic cabin mockup as studied in the previous two 

chapters.  Two different particle injection configurations are considered in the simulations 

herein, while the carrier air volumetric flow rate and the particles mass flow remain at the same 

values for both cases of injection configurations.  In the first configuration, in which the particles 

are injected through the top end surface of a straight tube mounted vertically on the cabin floor, 

the velocity of carrier air and particles at the injection port is about 3.5 times greater than the 

velocity of supply air injected into the cabin through the cabin inlet nozzle.  However in the 

second configuration, in order to eliminate the effect of particle injection velocity on the 

distribution pattern of mono-disperse particles, the straight tube was replaced by a cone diffuser 

such that the injection velocity of particles is decreased down to almost zero. A Lagrangian 

approach was mainly used to predict the particle concentration in specified monitoring location 

inside the cabin as well as at the outlet of the cabin.  Although the continuous phase flow-field 

within the cabin is simulated using both RANS and LES methods, the quasi-steady and steady 

RANS solutions for the airflow velocity data are used to initialize the particle-tracking 

calculations through the Discrete Phase Model (DPM).  To calculate the effects of turbulence on 

the dispersion behavior of particles, a Discrete Random Walk (DRW) model was employed.  

Using the steady RANS method, a comprehensive grid independency study was performed by 

concentrating on regional mesh refinement using both structured and unstructured grids.  The 

effectiveness of both grid refining approaches in producing the converged velocity data is 

investigated and discussed.  The optimum mesh size and type is then used to simulate the 

dispersion of micron particles.  The particles are made of Di-Octyle Phthalate (DOP) and 

injected continuously into the cabin through either a straight tube or a cone diffuser.  The 

computational model is validated through the comparison of the predicted particle concentration 

data with the corresponding experimental measurements reported by Padilla (2008).  One of the 

significant features of this study is the investigation of the effect of the number of tries on the 

accuracy of particle concentration predictions when stochastic particle tracking is used to model 

turbulent distribution of particles.  Subsequently, the optimum number of tries to obtain the most 

accurate predictions is determined.  In accordance with the corresponding experiments (Padilla, 
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2008), the effect of particle size on the predicted concentration distribution of particles is studied 

and discussed through the simulation of two different sizes of mono-disperse particles: 3µm and 

10µm in the cabin with straight injection tube.  Due to the low particle loading, neglecting the 

effect of particles motion on the continuous phase flow-field seems to be a reasonable, 

simplifying assumption.  However, in order to verify this assumption, through the simulations 

performed for the cabin with straight injection tube, the effect of using one-way instead of two-

way coupling on the accuracy of computational results for particle concentration is also 

investigated.   Eventually, through the simulations for the particle dispersion in the cabin with 

cone diffuser, the effects of cabin pressure gradient as well as particle density on particle 

concentration distribution are studied and discussed.  

6.2. Experiments 

The particle dispersion experiments in generic aircraft cabin mockup were conducted by 

Padilla (2008).  Figure 6.1 shows the configuration of the experimental setup including the 

generic cabin mockup (which was discussed in the previous two chapters) with the particle 

injection tube inside it.  The mockup was provided by the fresh air through a full-height inlet air 

nozzle (the height is 54 mm).  The height of the mock-up outlet-slit was 213 mm.  The length 

and width of the mockup were equal to 2,134mm.  The lower surface of the cabin overhead bins 

was located at the height of 1,707 mm above the cabin’s floor.  The height of the cabin ceiling 

from the floor was 2,134mm.  The fresh air was injected into the cabin with the flow rate of 

4,160 lpm and the average velocity of 0.64 m/s (normal to the cabin inlet-slit surface).  The 

experiments were performed in Standard Temperature and Pressure (STP) conditions.  

In the first series of experiments, particles were injected continuously through an 

injection tube located at x=1447 mm, y=595 mm, and z=0 (see Figs. 6.1 and 6.2).  The injection 

tube, installed vertically on the cabin’s floor, was made of stainless steel with the inner diameter 

of 22.1 mm (see Fig. 6.2).  The injection port was the upper end of the injection tube at the 

height of 595 mm from the cabin’s floor. The particle measurement locations are shown in Figs 

6.1 and 6.2.  It should be mentioned that for the five measurement locations on the cabin central 

plane, the Aerodynamic Particle Sizer (APS) was used to measure concentration of the particles.  

However, for the eleven measurement locations at the cabin outlet, Optical Particle Counter 
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(OPC) was used for the concentration measurements. The measurement locations at the outlet 

had the height of 51mm. 

Through the dimensions shown in Fig. 6.2, the coordinates of the five measurement 

locations on the cabin central plane can be determined as they are presented in Table 6.1.  The 

coordinates of the outlet locations can be easily extracted from Fig. 6.1.  In addition, Fig. 6.2 also 

presents information about the inlet volumetric airflow rate as well as the volumetric flow rate of 

the carrier air injected into the cabin through the particle injection tube.  Particles are produced 

by the Vibrating Orifice Aerosol Generator (VOAG) as shown in this figure. VOAG was set to a 

vibrating frequency of ~49 Hz that yields a theoretical concentration of 54 particles/cm
3
.  

The liquid particles are made of Di-Octyl Phthalate (DOP oil) and generated using TSI 

VOAG Model#3450.  Schematic views of this device are shown in Figs.6.3 and 6.4.  According 

to the theory of this device (TSI Model 3450 Operating and Service Manual, 2009), the particles 

are initially composed of Di-octyl Phthalate (DOP) oil in their core region and Isopropyl Alcohol 

in their outer layer.  During the motion of particles in the drying column of the device, the 

alcohol in the outer layer is evaporated and the final particles which are delivered to the testing 

enclosure are mainly composed of DOP.  Using the explanations, equations, and tables in the 

device manual and considering the probability of existing impurities in the alcohol, a  range of 

953 kg/m
3
- 971 kg/m

3 
is calculated for the density of 10 µm particles.  The calculated density 

range for the 3 µm particles is between 970 and 971 kg/m
3
. 

 

Figure 6.1 Schematic of the generic cabin, injection tube and measurement locations (units 

in mm).  (Padilla, 2008) 
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Figure 6.2 XY View of the test configuration for the straight tube injection (units in mm).  

(Padilla, 2008) 

 

 

Table 6.1: The coordinates of APS particle measurement locations for the cabin with 

straight injection tube 

 

 

At the beginning of each experiment there was just injection of air from the inlet air 

nozzle and particle injection tube (or cone diffuser).  The particles were not injected until the 

flow inside the cabin reached quasi-steady conditions. After that the VOAG was started to work 

and 15-30 minutes were considered as warm-up time.  Then the particle count measurements 

were performed continuously over the period of sixty minutes.  The collected data were taken 

time-averaged and normalized using the following equation (Padilla, 2008): 
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where Cm is the measured sample count concentration corrected for the particle loss in the 

sampling tube, CI  is the calibrated injected concentration, Qsup (lpm) is the supply flow (inlet and 

injected), and QI (lpm) is the injected flow of the carrier air. 

 

 

Figure 6.3 Schematic of the TSI VOAG Model#3450 (Padilla, 2008) 

 

 

Figure 6.4 Schematic view of the process of particle generation in TSI VOAG Model#3450  

(Padilla, 2008) 
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In the second series of the experiments, in order to eliminate the effect of particles 

injection velocity in studying dispersion behavior of particles, the straight injection tube was 

replaced by a cone diffuser.  The cone dimensions as well as the test configuration for the cone 

injection are shown in Figs. 6.5 and 6.6, respectively.  In the first series of experiments when the 

straight tube injection was used the cabin pressure was set to 0 gage pressure, however during 

the cone injection, the interior cabin gage pressure initially set to 0 gage pressure was increased 

from 0 in of H2O to 0.025 in of H2O.   The carrier air volumetric flow-rate was remained at the 

same value as before which was 52 lpm.  The cone nozzle inlet and outlet inner diameters were 

22.1 mm and 152 mm, respectively.   

As it is shown by Fig. 6.7, the particle count measurements for the cone diffuser injection 

were taken not only on the cabin central plan but also on four more planes parallel to the central 

plane.  Measurements started from plane E and ended in plane A (see Fig. 6.7).  Similar to the 

measurements performed for the straight tube injection, the particle count measurements were 

collected continuously at each sample location over the period of sixty minutes.  Also, moving 

the sampling tube from one plane to another plane took 200 sec time in average. Table 6.2 

presents the coordinates of the particle measurement locations on planes A-E. 

 

 

Figure 6.5 Dimensions of the cone diffuser (Padilla, 2008) 
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a: XY view 

 

b: YZ view 

 

Figure 6.6 XY and YZ View of the test configuration for the cone diffuser injection. All the 

units are in mm.  (Padilla, 2008) 

 

X 

Y 

Z 

Y 
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Figure 6.7 Measurement locations in the cabin mockup with cone diffuser.  All the 

dimensions are in mm (Padilla, 2008).  

 

Table 6.2: The coordinates of particle measurement locations in the cabin with cone 

diffuser (Padilla, 2008) 

 

 

The airflow conditions at the inlet of the cabin and at the particle inject port for both 

cases of injection configurations were summarized by Padilla (2008) in Table 6.3. 

 Table 6.3: Flow parameters in the inlets and outlet of the test cabin mockup (Padilla, 2008) 
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6.3. Governing Equations and Numerical Solution Method 

In this part of study, the Lagrangian approach is used to model the dispersion of particles 

in the cabin.  In this approach which is also called Discrete Phase Model (DPM), the discrete 

phase computations are performed in a Lagrangian frame (calculation of particles trajectories).  

The continuous gas phase, however, is dealt with in an Eulerian frame which has interaction with 

the discrete phase through the exchange of momentum, heat and mass.  In this approach, the 

interaction between particles is not taken into account.  In order to have negligible interactions 

between particles, the discrete phase needs to be sufficiently dilute.  For this reason the 

application of DPM is recommended only for the two-phase flows in which the discrete phase 

has volume fraction (ANSYS FLUENT 12.0 Manual, 2009).  

In order to simulate the distribution of mono-disperse particles, using DPM, the following 

assumptions have been adopted: 

1. The continuous phase flow is incompressible. 

2. The heat transfer is neglected in the cabin. The temperature is assumed to be constant at 

27
o
C. 

3. The particles are not cooled, heated or evaporated (inert particles). 

4. The particles neither coagulate nor break. 

5.   The effects of buoyancy are taken into account. 

      6.   No chemical reaction takes place between discrete and continuous phases. 

      7.   Steady RANS model is used to solve the continuous phase governing equations. 

8.   Except the drag and gravity forces, other forces are assumed to be zero.   

9.   The particles are assumed to be trapped on the walls when they collide with the walls.  

10. The injection type is surface injection.  

 

 6.3.1. Discrete Phase Equation of Motion 

 The trajectory of particles is computed through integrating the governing equation for 

the particles motion: 
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i i

p

du F

dt m
=               (6.2)     

      

where mp(kg) is the mass of particle, ui
p
(m/s) is the velocity of particle in i direction.  Fi (N) 

denotes all the forces acting on the particle which is a combination of viscous, pressure drags, 

and buoyancy force (Clayton et al. , 1998):   
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where ρ and ρp (kg/m
3
) are the densities of the continuous phase (air) and particles, respectively, 

CD is the drag coefficient for the spherical particle, A (m
2
) is the projected area for the particle, ui 

(m/s) is the instantaneous velocity of continuous phase in i direction, and finally gi (m/s
2
) is the 

gravitational acceleration in i direction.  Equations (6.2) and (6.3) indicate that the continuous 

phase affects the trajectory of particles through the drag and buoyancy forces. 

 

 6.3.2. Continuous Phase Governing Equations 

 The governing equations for the continuous phase are: 

 

Continuity: 
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where µ (kg/m.s) is the continuous phase viscosity, p (Pa), is the continuous phase pressure and 

Fi/mp (N/kg) is the force acting on the continuous phase exerted by the discrete phase (the 

reaction of drag and buoyancy forces acting on the particles). 

In coupled (two-way coupling) approach, the effect of discrete phase on the continuous phase 

calculations is taken into account by keeping the last term in Eq. (6.5).  However, in the 

uncoupled approach (one-way coupling) the effect of discrete phase on the continuous phase is 

neglected by dropping the last term in the same equation.  The comparison between results from 

these two approaches are presented and discussed later in this chapter.  

 

 6.3.3. Solution Method 

 The simulation begins with the quasi-steady solution of the continuous phase governing 

equations, i.e. Eqs. (6.4) and (6.5).  At the beginning, the value of the last term in Eq. (6.5) is 

considered as zero.  Therefore the number of unknowns (three velocity components and one 

pressure) matches with the number of equations (one continuity and three momentum equations).   

After the first 5 iterations of the continuous phase computations, using the calculated continuous 

phase velocity data (from the last iteration), the trajectory of particles is calculated by solving 

Eqs. (6.2) and (6.3).  By calculating the particles trajectory, the last term in Eq. (6.5) will not be 

zero for the next 5 iterations of the continuous phase computations.  After every 5 iterations of 

the continuous phase calculations, the last term of Eq.(6.5) is updated through the simultaneous 

solution of Eqs. (6.2) and (6.3).  This computational procedure is continued until the 

convergence criteria (10
-7

 for velocity components as well as k and ε  and 10
-6

 for continuity) for 

the continuous phase governing equations are satisfied.  

  

 6.3.4. Turbulence model  

 In solving Eqs. (6.4) and (6.5), which govern the instantaneous velocity field of the 

continuous phase (airflow), the Reynolds Averaged Navier Stokes (RANS) model is applied.  In 

this study, for steady RANS:   
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Using the standard k-ε  turbulence model, the turbulent viscosity is calculated through the 

following equation: 

 

2

t

C kµ ρ
µ

ε
=                                 (6.8) 

 

where Cµ is an empirical constant which is equal to 0.09 for standard k-ε  (Launder and Spalding, 

1972) and is equal to 0.0545 for RNG k-ε ( Tu et al., 2008 and Yakhot, 1992). 

 

 6.3.5. Particle-Turbulence Interactions 

 The major issue in the Lagrangian particle tracking is calculating the effect of turbulence 

on particles trajectory (Dehbi, 2008).  As explained before, the trajectory of particles is 

computed by integrating the equation of motion (Newton’s second law) of the particles. By 

combining Eq. (6.2) and (6.3) the following equation is derived for the spherical particles.  

Integrating this equation determines the path of particles. 
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In the equation above, r (m) denotes the particle radius and as the RANS method is used, 

the instantaneous velocity, 
i

u , consists of a time-averaged or mean component (
i

u ) and  a 

fluctuating component ( u′ ).  The continuous phase mean velocity data is computed from the 
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RANS method. The turbulence affects the trajectory of particles through the fluctuating velocity 

(u′ ) components.  In this study, in order to calculate the effect of turbulence on the trajectory of 

particles, the Discrete Random Walk (DRW) model was used.  The main idea of this model is 

the interaction between the particles and turbulent eddies.  In other words, in this model, it is 

assumed that the particle is trapped by an eddy during an eddy life time. The eddy life time (
e

τ ) 

is calculated using the equation below (Daly and Harlow, 1970): 

 

2.
e L

k
Cτ

ε
=                      (6.10) 

 

The value of CL in Eq. (6.10) does depend on the employed turbulence model.  For the k-ε 

model, 0.15
L

C ≈ .  During lifetime of the eddy, the continuous phase velocity fluctuations are 

randomly distributed Gaussian variables whose Root Mean Squared (RMS) values are equal and 

deduced from the turbulent kinetic energy: 

 

2

i i iu uλ′ ′=                    (6.11) 

 

2 2 / 3iu k′ =                    (6.12) 

 

In the equations above, the iλ ’s are Gaussian random variables with a mean value of 0 

and standard deviation of 1.  In the simulations, in order to calculate the random effects of 

turbulence on the discrete phase dispersion, it is required to pick a sufficient number of 

representative particles which is called the number of tries (Dehbi, 2008 and the ANSYS 

FLUENT 12.0 Manual, 2009).  The effect of number of tries will be discussed in the next 

sections. 
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 6.3.6. Particle Tracking Parameters 

 In order to take the integration of Eq. (6.9), two parameters should be specified: The 

time step size and the maximum number of time steps. The time step size can be calculated using 

the following equation: 
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=∆                  (6.13) 

 

where L (m)  is the length scale, 
p

u
r

 (m/s), is the magnitude of particle velocity and u
r

 (m/s), 

is the magnitude of continuous phase velocity.  In this study the length scale, which is the length 

traveled by a particle between two successive particle tracking updates, is assumed to be constant 

and equal to 0.01m.  The maximum value of t∆ is such that the cell is traversed in one step. 

Smaller time steps leads to more accurate results. The maximum number of steps should be equal 

to the number of grid cells that particles traverse in a computational domain (ANSYS FLUENT 

12.0 Manual, 2009). 

 

 6.3.7. Numerical Scheme 

 In the RANS method, the second order upwind scheme is used to discretize spatial 

derivatives in the governing continuity and momentum equations.  Also, the standard wall 

function is used as the near-wall treatment.  In calculating the particle trajectories, which is 

performed through the integration of Eq. (6.9), an automated tracking algorithm is employed. 

This algorithm switches between the numerically stable lower order and higher order schemes, 

depending on whether or not the particle is close to hydrodynamic equilibrium (ANSYS 

FLUENT Manual, 2009). In this study, trapezoidal integration is used in the higher order 

scheme; however, for the lower order scheme an implicit Euler integration is applied. 
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 6.3.8. Setting-up the Boundary Conditions and the Injection Properties 

 The rate of particle counts injected into the cabin is determined using the following 

equation: 

 

inj inj injN N Q= ⋅&          (6.14)   

 

where injN& (particle/sec) is the rate of particle counts injected into the cabin, 
inj

N (particle/cm
3
) is 

the count concentration of particles at the injection port, and 
inj

Q (cm
3
/sec) is the volumetric 

airflow-rate at the injection port. Using the information presented in Table 6.3 and Eq. (6.14), the 

rate of particle counts injected into the cabin is 46,800.  Knowing the volumetric flow-rate of 

carrier air at the injection-port and assuming the particles are injected at the same velocity as the 

carrier air, the injection velocity of the particles can be calculated.  The injection velocity of 

particles at the injection surface of straight tube is 2.27 m/s and at the injection surface of cone 

diffuser is 0.0478 m/s.  Having the size of particles, the rate of particle counts injected, and the 

density of particles ( which is assumed to be equal to the density of DOP: 971 kg/m
3
) the mass 

flow-rate of particles can be calculated through the following equation:  
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where 
p

m& (kg/sec) is the mass flow-rate of particles, 
p

ρ (kg/m
3
) is the density of particles, 

p
d (m) 

is the diameter of particles, and injN& (particle/sec) is the rate of particle counts injected into the 

cabin. It is assumed that when particles, along their trajectory, meet the cabin inlet surface, cabin 

outlet surface, or the injection surface, they will escape.  As they collide with the solid surfaces 

(walls) in the cabin, since they are liquid particles, it is assumed that they will be trapped by 

those surfaces. In order to specify the continuous phase turbulent kinetic energy and dissipation 

rate at the inlet of the cabin as well as the injection port, equations (3.12)-(3.14) are used.  
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6.4. Results and Discussions 

In the first part of this section, the results from the simulation of turbulent distribution of 

mono-disperse particles injected into the cabin mockup interior through the straight particle 

injection tube are presented and discussed. Through the simulations presented in this part, the 

advantages of unstructured regional mesh refinement, the effect of micron particle size on 

particle dispersion pattern, and the effect of number of tries on the accuracy of predictions for the 

particle counts are investigated and discussed.  In the second part, though, the computational 

predictions for a different injection configuration in which the straight injection tube is replaced 

by the cone diffuser are presented and interpreted.   In this part, the effects of micron particle 

constituent as well as the cabin mockup inside pressure on the particles distribution patterns are 

examined.  In both parts of this section, the simulations are validated through comparison of 

predicted particle concentration data with corresponding experimental measurements. 

 

6.4.1. Study of turbulent particle injection in generic cabin mockup with straight 

injection tube 

6.4.1.1. Simulation of turbulent airflow and the grid independency study  

In the experiments, the average airflow rate coming into the cabin was maintained at the 

constant value of 4.2 m
3
/min, resulting in an average inlet velocity of 0.64 m/s.  The 

corresponding Reynolds number based on the hydraulic diameter of nozzle inlet was calculated 

as 4,200.  At the outlet of the 22.1 mm particle injection tube, the airflow rate injected into the 

cabin was held at a constant rate of 0.05 m
3
/min, resulting in an average airflow velocity of 2.27 

m/s.  The corresponding Reynolds number based on the injection tube diameter was 3300. 

The XY view of the grid is shown in Fig. 6.8. This figure also shows the region where the 

grid refinement is focused.  Figure 6.9 shows the 3D view of the cabin as well as the refinement 

region.  The volume of the refinement region is less than 3% of the whole volume of the generic 

cabin model.  The refinement region, as shown in Fig. 6.9, consists of two sub-volumes.  

Locations 1, 2 and 3 are located on the interface between these two sub-volumes.  At the 

beginning, a pseudo-structured coarse mesh is generated for the cabin. This mesh is used as the 

base grid for the next refinements.  Two approaches are followed in the refinements.  In the first 
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approach, an attempt was made to keep the grid inside the refinement region structured with 

orthogonal hexahedral mesh elements; however, in the second approach, an unstructured grid 

with different types of mesh elements (hexahedral, tetrahedral, wedges) is used for the refining 

purposes.  In  both of the approaches the grid in other regions and sub-volumes are kept 

structured. 

In order to check the grid independency, the velocity data calculated using different grid 

sizes were compared with the corresponding results from the finest grid.  If this 

difference(deviation) experiences decreasing as the number of mesh cells increased then the 

solution would meet the grid independency criteria. 

 

Figure 6.8  XY View of the grid. The refinement region and APS measurement locations 

 

 
Figure 6.9 3D View of the cabin and the sub-volumes in order to create the grid. The 

refinement region is also marked by red edges 



98 

 

Figures 6.10 - 6.14 show the behavior of the results as the both approaches explained 

above are used in grid refining. In each figure, there are four tables and graphs.  The tables and 

graphs in the left side of each figure show the effect of grid refinement when the structured grid 

refining is followed; however, the tables and graphs on the right side show the uncertainty study 

results when the grid is refined in the refinement region using an unstructured scheme.  Each 

table has four columns.  The first column shows the total number of mesh elements in the whole 

geometry.  The second column shows the number of mesh cells in the refinement region.  The 

third column shows the calculated velocity data for each grid size. And finally, the last column is 

the corresponding deviation percentage for each grid size which is calculated using the following 

equation: 

finestcal

finestcalcal

V

VV
Deviation

,

,
100%

−
×=                     (6.16) 

  In the equation above, Vcal (m/s) is the calculated velocity for a specified grid size and 

Vcal,finest (m/s) is the corresponding velocity calculated from the finest grid.  

Figure 6.10 shows the effect of grid refinement on the behavior of x and y components of 

calculated velocity data corresponding to the location 1 of the APS measurement locations.  It is 

seen that the velocity data are converged using either structured or unstructured refining scheme, 

however unstructured grid refinement resulted in converged velocity data for grids with smaller 

number of mesh cells compared to the structured refining approach.  

Figure 6.11 shows the effect of grid refinement on the behavior of calculated x and y 

velocity data corresponding to the APS location 2.  Similar to the APS location 1, it is observed 

that unstructured grid refining scheme is more efficient in reaching converged velocity data.  

Figure 6.12 shows the effect of mesh refinement on the velocity calculations for the APS 

location 3.  It is seen that the behavior of velocity data for this location is different from what 

was observed in the APS locations 1 and 2. Indeed the convergence criteria are not met for the 

velocities calculated for this location.  In order to find a physical reason for this behavior, a 

special attention should be paid to the position of the APS location 3 in the cabin model ( see 

Figs. 6.8 and 6.9).  In this location, which is almost in the middle of the cabin, the flow is almost 

stationary and it is seen from the tables presented in this figure that the magnitude of both x and 
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y velocity data are very close to zero. Therefore the deviations for this location are much higher 

than those calculated for the locations 1 and 2.  

Although the mesh refinement is focused on the refinement region that contains the APS 

locations 1, 2 and 3, the grid in other regions are also refined due to the mesh refinement in the 

refinement region.  However, the refinement in other regions is not as much as that happens in 

the refinement region.  Therefore the calculated velocity data in the APS locations 4 and 5 are 

also affected by the consecutive grid refinements.  Figure 6.13 indicates the effect of mesh 

refinement on the behavior of velocity data in the APS location 4.  It is seen that although this 

location is outside of the refinement region, using the unstructured refining scheme for the 

refinement region leads to reach converged velocity data for grids with less mesh element 

comparing to the case when the structured grid refining is used.  

Figure 6.14 indicates that using unstructured grid refining in the refinement region has a 

very significant improvement in the convergence of the calculated x-velocity data in the APS 

location 5. However for y-velocity data in location 5, it shows that using either structured or 

unstructured grid gives results with acceptable convergence. 

  

 
 

Figure 6.10 The effect of grid size on the calculated x and y components of airflow velocity 

corresponding to the location 1 of the APS measurement locations. 
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Figure 6.11 The effect of grid size on the calculated x and y components of airflow velocity 

corresponding to the location 2 of the APS measurement locations. 

 

 

Figure 6.12 The effect of grid size on the calculated x and y components of airflow velocity 

corresponding to the location 3 of the APS measurement locations. 
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Figure 6.13 The effect of grid size on the calculated x and y components of airflow velocity 

corresponding to the location 4 of the APS measurement locations. 

 

Figure 6.14 The effect of grid size on the calculated x and y components of airflow velocity 

corresponding to the location 5 of the APS measurement locations. 

 

All the APS measurement locations were located on the central plane of the cabin (z=0). 

Due to the symmetry of the geometry as well as the boundary conditions respect to the central 

plane, the z-component of velocity data for the points on this plane are expected to be very close 

to zero and of course the computational results confirmed this expectation. Because of the very 

small values of z component of velocity data for the APS locations 1-5, the behavior of z-

velocity data don’t show a converging trend and the deviations are much larger than what were 

calculated for x and y components of velocity  data.  

From the graphs and tables presented through Fig. 6.10-6.14, the significant advantages 

of using the unstructured grid refining approach compared to the structured one are revealed. As 

shown in the above mentioned figures, in the structured grid refining approach, by 1400% 
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increase in the number of mesh elements in the refinement region, from 13,056 to 201, 600, the 

total number of mesh elements for the whole geometry is increased by 250% i.e., from 672,736 

to 2,449,480.  However, in the unstructured grid refining approach, the total number of mesh 

elements is less sensitive and by ~2500% increase in the number of mesh cells in the refinement 

region from 13,056 to 343,108, the total number of mesh elements experiences just a 109% 

growth i.e.,  from 672,736 to1,407,460. In the other word, the unstructured mesh refinement 

scheme enables us to make a high resolution grid in the refinement region with the minimum 

increase in the total number of mesh elements for the whole geometry.  Especially when the 

better converging behavior of results from the unstructured grid refinement is taken into account,  

it can be concluded that using the unstructured grid for the local refinement purposes, not only 

leads to the more accurate and reliable results, but also it would be considerably more 

computational time and cost effective compared to the structured mesh refinement. 

 Figures 6.15 - 6.17 present the predictions for airflow velocity data corresponding to 5 

APS measurement locations on the central plane of the cabin (see Fig. 6.2).  The simulations 

were performed using the pseudo structured mesh with unstructured regional refinement which 

contains 1,407,460 mesh elements and discussed above.  Both RANS (steady and unsteady) and 

LES methods were applied.  In the RANS method, the standard k-ε was used as the turbulence 

model accompanied with standard wall functions as near-wall approach.  Also, in these figures, 

the LES time-averaged predictions were compared with steady/unsteady RANS predictions.  All 

the figures show the comparisons between predictions for the first 300 sec of the flow-time, 

except for x-component of velocity data in APS location 2.  It can be seen that although there are 

differences between unsteady and steady RANS predictions in the first seconds (~100sec) of the 

flow time but eventually the unsteady RANS predictions merge to some value very close to the 

steady RANS predictions and remain constant as the flow-time progresses.   It is also observable 

that, except for APS location 4,  the LES time-averaged predictions is very close to 

steady/unsteady RANS predictions especially for flow-times greater than 50 sec.  
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Figure 6.15 Prediction of airflow velocity data in APS locations 1 and 2 (see Fig. 6.2) on the 

central plane of the cabin with straight  particle injection tube 
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Figure 6.16 Prediction of airflow velocity data in APS locations 3 and 4 (see Fig. 6.2) on the 

central plane of the cabin with straight particle injection tube 
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In APS location 4, there is a considerable difference (up to ~150%) between x and y 

airflow velocity components predicted by steady/unsteady RANS and the corresponding LES 

time-averaged predictions.  It is seen that comparing to LES, RANS estimates algebraically less 

values for x and y velocity components.  This difference can also be recognized from the 

contours of airflow velocity magnitude on the central plane of the cabin (z=0) predicted by 

RANS and LES shown in Figs. 6.18 and 6.19.  As can be seen from these two figures, APS 

location 4 is close to the region where the jet that comes from the inlet air nozzle meets the jet 

that comes from the particle injection tube.  That makes the flow structure in that region much 
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more complex than other locations. Since LES, in its essence, is a more accurate and 

sophisticated method than RANS, it is the k-ε model that is not able to capture all the flow 

characteristics in the APS location 4.  Although (for the DPM simulations presented herein) the 

quasi-steady airflow velocity data (calculated from RANS) was applied to initialize particle 

tracking calculations, based on what was explained above, in order to get more accurate results it 

is recommended to use LES quasi-steady solutions to initialize DPM calculations. 

 

6.4.1.2. DPM Simulation results for the particles concentration data: Study the effect of 

number of tries 

As explained earlier, the inert Di-Octyle Phthalate (DOP) spherical particles are injected 

continuously through the top end surface of the particle injection tube (surface injection).  The 

vertically upward velocity of the injected particles, at the injection surface, is uniform and equals 

to 2.27 m/s.  The concentration of particles at the injection port is 54 particle/cm
3
.  There are 

three sets of experimental measurements, entitled: test 2-APS, test 3-APS, and test 5-APS, used 

in order to evaluate the simulations.  The uncertainty of the experimental data is around ±39%. 

Because of some deficiencies in measuring the particles injection at APS location 5, the 

comparison between the computations and measurements does not include this location and was 

just made for the APS locations 1, 2, 3, and 4.  The finest unstructured grid with 1,407,460 mesh 

elements (which was discussed earlier in the grid independency study) was picked to be used in 

the simulations.  Figure 6.20 shows an evaluation of the explained computational simulation by 

comparing the model predictions with the corresponding experimental measurements for the 

APS locations on the central plane of the cabin (see Figs. 6.2 and 6.2).  In this figure the 

concentration data were normalized using Eq. (6.1).  As discussed previously in the particle-

turbulence interaction section, the accuracy of results depends on the number of tries. Different 

numbers of tries were examined and the corresponding simulation results were shown in Fig. 

6.20.  The tested numbers of tries were: 10, 50, 100, 120, 150, 175, 200, and 225.  Considering 

the uncertainty bars for the experimental data, it is seen that the model gives results with 

acceptable accuracies at least for APS locations 2, 3, and 4.  Table 6.4 shows the tabular 

outcomes of the investigation about the effect of number of tries on the accuracy of predicted 

particle concentration for the APS locations on the cabin's central plane.  It is seen that there is 
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not a unique optimum value for the number of tries that leads to the most accurate results for the 

all APS locations.   

    

Figure 6.20 Comparisons between the computational predictions (calculated using 8 

different numbers of tries) and the corresponding experimental measurements for the APS 

location on the cabin central plane (see Fig. 6.2).  

 

 

Table 6.4 Effect of number of tries on the accuracy of predicted particle concentration data 

for the APS locations on the cabin central plane. 
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Another evaluation of DPM simulations is presented in Fig. 6.21 in which the predicted 

particle concentrations at different sampling points located at the outlet of the cabin are 

compared with the corresponding experimental measurement. Since the Optical Particle Counter 

(OPC) was used in order to measure the particle concentration at the cabin outlet, the 11 

measurement locations at the outlet (see Fig. 6.1) are also called OPC locations.  The same 

numbers of tries were tested for the APS locations, are also examined for the OPC locations. 

Figure 6.21 indicates that how increasing the number of tries from 10 to 150 improves the 

average accuracy of the predictions, however, for the numbers of tries beyond 150 no more 

improvement is experienced.  Amongst the examined number of tries (i.e. 10, 50, 100, 120, 150, 

175, 200, and 225), the least average error is achieved when 150 is selected as the number of 

tries. The average error corresponding to this number of tries is 169%.  This figure also implies 

that the simulation results are closer to the measurements for the OPC sampling points located in 

z>0 region.  

Figure 6.22 shows the effect of number of tries on the arithmetic average of 

computational errors in calculating particle concentration for APS locations, OPC location, and 

all the measurement locations (including both APS and OPC locations).  The graph shown in this 

figure can give us an idea about the optimum number of tries which leads to predictions with the 

least arithmetic average errors for all particle measurement locations. Of course, it should be 

mentioned that the optimum number of tries that leads to the particle concentration predictions 

with the minimum average errors for all the APS and OPC locations is not necessarily equals to 

the number of tries which tends toward  the most accurate prediction for every single APS or 

OPC measurement location. This figure implies selecting 150 as the number of tries gives the 

most accurate prediction rather than other number of tries. The average error corresponding to 

this number of tries is 160%. 
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Figure 6.21 Comparisons between the computational predictions (when different numbers 

of tries are examined) and the corresponding experimental measurements for the OPC 

location at the cabin outlet (see Fig. 6.1).  
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Figure 6.22 Comparisons between the arithmetic average errors for the predicted particle 

concentration data corresponding to the APS, OPC, and all the particle measurement 

locations when different numbers of tries are examined. Eight different numbers of tries 

were examined in this comparison: 10, 50, 100, 120, 150, 175, 200, and 225. 

 

 

 

6.4.1.3. Study the Effect of Micron Particle Size 

Padilla (2008) studied the effect of particle size on dispersion behavior of micron 

particles experimentally.  For this purpose the particle measurement experiments, explained in 

section 6.2 of this chapter, were performed for two different sizes of particles: 3µm and 10µm.  

Except from the particle size, all the other experimental conditions and parameters were kept 

unchanged.  Through the comparison of normalized concentration measurements, it was realized 

that particles with smaller size show more uniform concentration distribution and they are mixed 

with the airflow better than larger particles.  In this part, DPM simulations are repeated for 

particles with 3µm diameter. The simulations are validated through the comparison of 

predictions with corresponding APS measurements.  In order to repeat the steady RANS-steady 

particle tracking simulations for the dispersion of 3µm particles, all the calculations for the 

specified injection properties and concentration normalizations should be revised.  Table 6.5 

presents similar to the simulations preformed for 10µm particles. Dispersion of 3µm particles are 
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modeled considering particles as inert particles injected through a surface injection type, and 

their effects on the continuous phase are taken into account (two-way coupling). 

The comparison between predictions and corresponding measurements (Test 2-APS) are 

presented in Fig. 6.23. The uncertainty of measurements for 3µm particles is ±20%.  The best 

agreement between measurements and predictions was seen for location 4 (45% deviation 

between the predictions and measurements, see also Table 6.6).  Figure 6.23 also shows a 

comparison of the simulation results for 10 µm particles with corresponding Test 2-APS 

measurements. The uncertainty of measurements for the 10µm particles is ±39%.  Except for the 

size of particles all the other simulation parameters are the same for both cases. Similar to the 

3µm particles, minimum deviations between predictions and measurement are seen for the APS 

location 3 (~9% deviation between the predictions and measurements, see also Table 6.6).  

Tables (6.6) indicate that, excluding the APS location 5, the average of errors for the 3µm 

particles is considerably less than that for 10µm particles. In the other word; based on the steady 

RANS- steady particle tracking simulations presented in this section, the agreement between 

predictions and measurements experienced an improvement for decreased particle size. 

In addition, computational simulations shown in Fig. 6.23 confirm the outcomes of the 

experimental research conducted by Padilla (2008) in which, as mentioned above, it was 

concluded that smaller particles have better mixing behavior with the airflow circulations in the 

cabin and distributed more uniformly that larger particles. 

   Table 6.5 Comparison of injection setup parameters for 3 and 10 micron particles 
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Figure 6.23 Comparison between predictions and corresponding measurements for 3 and 

10 micron particles (2-way coupling, DRW model with number of tries=175, inert particles, 

and surface injection) 

 

Table 6.6 Comparison between computational errors for two cases of 3 and 10 micron 

particles 
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 6.4.1.4. Study the effect of discrete and continuous phase coupling 

As it was discussed previously in section 6.3, the discrete phase affects the continuous 

phase flow through the last term of Eq. (6.5).  When the effect of particle movement on the 

continuous phase flow is taken into account, the solution is called two-way coupling.  However, 

in some DPM simulations, in which the discrete phase is very dilute, it is a reasonable 

assumption if the effect of discrete phase on the continuous phase is neglected.  This simplified 

solution, which is performed through dropping off the last term in Eq. (6.5), is called one-way 

coupling.  Although all the DPM simulations presented in this chapter are two-way coupling, in 

order to investigate the validity of the above mentioned assumption and study the effect of using 

one-way coupling on the quality of results comparing to two-way coupling, the one-way 

coupling DPM simulation was performed for 10 micron particles and the resulting predictions 

were compared with corresponding two-way coupling simulations as well as with the APS 

measurements. All the simulation parameters remained the same for the two types of 

simulations: one-way and two-way coupling. Figure 6.24 shows these comparisons in which no 

difference is recognizable between one-way and two-way coupling simulation results.  

Considering the volume fraction of particles at the injection surface which is ~ 83 10−×  (see 

Table 6.5), it makes sense why particles have no effect on the continuous phase flow. 

 

 

Figure 6.24 Comparisons between one-way and two-way coupling DPM simulations and 

their validation through the comparison with APS measurements. (DRW model with 

number of tries=100, inert particles, and surface injection) 



114 

 

 

6.4.2. Study of turbulent particle injection in generic cabin mockup with cone diffuser 
 

In the first part of this section, the DPM simulation results for the mono-disperse particles 

injected into the cabin through the straight tube were presented and discussed.  In that 

configuration, dispersion of particles was considerably influenced by their high injection velocity 

as well as the strong jet of carrier air from the straight tube.  As it was elaborately discussed in 

section 6.3, in order to eliminate the effects of high injection velocity of particles and carrier air 

on dispersion mechanism of particles and focus the study on the investigation of the effect of air 

recirculation produced  by the cabin air ventilation system on dispersion of particles, the 

injection tube was replaced by a cone diffuser such that the injection velocity of particles at the 

injection surface  was decreased to very small values (the carrier air flow-rate as well as the 

particles mass flow-rate remained at the same values as those for  the injection through the 

straight tube).   This part, which is dedicated to the cabin with cone diffuser, starts with a grid 

independence study performed for the airflow velocity data.  The RNG k-ε turbulence model and 

Non-equilibrium wall functions at the near-wall were used for the airflow simulations.  Then, 

similar to what was carried out for the first injection configuration; a detailed study was carried 

out to see whether it was possible to find an optimum number for the number of tries in DRW 

model which would lead to the best quality predictions.  For this purpose different numbers of 

tries were examined and the simulations were validated through comparisons between 

predictions and measurements for particle concentration data.  Since the available measurement 

data correspond to two different inside cabin pressures, the simulation validations as well as the 

investigation about the optimum number of tries were performed for both cases of cabin inside 

pressures.  Subsequently, the effect of cabin pressure gradient was studied through the 

comparison of particle concentration measurements and predictions at specified monitoring 

locations in the cabin between two cases of cabin inside gage pressures of 0 and 0.025 in of H2O.  

Uncertainties about the exact value of the density of particles have been one of the challenges 

encountered in the simulation of particles motion. This necessitated the investigation of 

quantitative and qualitative effects of particles density on their distribution behavior for the range 

of particle size studied in this dissertation.  The results of this study are also presented and 

discussed in this part through the comparison of DPM simulation results from examining 

different values for particle density with corresponding experimental data.  The effect of particle 
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density in transport of particles is also investigated both numerically and theoretically through 

the consideration of particles as a continuous phase and application of species transport equation.   

6.4.2.1. Grid independency study 

In order to generate the computational grid for the cabin with the cone diffuser inside it, 

the whole volume was divided into 55 sub-volumes.  As it is shown in Fig. 6.25, from the created 

55 sub-volumes, 49 sub-volumes were just simple cubes, 2 sub-volumes located exactly above 

the particle injection surface were cylinders, and the remaining 4 sub-volumes which 

encompassed the cone diffuser side surface and the cylindrical sub-volumes had more 

complicated three-dimensional shapes.  For the cubic sub-volumes, the Map-type structured 

grids with orthogonal hexahedral mesh elements were generated.  For the cylindrical sub-volume 

located immediately above the cone diffuser (the particle injection surface was the bottom end 

surface of this sub-volume), a Cooper-type mesh with hexahedral and wedge elements was used 

as the scheme to generate the unstructured grid.  For the rest of the sub-volumes, the generated 

grid was an unstructured TGrid-type with tetrahedral and hybrid mesh elements. Every one of 

the sub-volumes was connected to its neighboring sub-volumes computationally through  the 

interior faces. 

� 

 

 Figure 6.25 3D and 2D views of the computational grid generated for CFD simulations in 

the generic cabin with cone diffuser 



116 

 

In order to evaluate the model for grid independency purposes, the airflow velocity field 

was calculated using four grids with different numbers of mesh elements.  The numbers of mesh 

elements in the tested four grids were 306900, 567300, 1024936, and 2245000.  The coarsest 

grid, which contained 306900 mesh elements, was generated first and was considered as the 

base-grid for the next successive grid refinements in x, y and z directions that led to producing 

the other tested grids.  Given the facts that the velocity of carrier airflow at the injection surface 

of cone diffuser is very small (0.0478 m/s), and the cabin air ventilation system is exactly the 

same as what was discussed in chapter 4 (for the cabin with full-height nozzle), although the 

geometry of the flow-field in the cabin with cone diffuser is not exactly the same as that for the 

empty cabin (with no diffuser), one can expect that the airflow in the cabin with the cone diffuser 

would show a behavior similar to what was observed previously for the empty cabin with full-

height inlet air nozzle.  Therefore, using the outcomes of the study presented in chapter 4, in 

order to perform the RANS simulation of turbulent airflow in the cabin with cone diffuser, the 

RNG k-ε model was used along with Non-equilibrium wall functions.  Figure 6.26 shows the 

deviations in the RANS predicted x and y components of airflow velocity data corresponding to 

the APS locations on the cabin central plane as the number of mesh cells increases.  In order to 

calculate the deviations presented in this figure, Eq. (6.16) was applied.  The graphs indicate the 

converging behavior of x and y airflow velocity components.  Since the z-velocity data for the 

locations on the central plane are very close to zero, even a very small change in the z velocity 

components due to use of different grid numbers, can produce large deviations preventing the z-

velocity data from showing converging behavior.  For this reason the corresponding deviations 

graph for the z velocity data in Fig. 6.26 are not presented.  The airflow velocity deviations for 

the APS location 3 are not shown in Fig. 6.26 due to a similar problem.  As can be seen from 

Fig. 6.27, which shows the contours of airflow velocity magnitude on the central plane of the 

cabin, APS locations 3 is in a region where the flow is almost stationary and the velocity 

components are very close to zero which makes it very difficult to see converging behavior for 

the airflow velocity data in this location.  Figure 6.26 also shows that the x-components of 

velocity data in the selected APS locations exhibit better converging behavior than the y-

components of velocity data.       
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Figure 6.26 The converging behavior of x and y components of airflow velocity deviations 

with respect to the corresponding prediction from the finest grid for all the APS measuring 

locations on the cabin central plane (z=0). 



118 

 

� 

 

Figure 6.27 The contours of airflow velocity magnitude on the central plane of the cabin 

(z=0).  The 5 APS locations are also shown.  The wake region behind the cone diffuser can 

increase the instabilities in the flow structure at the middle of the cabin (around the APS 

location 3 on the cabin central plane). 

 

 

 

6.4.2.2. Validation of DPM simulations for the cabin with zero pressure gradient: Exploring 

optimum value  for the number of tries  

As it was shown in Fig. 6.7, unlike the cabin with the straight particle injection tube, the 

APS measurements for the cabin with the cone diffuser were not limited to the locations on the 

central plane.  Figures 6.28 and 6.29 present the comparisons between DPM predictions and APS 

measurements for the 25 APS measurement locations distributed among the five planes A 

through E (see Fig. 6.7).  Seven different numbers of tries were examined in order to find an 

optimum number that leads to the most accurate results. The tested numbers of tries were 50, 

100, 150, 175, 200, 225, and 350.  In Fig. 6.28 and 6.29, for each APS location, the DPM 

prediction from the two numbers of tries that led to the best quality results were compared with 

the corresponding experimental data.  In Fig. 6.30, the DPM results for the particle concentration 

at the cabin outlet (see Fig. 6.1) were compared with the two series of corresponding OPC 
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measurements.  Similar to  Figs. 6.28 and 6.29, the predictions shown in Fig. 6.30, were 

calculated using the two numbers of tries that leaded to the most accurate results.   

 
 

Figure 6.28 Comparison of DPM predictions and APS measurements for the APS locations 

1-4.  The cabin gage pressure is zero.    
 

 

 
 

Figure 6.29 Comparison of DPM predictions and APS measurements for the APS location 

5.  The cabin gage pressure is zero.    
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Figure 6.30 Comparison of DPM predictions and OPC measurements for the OPC 

locations at the cabin outlet.  The cabin gage pressure is zero.    
 

 

 

From the above figures, it can be seen that amongst the tested numbers of tries, 175 led to 

the best prediction for all APS and OPC locations except from APS location 4.  Figures 6.28 and 

6.29 also indicate that 50, 150, and 175 are the three numbers of tries that produce relatively 

better predictions for the particle concentration at APS locations.  For OPC location the optimum 

numbers of tries are 175, and 225.   Considering all the APS planes (A through E), the minimum 

average differences between DPM predictions and APS measurements were observed for the 

APS locations 1 and 4 (see Fig. 6.28).  If we exclude plane C from our evaluations, it can be seen 

from Fig. 6.29b that at APS location 5, the predictions have the best agreement with the 

measurements.  Fig. 6.30 indicates that compared to APS measurements; there is considerably 

better agreement between DPM predictions and OPC measurements for the locations at the outlet 

of the cabin. Figure 6.31 a-e, shows the contours of particle count concentration for planes A-E.  

These contours can help us to understand how the injected particles are propagated along the z 

direction of the cabin.  
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a: Contours of discrete phase concentration on plane A (z=-0.304 m) 
 

 

 
 

b: Contours of discrete phase concentration on plane B (z=-0.152m) 
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c: Contours of discrete phase concentration on plane C (z=0) 
 

 
 

d: Contours of discrete phase concentration on plane D (z=0.152 m) 
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e: Contours of discrete phase concentration on plane E (z=0.304 m) 

 

Figure 6.31 Contours of particles count concentration at APS locations on planes A-E 

predicted by steady RANS steady particle tracking with the number of tries=175. 
 

 

 

6.4.2.3. Validation of DPM simulations for the cabin with positive pressure gradient: 

Exploring the optimum value for number of tries  

As it was explained in section 6.2 of this chapter, the measurements were performed for 

the cabin with cone diffuser at two different gage pressures, i.e., 0 and 0.025 in H2O.  In this part 

the results of DPM simulations repeated for the pressurized cabin are compared with 

corresponding APS measurements.  The available experimental data for validating the 

computational model for 10 micron particle dispersion in the pressurized cabin with cone 

diffuser included the APS measurements for locations 1-4 on planes B, C, and E (see Fig. 6.7) as 

well as OPC measurements for planes A through E at the outlet of the cabin.  The comparisons 

between the predictions and measurements in Figs. 6.32 and 6.33 indicate that by pressurizing 
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the cabin the agreement between DPM predictions and APS/OPC measurements experienced a 

considerable  improvement (compare Fig. 6.32 with Fig. 6.28 and Fig.6.33 with 6.30).  Similar to 

what was observed in the cabin with zero pressure gradient, the best agreement was seen for APS 

locations 1 and 4.  Eight different number of tries were examined for the DPM simulation in the 

pressurized cabin including: 50, 100, 150, 175, 200, 225, 350, and 700.  Through the comparison 

of DPM predictions from the tested numbers of tries with the corresponding APS and OPC 

measurements, it was realized that 175 led to the most accurate predictions compared to the rest 

of tested numbers. However, as can be seen from Fig. 6.32c, number of tries equal to 700 

produced slightly better predictions at APS location 3 on the plane C.  

 

 
 

Figure 6.32 Comparison of DPM predictions and APS measurements for the APS locations 

1-4 at cabin gage pressure of 0.025 in of H2O.    
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Figure 6.33 Comparison of DPM predictions and OPC measurements for the OPC 

locations at the cabin outlet for cabin gage pressure of 0.025 in of H2O.    

 
 

 

 

 

6.4.2.4. Study of the effect of particle density on dispersion behavior of micron particles 

As mentioned earlier, one of the challenges encountered in the simulation of particles 

motion was the particle density.  In the reference experiments performed by Padilla (2008), 

particles were generated using TSI Vibrating Orifice Generator (VOAG) model #3450.  

According to the technical explanations in the user's manual of this device published by TSI 

(2009) regarding the composition of liquid droplets produced by Model 3450 VOAG, and 

through the calculations performed using their equations, the density of particles is expected to 

be between 950-980 kg/m
3
.  However the visual inspection of dispersion behavior of particles 

created questions that the particles are probably hollow and their density might be much smaller 

than the above mentioned values.  This issue necessitated performing an independent numerical 

study to understand the effect of particle density on the dispersion pattern of micron sized 

particles. 

 There are a number of published studies in which the effect of particles density on their 

dispersion pattern was investigated both experimentally and computationally.  Toy et al. (2011) 

performed an experimental research to understand the effect of the density of nano-scale particle 

on the vessel wall deposition rate.  The experiment indicated that nano-particles with lower 

densities have a tendency towards larger deposition rates on the vessel wall.  Hulsman et al. 
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(1997) conducted a theoretical and experimental investigation to determine the effect of the 

density of the micron-sized particles on the retention time in slurry flows.  Marchioli et al. (2007) 

used a Direct Numerical Simulation (DNS) to study the effect of solid particle density on the 

particle velocity and deposition rate in a turbulent boundary layer.  The upward, downward, and 

horizontal particle-laden turbulent flows were simulated using different particle Stokes numbers.  

The simulation results indicated that for particles with the Stokes number of greater than 15, 

gravity and lift (density), do not affect the qualitative behavior of particle dispersion and 

deposition.  In 1997, Smith et al. performed a numerical investigation to study the effect of 

particle size, density and impact velocity on particle depth of penetration when a solid stream is 

falling into a stationary liquid.  An experimental study was performed by Razzak et al. (2010) to 

investigate the effects of particle shape, density and size on dispersion behavior in a fluidized 

bed riser.   

In order to investigate the effect of particle density on dispersion pattern of particles, the 

DPM simulations were repeated for the cabin with zero pressure gradient assuming that particles 

are hollow from inside and therefore their density are close to air density. For the hollow 

particles a density of 1.3 kg/m
3 

was considered in DPM simulations.  Since the newly assumed 

density for the particles was approximately 1/1000 of its previously considered value, it was 

expected that simulations indicate considerably different behavior of particle dispersion 

comparing to what was observed through the previous simulations (for particles with the density 

of 971 kg/m
3
).  Figure 6.34 presents the comparisons between particle concentrations in different 

APS locations on plane A-E using two drastically different values for the particle density. From 

this figure it can be seen that the difference between two predictions is less than 60% (which 

corresponds to the APS location 3 on plane C).  For the APS location 1, 2 , and 3, the predictions 

from two different particle density values are very close to each other.  It seems that for this size 

of particles, the dispersion pattern of particles is not a strong function of the particle density.  

Since it was difficult to find out the reason of this behavior through discrete phase equations,  the 

Euler approach and the species transport equation were used to evaluate the effect of particle 

density theoretically.  
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Figure 6.34 Comparison of DPM simulation using two different values  for particle density: 

1.3 kg/m3 and 971 kg/m3. (The cabin pressure gradient is zero). 

 

 

In the Euler approach for simulating dispersion of particles, the governing species 

transport equation, neglecting the slippage velocity of particles, is:  
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The equation above was elaborately explained in section 5.3 of chapter 5.  The boundary 

condititions for this equation are:
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Considering two different values for the particle density (1.3 and 971 kg/m
3
) the following 

tabulated values for the species (particle) mass fraction is calculated at the injection port as 

presented in Table 6.7. 

 

Table 6.7: Particle mass fraction and mixture (particle-air) density at the injection port 
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The APS and OPC measurements for the concentration data are presented in 

dimensionless form. The dimensionless concentration was defined in Eq. (6.1) which is rewritten 

as below: 

II

m

QC

QC
C

×

×
=

sup
 

where mC  is the measured sample concentration corrected for the particle loss in the sampling 

tube, IC  is the calibrated injected concentration, supQ is the supply flow (inlet and injected), and 

IQ  is the injected flow of the carrying air. 

 

sup 4212Q lpm=
 

52IQ lpm=
 

 

Consistent with the way that experimental measurements were presented, the new mass 

fraction is defined as follows: 
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Substituting Y with C using the above equation in species transport equation we will 

have: 
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Comparing Eqs. (6.17) and (6.18) and their boundary conditions indicate that in Eq. 

(6.18), boundary conditions are independent of particle density. The molecular diffusion 

coefficient (DP) in Eqs. (6.17) and (6.18) is calculated using Stokes Einstein equation:  
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where, KB,  is the Boltzmann constant=1.3806503 × 10
-23

 m
2
 kg s

-2
 K
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            r (m), is the diameter of mono dispersed particles  

            CC, is the slip correction coefficient and computed using the following equation: 
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where 0λ =0.066 µm is the mean free path for air (which is carrying gas in this project) at 

standard condition, and dP is the diameter of particles. In order to calculate the slip correction 

coefficient correctly, 0λ and Pd are in µm, T denotes absolute temperature in K, and p is the 

absolute pressure in KPa. 

So it is seen that the diffusion coefficient is independent of particle density.  Also from 

Table 6.8 it can be seen that in Eq. (6.18) the density of the mixture varies between ~0.82 kg/m
3 

(at the injection port) and 1.225 kg/m
3
 (at the cabin inlet) for both assumed ultimate values of 

particle density.  Therefore, we can expect that the solutions of Eq. (6.18) using two different 

particle density values to be close to each other. 

Figure 6.35 shows a comparison between DPM predictions, species transport 

calculations, and APS measurements corresponding to APS location 2 on planes A-E.  The DPM 

and Species Transport simulation parameters are compared in Table 6.8.  
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Figure 6.35 Comparison between DPM predictions, species transport calculations, and APS 

measurements corresponding to APS location 2 on planes A-E (Cabin with zero pressure 

gradient) 

 

Table 6.8: Comparison between DPM and Species transport simulation parameters 

Discrete Phase Model (DPM) Species Transport 

2-phase flow 1-phase flow 

The continuous phase is air:  

ρ=1.225 kg/m
3
 

µ=1.7894e-5 kg/ms  

The continuous phase is the mixture of air and 

particles 

 

1 1

p air

Y Y

ρ ρ ρ

−
= +  

(1 )p airY Yµ ρ ρ= + −  

. (1 ).p airK Y K Y K= + −  

, ,. (1 ).p P p P airC Y C Y C= + −  

  

The Governing Equations: 

• Trajectory equation for discrete phase 

(particles) 

• Navier Stokes Equations for the continuous 

gas phase 

 

 

 

The Governing Equations: 

• Navier Stokes equations 

• Species transport equation 

• Energy equation 

• Mixture property equations 

• Stokes-Einstein equation for the 

calculation of particles diffusivity 
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Boundary Conditions: 

• At the injection port: 
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• Turbulence Model: RNG K-ε 

• Near Wall Treatment: Non-Equilibrium 

wall function 

 

• Turbulence Model: RNG K-ε 

Sct=0.7 

• Near Wall Treatment: Non-Equilibrium 

wall function 

 

 

 

• Operating Condition 

 

T=300 k 

P=101,325 pa 

Gravity =-9.81 m/s
2
 

 

 

 

• Operating Condition 

 

T=300 k 

P=101,325 pa 

Gravity =-9.81 m/s
2
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6.5. Summary 

In this chapter, the capabilities of computational approaches in predicting different 

transport phenomena in aircraft cabins was investigated by simulating the turbulent airflow and 

dispersion of inert  micron-sized spherical particles injected into a generic half cabin model.  

Two different particle injection configurations were considered in this part of study while the 

carrier air volumetric flow rate and the particles mass flow were kept unchanged for both cases 

of injection configuration.  In the first configuration, in which the particles were injected through 

a straight tube, the injection velocity of carrier air and particles at the injection port were almost 

3.5 times greater than the injection velocity of supply air at the cabin inlet nozzle.  However in 

the second configuration, in order to eliminate the effect of particle and carrier air injection 

velocity on distribution pattern of mono-disperse particles, the straight tube was replaced by the 

cone diffuser such that the injection velocity of particles was reduced to very small values.  A 

Lagrangian approach was used to predict the particle concentration at specific APS and OPC 

measurement locations inside and at the outlet of the cabin.  The steady RANS solutions for the 

airflow velocity data were used to initialize the particle-tracking calculations through the 

Discrete Phase Model (DPM).  To calculate the effects of turbulence on the dispersion behavior 

of particles, a Discrete Random Walk (DRW) model was employed.  From the simulations 

performed for the cabin with straight injection tube, the following summary and conclusions are 

reached: 

 

1. Using the steady RANS method (standard k-ε mode), a comprehensive grid 

independency study was performed by concentrating on regional mesh refinement 

using both structured and unstructured grids.  The effectiveness of both grid refining 

approaches in producing the converged velocity data was investigated and discussed. 

From the grid dependency, the benefits associated with the regional mesh refinement 

were discussed.  Using the regional refinement enabled us to have more control on 

the number and the type of the mesh elements.  The other benefit of using regional 

refinement was to reduce the number of mesh elements that that normally results in 

increased computational cost and time.  Although the initial generated coarse mesh 

was structured, two approaches were used in refining the mesh in each selected 
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refinement region.  After several tests, it was concluded that unstructured local grid 

refinement not only leads to the more accurate and reliable results , but also is 

considerably more computational time and cost effective than the structured local grid 

refinement.  The optimum mesh size and type was then used to simulate the 

dispersion of micron-sized particles. 

 

2. The turbulent airflow was simulated using LES and both steady /unsteady RANS ( 

using standard k-ε).  The comparisons between the steady/unsteady RANS velocity 

predictions indicated that although there were differences between two predictions in 

transient time but eventually the unsteady RANS predictions produced values very 

close to the steady RANS predictions.  In the region where two jets of airflow from 

the particle injection tube and cabin inlet nozzle  meet a considerable difference  (up 

to ~150%)  between LES time-averaged and RANS airflow velocity predictions was 

observed.   One can speculate that the flow structure in that region is much more 

complex than other locations therefore  RANS  is not able to capture all the flow 

characteristics (e.g. APS location 4).   

 

3. Comparison of the Steady RANS-Steady Particle Tracking (DPM) simulation results 

with the corresponding experimental data revealed that, considering the 

measurements uncertainty,   there is a good agreement between the predictions and 

measurements for the APS locations 2, 3, and 4 (on the cabin central plane).  For APS 

location 1, due to the fact that the experimental measurements are very small, 

achieving predictions with good accuracy for this location was difficult.  

 

4. A detailed study on the effect of the number of tries on the accuracy of predicted 

particle concentration data was also performed.  The investigation  showed that 

although increasing the number of tries has a positive effect on improving the average 

accuracy, beyond a specific number of tries (which is called as the optimum number 

of tries in which the average error has its minimum value), any increase in the number 

of tries does not necessarily improve the average accuracy. 
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5. Through the comparison of DPM simulations from 1-way and 2-way coupling 

schemes, it was determined that due to very low volume fraction of particles, the 

effect of discrete phase on continuous phase is negligible and the particle 

concentration predictions from above mentioned two schemes are the same.  

Comparison of DPM simulation results for dispersion of two different sizes of 

micron-sized particles, i.e., 3 µm and 10 µm, showed that particle concentration 

predictions for the smaller size particles have better agreement with the 

corresponding experimental results. This comparison also confirmed the outcome of 

the previously performed experimental study in which it was observed that smaller 

particles distributed more uniformly than the larger particles.  In other words, smaller 

particles have better mixing behavior with air circulation in the cabin.   

 

For the particle injection using the cone diffusion, the findings may be summarized as the 

followings:  

 

1. The RNG k-ε turbulence model and Non-equilibrium wall functions for the near-wall 

approach were used for the airflow simulations.  A detailed study was carried out to 

obtain an optimum number for the number of tries in the DRW model resulting in the 

best quality predictions.  Since the available experimental data included two  different 

inside cabin pressures, the investigation on the optimum number of tries was 

performed for both cases of cabin inside pressures.  It appeared that the optimum 

number of tries was 175 for both cases. 

   

2. The effect of cabin pressure gradient was studied through the comparison of particle 

concentration measurements and predictions at specified monitoring locations in the 

cabin between two cases of cabin inside gage pressures of 0 and 0.025 in of H2O.  It 

was observed that by increasing the cabin gage pressure the agreement beween 

predictions and measurements were improved.     
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3. Through the investigation of the effects of particles density on distribution behavior 

of micron-sized particles, it was determined that the distribution behavior is not a 

strong function of particle density.  
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Chapter 7 - Study of Turbulent Airflow in a Full-Size Aircraft Cabin 

Mockup 

In this chapter the turbulent airflow in a full-scale 11-row Boeing 767 aircraft cabin 

mockup is simulated.  The full-scale 11-row aircraft cabin mockup was used by Beneke (2010), 

Shehadi (2010), and Trupka (2011) in running tracer gas diffusion and particle dispersion 

experiments.  As it was discussed in details through chapters 4-6, the first step in simulating 

tracer gas diffusion or particle dispersion is the calculation of the airflow field.  The calculated 

velocity data presented in this chapter can be used later as the initial condition for the tracer gas 

and particle dispersion simulations.  Based on the outcomes of the study presented in chapter 3 

regarding the evaluation of different k-ε models, the RNG k-ε model is used to calculate the 

airflow velocity data.  In the first section of this chapter, the geometry of the cabin is explained 

in detail.  Then the approach used for creating the geometry and generating the mesh is 

described, along with the adopted numerical method for solving the governing Navier-Stokes 

equation.  In the last section the predicted velocity contours in different locations in the cabin are 

presented and discussed.  

7.1. Cabin Mockup Description
∗∗∗∗ 

Figure 7.1 shows the outside and inside views of the mockup aircraft cabin which was 

built in the Department of Mechanical and Nuclear Engineering at Kansas State University to 

experiment different transport phenomena associated with air quality in aircraft cabin 

environment.  This mockup which is amongst the largest mockup chambers in its class has 9.75 

m length and 4.72 m width as shown in Fig. 7.2.  The cabin consists of 11 rows of 7 seats, two 

seats are located in the East and West sides of the aircraft cabin and three seats are located in the 

center of each row.  Two outboard and two centered simulated stowage bins are provided above 

each row of seats.  The air diffusers are located between the two centered stowage bins (Fig. 7.3).  

                                                 

∗ In the preparation of this section,  the "Draft Final Technical Report, Contaminant Transport in Airliner Cabins 

Project, Kansas State University, 2009"  was used extensively as the main reference. 
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The remaining space between the upper parts of the inside and outside of the air craft cabin is 

occupied by the air conditioning and lighting systems' components. 

The seats are faced towards the mockup South wall and occupied by the manikins.  Two 

access doors to the cabin are provided in the north end which is considered as the rear of the cabin.  

As shown in Fig. 7.2, there are also two hallways in the eastern and the western sides of the cabin. 

The data acquisition system and the cabin control system are located in those hallways (Shehadi, 

2010).  Figure 7.3 shows the cross section of the Boeing 767 aircraft cabin.  The dimensions 

presented in this figure will be used later in creating the geometry and generating mesh required 

for the computational simulations.  The diffuser assembly is also shown in Fig. 7.4. 

 

 a: outside view 

 

b: inside view 

Figure 7.1 Outside and inside views of Boeing 767 11-row cabin mockup (Trupka, 2011). 
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Figure 7.2 Schematic diagram of the cabin simulator (plan view and not to scale). 

 

 

 

Figure 7.3 Overall cabin dimensions and air diffuser locations. All dimensions are in 

inches. Drawing is not to scale (All dimensions are in inches)  
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* 13.25 inches is the distance between the inside edges of the air inlet slots 

 

   

Figure 7.4 Mounting of the diffuser assembly in the cabin(All dimensions are in inches) 

 

 7.1.1 The cabin geometry and dimensions  

 In order to determine the geometrical specifications of the cabin’s interior profile, a 

manual method was employed.  The graph of the interior cabin profile, based on the achieved 

data, is shown in Fig. 7.5.  This graph does not include the centered stowage bin.  However, this 

part of the profile can be completed easily using other indicated geometrical data presented in 

Fig. 7.3.  Since the aircraft cabin is symmetric, the cabin profile would be symmetric as well and 

therefore only the west portion (approximately one half) of that is shown in Fig.7.5 (The front of 

the aircraft towards the South).  This portion of the profile consists of seven segments.  These 

segments are either curves or straight lines which can be defined by the equations given in Table 

7.1. 
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Figure 7.5 West Portion of the cabin profile (the centered stowage bin is not included) 

 

 

Table 7.1 Mathematical description for different segments of cabin profile  

(all data are in cm). 
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 7.1.2. The seats locations 

 The configuration of the first row of seats is shown in Fig. 7.6. The exact location of 

seats are determined by measuring the distances between the seats’ mounting location and south 

wall as well as between mounting location and cabin’s floor center line. A sample of mounting 

location is shown in Fig. 7.7. 

 

 

Figure 7.6 Configuration and orientations of the first row of seats and required coordinates 

to exact determination of seats’ locations 

 

The geometrical parameters indicated in Fig.7.6 are defined as follows:  

X-EAS      X-value for the east aisle seats: Distance between the mounting point of east isle 

seats and south wall  

Y-EAS      Y-value for the east aisle seats: Distance between the mounting point of east isle 

seats and  cabin’s  floor centerline                                                                      

X-CS        X-value for the Center seats: Distance between the mounting point of center seats 

and south wall 

Y-CS        Y-value for the Center seats: Distance between the mounting point of center seats 

and cabin’s floor centerline 

Y-WAS    X-value for the west aisle seats: Distance between the mounting point of west isle 

seats and south wall 
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Y-WAS    Y-value for the west aisle seats: Distance between the mounting point of west isle 

seats and cabin’s floor centerline                                                                      

 

 

                  Figure 7.7 Seats 'mounting point  

 

Based on the locations considered for mounting points (for the east aisle seats: contact 

point of the front right seats’ leg with the floor, for the west aisle and the center seats: contact 

point of the front left seats’ leg with the floor) the following data was achieved:   

Table 7.2 Aircraft seats locations based on their mounting points locations 

  

Mounting 

Location 
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 7.1.3. The seats dimensions 

 

In order to generate the computational grid required for running the CFD simulations, 

knowing the dimensions and geometry of seats are also required.  Figures 7.8 -7.10 provide the 

geometrical data for this purpose (All dimensions are in inches). 

 

 

                                  

  Figure 7.8 Dimension of the aisle seats from the front view  

 

 

 

   Figure 7.9 Dimension of the center seats from the front view  
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Figure 7.10 Dimension of the seats from the right view  

 

  7.1.4. The manikin dimensions 

The manikins were used in the experiments to resemble the aircraft cabin passengers.  

The manikin dimensions are also necessary to generate the computational grid.  The dimensions 

shown in Fig. 7.11 are used for this purpose. 

 

Figure 7.11 Dimensions of the manikin seated in the cabin  
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7.2. Grid generation and numerical solution methods 

Using the information presented in section 7.1 and neglecting the curves in the seats and manikins 

geometry, the geometry of the cabin with seats and manikins was created in Gambit.   Figures 7.12 and 

7.13 indicate how the geometry of the cabin was created in Gambit.  The whole volume is divided into 11 

rows and 3 columns, therefore, the whole volume consists of 33 sub-volumes (see Fig. 7.12).  As Fig. 

7.13 shows, each row is divided into 3 sub-volumes: East and West sub-volumes which are symmetric to 

each other with respect to the cabin longitudinal plane of symmetry and the center sub-volume.  These 

sub-volumes are connected to each other through interior faces.   

  

 

 

Figure 7.12 The created cabin geometry in Gambit  
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Figure 7.13 3D view of the created geometry for one row of the cabin.  The three sub-

volumes are recognizable. The sub-volumes are connected through interior faces. 

 
 

 

 

Because of the complex geometry of the cabin, the unstructured T-Grid mesh consisting 

of hybrid and tetrahedral mesh elements was generated.  The sub-volumes were meshed 

separately. Figure 7.14 shows the generated unstructured grid for one row of the cabin.  The 

generated grid for the whole geometry is also shown in Fig. 7.15. 

The initial size of the generated grid was 11,950,000 elements that led to stoppage of the 

calculations, since the number of mesh cells was higher than the available computational 

capacity of the computers used for the simulations.  Therefore, the number of mesh cells was 

decreased. For grid uncertainty purposes, three different sizes of grid were examined, i.e., 

2630000, 3667000, and 5438000.   
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Figure 7.14 Different views of the generated unstructured grid for one row of the cabin 

 
 

 

 Figure 7.15 Generated unstructured grid for the whole cabin 
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The following assumptions were employed for the numerical simulation of three-

dimensional turbulent airflow in the cabin. The assumptions are consistent with the existing 

conditions in the experiments:  

 

1.  The flow is assumed to be incompressible. 

2.  The heat transfer in the cabin is neglected. The inlet airflow is at the temperature of 27 
o
C. 

3.  The effects of buoyancy are taken into consideration. 

 

A steady RANS method was used to solve the governing Navier-Stokes equations.  The 

RNG k-ε model was applied as the turbulence model.  The second order upwind scheme was 

used to discretize the spatial derivatives in the governing continuity and momentum equations.  

Also the non-equilibrium wall function was used as the near-wall treatment.  The convergence 

criteria for all the continuity and momentum equations were set to 10
-4

.  In order to setup the 

boundary conditions at the outlet of East and West air diffusers, the airflow velocity, turbulent 

kinetic energy, and turbulent dissipation rate had to be specified at those locations.  For this 

purpose, the airflow velocities measured at the outlet of the East and the West diffusers, 

presented in Fig. 7.17, were used.  The velocity measurements were made with an 

omnidirectional probe. Figure 7.16 shows the position of the omnidirectional probe and the cabin 

air diffuser.  Determination of velocity profile at the outlet of diffuser is a major challenge 

because, as it is obvious from Fig. 7.16, the omnidirectional probe was not located exactly at the 

outlet of diffuser.  In this study we started the simulations assuming that the airflow velocities 

measured by the omnidirectional probe were the same as the airflow velocities at the diffuser 

outlet (or cabin inlet) and then the predicted velocity data at the position of omnidirectional 

probe were compared with the measurements. Based on this comparison the airflow velocity data 

at the diffuser outlet was corrected and the simulations were repeated.  In Fig. 7.17, x-axis is the 

distance in meters from the south wall and y-axis is the total velocity in meter/sec (Draft Final 

Technical Report, Contaminant Transport in Airliner Cabins Project, Kansas State University, 

2009).  Figure 7.17a shows the velocity distribution for the south half of the cabin (0m − 4.75m) 

and Fig.7.17b shows the velocity distribution for the north half of the cabin (4.75m−9.5m).  The 

data presented in Fig. 7.17 shows that the airflow velocity at the east diffuser varies between 

0.25 and 2.5 m/s; however, for the west diffuser the mean velocity data varies between 0.25 and 
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2 m/s.  In the simulations presented in this chapter, for each of the east and west diffusers  the 

average velocity over the entire cabin length was calculated and then using  Eqs (3.12)- (3.14) 

the boundary conditions for the east and west diffusers were calculated (see Table 7.3 which 

shows the first utilized boundary conditions).  Figure 7.16 indicates that the airflow velocities at 

the outlet of the diffuser are in the x-direction. 

 

Figure 7.16 Measurement location of the omnidirectional probe. Direction of traverse is 

perpendicular to the paper (Draft Technical Report, 2009) 

 

 

a: Comparison of span-wise mean velocity profiles between east and west side diffusers 

for the south half of the cabin. 



151 

 

 
b : Comparison of span-wise mean velocity profiles between east and west side diffusers 

for the north half of the cabin. 

 

Figure 7.17 Measured velocity data at the outlet of the cabin air diffusers (Draft Final 

Technical Report, 2009). 
 

 

 

Table 7.3  First tried boundary conditions at the outlet of cabin air diffusers  

 

 

 

7.3. Airflow simulation results 

As explained in details in the previous section, simulations are started using the 

omnidirectional probe measured velocity data and then based on the difference between the 

estimated and measured velocity data at the omnidirectional probe position, the boundary 

conditions for the diffuser outlet (or cabin inlet) are corrected.  Figure 7.18 shows this 

comparison which corresponds to the east omnidirectional probe positions in the south of the 
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cabin.  It is observed that the average of measured velocity data is ~ 6 times greater than the 

estimated velocity data. The reason of large difference is the strong influence of boundary 

condition created by the ceiling of the cabin. 

 

 

Figure 7.18 Comparison of measured and calculated velocity data at the omnidirectional 

probe position in the east side and south half of the cabin based on the boundary conditions 

presented in Table 7.3.  

 

Based on the difference between predictions and measurements presented in Fig. 7.18, 

the cabin inlet velocity data were increased to the values tabulated in Table 7.4.  The simulations 

were repeated using the new inlet boundary condition values for velocity, turbulent kinetic 

energy and dissipation rate.  

  

Table 7.4 Second trial values for the inlet boundary condition 
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Figure 7.19 shows the comparison between the estimated and measured velocity data 

corresponding to the east side position of omnidirectional probe in the south half of the cabin.  

For the predictions presented in this figure a grid with 5,438,000 mesh elements were used.  The 

predictions are corresponding to two different values of the angle between jet and x-axis (0 and 

45
o
).  This figure indicated that there is better agreement between predictions and measurements 

when an angle of 45
o
 is assumed for the jet of flow injected from the outlet of air diffusers.  

Therefore for the turbulent airflow simulations in the full-scale cabin mockup the angle between 

inlet airflow and x-axis is assumed to be 45
o
.     

 

 

Figure 7.19 Comparison of measured and calculated velocity data at the omnidirectional 

probe position in the east side and south half of the cabin based on the boundary conditions 

presented in Table 7.4.  

 
 

 

For the grid uncertainty analysis, the velocity distribution along a lateral line located at 

the height of 1.65 m and z=3 m was calculated using three different sizes of grids, i.e., 2630000, 

3667000, and 5438000.  Figure 7.20 shows the comparison between the predicted velocity 

distributions for the examined grids.  
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Figure 7.20 Comparison between predictions for the lateral velocity predictions from three 

examined grids and experimental data (y=1.65m). 

 
 

Considering Fig. 7.21 which shows the experimentally determined lateral velocity 

distribution and comparing that to the calculated velocity distribution presented in Fig. 7.20 

indicate that the RANS model was successful to predict two peaks in lateral velocity distribution.  

 
 

Figure 7.21 Experimentally determined lateral distribution of velocity data in full-scale 

cabin mockup. 
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Using the boundary conditions indicated by Table 7.4, and considering an angle of 45
o
 

between the x-axis and the injected airflow at the inlet of the cabin, the contours of velocity 

magnitudes on two cross sections of the cabin are shown in Figs. 7.22 and 7.23.  One of the cross 

sections is between rows 2 and 3 and the other is the cross section at the second row.   Figs. 7.24 

and 7.25 show the grid distribution corresponding to these planes.  

 

Figure 7.22 Contours of velocity magnitude on plane z=7.6715895 m (between rows 2 and 3, 

the distance between the plane and the sough wall is 1.828 m) 

 

Figure 7.23 Contours of velocity magnitude on plane  z=7.00 m (rows 2, the distance 

between the plane and the sough wall is 2.4996 m) 
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Figure 7.24 The grid distribution on plane z=7.6715895 m (between rows 2 and 3, the 

distance between the plane and the sough wall is 1.828 m) 

 

 

 

Figure 7.25 The grid distribution on plane z=7.00 m (rows 2, the distance between the plane 

and the sough wall is 2.4996 m) 
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 7.4. Summary 

In this chapter the details of geometry and grid generation for the full-scale aircraft cabin 

mockup were presented.  The entire cabin volume was divided into 11 rows and each row was 

divided into 3 parts; therefore, the entire cabin volume was divided into 33 sub-volumes for the 

grid generation.  The generated mesh was used for the simulation of airflow while steady RANS 

was applied to solve the governing Navier-Stokes equations.  The simulations started with ~ 11 

million hybrid/tetrahedral mesh elements of T-Grid type, but since that size of grid was beyond 

the computational capacity of the computers used for the simulations, the number of mesh 

elements was decreased. Three different sizes of grids were examined for grid uncertainly 

purposes. The number of mesh elements in all three examined grids was 66 10× .  Since the 

velocity data at the outlet of the air diffusers were not known, the mean velocity data measured 

by the omnidirectional probe were used to determine the boundary conditions at the inlet of the 

cabin initially.  Then, based on the difference between measured and estimated velocity data at 

the omnidirectional probe position, the boundary conditions at the inlet of the cabin were 

corrected and the simulations were repeated.     
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Chapter 8 - Conclusions 

 

The main purpose of this research was computational modeling of complex turbulent 

transport phenomena in aircraft cabin environments. In order to accomplish the research 

objectives, in the first phase, the turbulent airflow in a Boeing767 generic half-cabin was 

simulated using RANS and LES methods. Then, in the second phase, the diffusion of a tracer gas 

(CO2) was simulated through the solution of species transport equation along with Navier-Stokes 

equations.  In the third phase, the turbulent dispersion of micron size spherical DOP particles 

was modeled using DPM.  Finally, in the fourth phase, the turbulent airflow inside a full-scale 

11-row Boeing 767 aircraft cabin mockup was simulated using a RANS method.  In this chapter, 

the conclusions that were derived in each phase of the research are listed, as well as 

recommendations for the future research in this area. 

 

Through the validation of simulations in the first phase it was concluded that 

 

• LES  with the Werner-Wengle wall function can predict the  unsteady airflow velocity 

field with relative high accuracy. 

• The errors associated with the RANS method are much more than that of LES.  

• Amongst the three different k-ε models: standard, RNG and Realizable, the RNG k-ε 

leads to the most accurate predictions.   

• Monitoring the PIV windows' center point values of LES predictions, leads to better 

agreement between the LES predictions and PIV measurements for the instantaneous 

velocity data comparing to the case when the  corresponding PIV windows' area-

averaged values are monitored. However, there is no difference between the two 

monitoring schemes in predicting the general behavior of airflow velocities. 

• Due to the more complex flow-structure in the middle of the cabin, the agreement 

between the  LES predictions and PIV measurements is not as good as that for other PIV 

locations.  A local refinement in grid size is recommended to get more accurate results in 

this region in the future. 
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• Studying the effect of halving the cabin inlet nozzle height on the airflow behavior, while 

the airflow rate remains unchanged, indicated that by halving the nozzle height and 

consequently doubling the inlet velocity, the magnitude of flow velocities in PIV 

locations 1 and 4 increased dramatically (by 100%).  However, in PIV locations 2 and 5, 

the increase in the velocity value is slight and not as much.  It was also realized that the 

airflow located in PIV location 3 that used to be almost stationary in the full-height 

nozzle case has the tendency of moving to the upper left corner of the cabin model. 

In the second phase, the capability of CFD modeling in simulating the tracer gas (CO2) 

diffusion was studied.  For this purpose, the species transport model was used with LES to 

predict the instantaneous tracer gas concentration data at specified sampling locations in the 

cabin: 

• Although the comparisons between the tracer gas concentration predictions and 

measurements indicated an excellent agreement at some sampling points, the average 

error at some other sampling locations was much higher and error values up to ~23% 

were observed. 

• Since the flow in the middle of cabin has more complexities comparing to the flow in 

other locations, the predictions in that region is more sensitive to the mesh size.  

Therefore, regional mesh refinement for the PIV location 3 is recommended in order to 

get more accurate predictions.  

In the third phase, dispersion of inert micron-size spherical particles was simulated using 

DPM.  The effects of turbulence were calculated through the application of the DRW model.  The 

RANS method was used to calculate the continuous-phase (airflow) velocity field.  Through the 

simulations for the cabin with straight particle injection tube the following conclusions were 

reached: 

 

• The regional mesh refinement enabled us to have more control on the number and the 

type of the mesh elements.  Using the regional mesh refinement reduces the number of 

mesh elements that normally results in increased computational cost and time.  
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• Unstructured regional mesh refinement not only leads to the more accurate and reliable 

results , but also is considerably more computational time and cost effective than the 

structured regional mesh refinement.   

• Considering the measurement uncertainty, good agreement between the predictions and 

measurements for the APS locations 2, 3, and 4 (on the cabin central plane)  was 

observed.  For the APS location 1, due to the fact that the experimental measurements are 

very small, achieving predictions with good accuracy for this location was difficult.  

• Although increasing the number of tries in DRW model has a positive effect on 

improving the average accuracy, beyond a specific number of tries (which is called as the 

optimum number of tries in which the average error has its minimum value) an increase 

in the number of tries does not necessarily improve the average accuracy. 

• Due to very low volume fraction of particles, the effect of the discrete phase on the 

continuous phase is negligible and the particle concentration predictions from 1-way and 

2-way coupling schemes are the same.  

• The DPM simulation results for the smaller size particles (3 µm particles compared with 

10  µm particles) showed better agreement with the corresponding experimental results.   

• The DPM simulations also confirmed the outcome of the previously performed 

experimental study in which it was observed that smaller particles distributed more 

uniformly than the larger particles.  In other words, smaller particles have better mixing 

behavior with air circulation in the cabin.   

In the third phase and through the simulations for the particle injection using the cone diffuser, 

the following conclusions were achieved:  

• Through a detailed study, carried out to obtain an optimum number for the number of 

tries in the DRW, it was realized that the optimum number of tries was 175 for both cases 

of pressurized and non-pressurized cabin. 

•  The agreement between the DPM predictions and APS measurements experienced an 

improved by increasing the cabin gage pressure from 0 and 0.025 in of H2O.   

• Through the investigation of the effect of particles density on distribution behavior of  

micron-sized particles it was determined that the distribution behavior is not a strong 

function of particle density.  
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In the fourth and last phase, geometry of the full-scale 11-row cabin was produced and 

the corresponding computational grid was generated.  The generated mesh was used for the 

simulation of airflow using steady RANS.   The calculated velocity data can be used as the initial 

condition for future tracer gas diffusion and particle dispersion measurements. 
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ABSTRACT  

In order to study the capability of computational methods in investigating the mechanisms associated with disease 

and contaminants transmission in aircraft cabins, the Computational Fluid Dynamics (CFD) models are used for 

the simulation of turbulent airflow and tracer gas diffusion in a generic aircraft cabin mockup. The CFD models are  

validated through the comparisons of the CFD predictions with corresponding experimental measurements.  It is 

found that using Large Eddy Simulation (LES) with the Werner-Wengle wall function, one can predict  unsteady 

airflow velocity field  with relatively high accuracy. However in the middle region of the cabin mockup, where the 

recirculation of airflow takes place, the accuracy is not as good as that in other locations.  By examining different k-

ε models, the current study recommends the use of the RNG k-ε model with the non-equilibrium wall function as a 

RANS model for predicting  the steady-state airflow velocity. It is also found that changing the nozzle height has a 

significant effect on the flow behavior in the middle and upper part of the cabin, while the flow pattern in the lower 

part is not affected as much. Through the use of LES and species transport model in simulating tracer gas diffusion, 

a very good agreement between predicted and measured tracer gas concentration data is observed for some 

monitoring locations, but the agreement level is not uniform for all locations. The reasons for the deviations 

between predictions and measurements for those locations are discussed in the paper.  
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INTRODUCTION  

According to the Bureau of Labor Statistics [1], the number of commercial airline 

passengers experienced an average growth of 340% between the years 1970 and 2008.  Also the 

statistics published by the Bureau of Transportation [2] indicates 650-800 million passengers 

travel by aircrafts each year in the United States, around 20% of those are international 

passengers. Considering the close proximity of this huge number of passengers in aircraft cabins, 

the potential risk of spreading biological contaminants and diseases between passengers has been 

raised dramatically due to the impressive increasing trend in the number of airline passenger 

especially in international flights. Global outbreaks of SARS and swine flu, in the first decade of 

the current century, were the two instances in which airline passengers had the key role in 

spreading these diseases. Therefore this serious potential threat to airline passengers has been the 

major reason for conducting this research which deals with the air quality in commercial aircraft 

cabins. 

Since the biological contaminants and/or diseases may spread among aircraft passengers 

in the form of exhaled breath gases, cough or sneeze droplets, and airborne pathogens, the study 

of air quality in such enclosures requires the study of different transport phenomena: transport of 

mass, momentum, and energy.   Due to the advances in computer technologies which have 

enabled researchers to solve the governing partial differential equations numerically, with 

relatively high degree of accuracy, in a cost and time effective manner, the use of Computational 

Fluid Dynamics (CFD) has increased considerably in this field of research in recent decades.  

There are a number of relevant research articles in the literature that have used 

computational methods in order to study the complex transport phenomena existing in enclosed 

environments such as aircraft cabins. Garner et al. [3] presented a CFD model which was 

developed to simulate the airflow characteristics in a Boeing 747 aircraft cabin. The applied CFD 

model was used to predict the unsteady buoyant ventilation flow field in an aircraft cabin at 

cruise condition.  

 Lin et al. [4, 5] performed a numerical simulation of airflow and airborne pathogen 

transport in a Boeing 767 commercial aircraft cabin. Two types of turbulence models were used 

in that study: Large Eddy Simulation (LES) and Reynolds Averaged Navier-Stokes (RANS). It 

was observed while RANS simulation substantially under-predicted the turbulent intensity, the 

LES predicted values were in good agreement with the test data. Based on the LES results, the k-

ε equations in the RANS model were modified and then used in simulating the disease 

transmission. Less than 1/100 of the computing resources was required for the equivalent LES 

simulation of particle transport in the same cabin. In another research conducted by Lin et al. [6], 

the CFD predicted velocity data for turbulent airflow in a generic cabin model were compared 

with corresponding Particle Image Velocimetry (PIV) measurements. The main focus of that 

study was using LES simulation to compare the temporal variations in the experimental data. 

The good agreement between the simulation results and measured data validated the LES 

predictions. Also it was observed that energy-spectrum function calculated from the LES 

velocity prediction had an excellent correlation with the Kolmogrov spectrum law in the 

universal equilibrium range. 

In order to investigate the effects of using two different air distribution systems on the 

contaminants propagation patterns in aircraft cabin and between passengers,  Tang et al. [7] used 

a Finite Volume method to produce a three-dimensional contaminant dispersion model for a 4-
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row section of a Boeing 767-300 aircraft cabin. They assumed the cabin was pressurized and the 

heat transfer effects were negligible. The standard k-ε turbulence model was used to solve the 

governing momentum equations. Comparisons of simulation results for CO2 concentration and 

droplets residence times between two air distribution systems indicated that using the Under 

Floor Air Distribution (UFAD) system, because of producing better flow circulation, leads to 

lower level of  carbon dioxide and shorter residence times for the contaminant droplets 

comparing to the Ceiling Air Distribution (CAD) system. Through the experiments and CFD 

simulations by Yan et al. [8], it was found that the contaminant source location has a significant 

effect on pollutant transport within the cabin. In that research, the contaminant dispersion in a 5-

row section of a Boeing 767-300 aircraft cabin was simulated through modeling tracer gas 

diffusion. It was also realized that increasing the ventilation rate is not necessarily useful for the 

receptors close to the source.  

Su et al. [9] used three different sub-grid scale models of LES simulation for predicting 

airflow velocity, air temperature, and contaminant concentration in an air ventilated room. 

Validation of the simulations indicated an acceptable agreement between computational and 

experimental profiles of velocity, temperature, and contaminant concentration except for the near 

wall regions. That study demonstrated the capability of LES, as an efficient tool, in studying 

indoor air quality. Zhao et al. [10] developed a simplified computational model to simulate the 

airflow in ventilated rooms more time and cost effectively which was easier to work with 

especially for design engineers. They used the N-point Air Supply Opening Model (ASOM) 

technique to overcome the difficulties associated with specifying the boundary conditions at the 

air supply diffuser and also to reduce the number of mesh elements. Zhang and Chen [11] used a 

commercial CFD software to study the effects of using under-floor and personalized air 

distribution systems in improving the performance of air distribution systems in aircraft cabins.  

They used the RNG k-ε model for solving the Navier-Stokes equations. Their CFD model was 

first validated through the comparisons of the predictions for airflow velocity, air temperature, 

and tracer gas (SF6) concentration with the corresponding measurements for the mixing type air 

distribution system. The comparisons indicated that while there was a good agreement between 

predictions and measurements for airflow velocity and air temperature data, there was a large 

discrepancy for the SF6 concentration data for some locations. After the validation of the CFD 

model, it was used in studying and analyzing the performance of three types of air distribution 

systems: mixing, displacement and personalized, through the simulation of transport phenomena 

in a 4-row section of a Boeing 767-300 aircraft cabin. Liu et al. [12] reviewed all the 

experimental and computational investigations performed in studying the airflow distribution and 

contaminant dispersion in aircraft cabins in the past two decades. They classified the 

experimental research into three categories: heat transfer-based devices (hotwire and hot-sphere 

anemometers), optical-based devices (particle tracking, particle streak and particle image 

velocimetries), and acoustic-based devices (ultrasonic anemometer). They also categorized the 

computational research in two groups of models: Zonal models and CFD models. Abdilghanie et 

al. [13] investigated the effect of using laminar and turbulent inlet velocity profiles on the 

behavior of turbulent flow inside a simple room through LES. They also compared the 

performances of LES and k-ε models in predicting the flow characteristics in the same room. 

Their study showed that the standard k-ε model is less sensitive to the level of turbulence at the 

inlet than the LES model.  It was also found that when the flow at inlet is laminar, the standard k-

ε model fails to capture the slow development of the jet which is realized by LES.   
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 The present study is designed to simulate the turbulent airflow and tracer gas diffusion in 

a generic aircraft half-cabin mockup model. Since the geometry of the cabin as well as the flow 

conditions at the boundaries are symmetric with respect to the aircraft cabin's longitudinal plane 

of symmetry, it can be expected that the mean flow characteristics show a symmetric behavior 

with respect to that plane. Due to the stochastic nature of turbulent flow fluctuations, the 

instantaneous flow characteristics are not symmetric. However,  in this study, the mean 

quantities are of the interest and therefore studying the flow in one half of the cabin is sufficient 

while it can decreases the costs associated with building the whole cabin and performing the 

required experiments in a larger space. Gambit is used as the grid generation tool and FLUENT 

is used as the CFD solver for the simulations presented herein.  In the first part, the airflow 

characteristics are investigated. Two types of turbulence models are employed: LES and RANS. 

The LES model provides the temporal velocity variations while the RANS model is used to 

simulate the airflow for steady conditions. The predictions from both LES and RANS models are 

compared with the PIV measured data for five monitoring surfaces on the cabin center plane 

parallel to the bulk airflow direction [14]. Throughout these comparisons the capability of the 

two types of aforementioned turbulence models in predicting the airflow velocities are discussed 

and compared. The effects of applying different k-ε models on the accuracy of steady RANS 

simulations are also studied. Then the effect of reducing the inlet nozzle height to one-half of its 

original size, while maintaining the Reynolds number for inlet airflow at the same value, on 

turbulence level and airflow velocities is examined. In this part, the predictions are validated by 

comparing them with the corresponding PIV measurements. In the second part, the turbulent 

diffusion of tracer gas is simulated by solving the species transport equation. LES is used in 

solving the Navier-Stokes equations governing the turbulent flow of air as well as the species 

transport equation for tracer gas mixture. The simulations are validated through the comparison 

of time-averaged predicted concentration of the tracer gas in specified monitoring locations in 

the cabin with the corresponding experimental measurements. 

EXPERIMENTS 

The generic cabin mockup model (Figs.1-2) has the key features of one-half of a twin-

aisle Boeing 767 aircraft cabin. The upper left and upper right corners represent the overhead 

bins. The slit right below the upper left corner represents the nozzle port through which the fresh, 

conditioned air comes into the cabin and the slit in the lower right corner represents the outlet 

port for exiting exhaust air.  
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Fig. 2  Full scale generic aircraft half-cabin mockup model [14]. 

 

The PIV measurements were taken at the five measurement locations (Fig. 2) when 

the airflow inside the cabin was fully developed [14]. Although the velocity measurements 

were made for two different inlet nozzle height: 53 mm (full-height) and 26.5 mm (half-

height), the average airflow rate coming into the cabin was maintained at the constant value 

of 4.2 m
3
/min in all the airflow velocity and tracer gas concentration measurements.  

 

 

Fig. 2  Dimensions of the generic cabin model and the location of PIV monitoring 

windows on the cabin central plane (units in mm) [15]. 

 

In the tracer gas measurements, carbon dioxide was used as the tracer gas. A 12.7 mm 

schedule-40 porous polythene tube was installed horizontally inside the cabin perpendicular 

to the xy plane. One end of the tube was connected to a CO2 tank through the back wall 

(corresponding to z=-1.067m) of the cabin while the other end was capped and positioned 

134 mm from the opposite wall.  The tube passed through the central point of the location 2 

of the PIV measuring windows as shown in Fig. 3.  A pressurized CO2 tank (p~5500 kPa) 

containing CO2 with the purity of more than 99.6% was used to supply the carbon dioxide 
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required for the experiments. By passing through an expansion valve, the pressure of carbon 

dioxide was regulated down from ~5500 kPa to an atmospheric pressure. Since the density of 

CO2 at the atmospheric pressure is higher than the air density at the same pressure and 

temperature, in order to maintain the neutral buoyancy condition, before flowing into the 

injection tube, CO2 was blended with Nitrogen such that the density of the diluted CO2 in the 

injection tube reached approximately to the density of air.  Carbon dioxide was injected 

through small holes uniformly distributed over the circumferential surface of the injection 

tube. Figure 3 shows a schematic representation of the generic cabin model with the installed 

injection tube.  In specifying the boundary conditions required for solving  the species 

transport equation, the concentration of the carbon dioxide in the incoming air, which is in 

the range of ~300 - 400 ppm, is taken into account. In the experiments, the CO2 was injected 

after quasi-steady conditions were achieved for the turbulent airflow in the cabin. Also the 

measurement of the carbon dioxide concentration was performed when the flow of air-CO2 

mixture showed a quasi-steady behavior. In tracer gas experiments, the inlet nozzle height 

was 26.5 mm (half-height nozzle) [14].  

 

 

 

Fig. 3  A schematic view of the experimental setup for tracer gas measurements. The xy 

view of the setup shows the tracer gas sampling points above and below the injection 

tube. 
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NUMERICAL SOLUTION METHOD 

In this study the following assumptions are employed for the numerical simulation of 

three-dimensional turbulent airflow and tracer gas diffusion in the cabin. The following 

assumptions are consistent with the existing conditions in the experiments: 

5. In the LES model, the flow is considered unsteady while the RANS model employs 

steady flow conditions.  

6. In all the cases the flow is assumed to be incompressible. 

7. The heat transfer in the cabin is neglected. The inlet airflow is at the temperature of 27 
o
C. In simulating the carbon dioxide diffusion, the temperature of injected CO2 is also 

considered to be 27 
o
C. 

8. In simulating the turbulent flow and tracer gas injection, the effects of buoyancy are 

taken into consideration. 

9. No chemical reaction is assumed to take place in the tracer gas diffusion calculations. 

The governing equations for the instantaneous turbulent flow field and species transport 

in the cabin are: 

Continuity: 
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where, ui (m/s) denotes the velocity components, xi (m) represents the position along the 

coordinate directions, t (s) is the time,  and µ (Pa.s) and ρ (kg/m
3
) are the dynamic viscosity and 

density of air or air-CO2 mixture, respectively. Also p (Pa) is the static pressure, gi (m/s
2
) is the 

gravity acceleration. Y is the species mass fraction, and D (m
2
/s) is the molecular diffusion 

coefficient of carbon dioxide in air-CO2 mixture.   

To solve the governing Navier-Stokes equations for the turbulent flow inside the cabin, 

two turbulence models are applied: LES and RANS.  

In the LES model, the Smagorinsky-Lilly SGS model [16, 17] is used to calculate the 

turbulent viscosity. The Smagorinsky constant is selected as 0.14.  The second order central 

differencing is used to discretize the spatial derivatives. The time step size is 0.05 s and the 

second order implicit method is used as time marching scheme. The convergence criteria for the 

continuity and the momentum equations are 10
-4 

and 10
-5 

respectively. The Werner-Wengle wall 

function [18, 23] is used for the near wall solution. The reason for using the Werner-Wengle wall 

function, as explained elaborately by Werner and Wengle [18], is its simplicity as well as its 
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accuracy in comparison with the other near wall functions. While other functions are multi-

domain functions based on non-dimensionalized velocity and distance from the wall, the 

Werner-Wengle wall function defines unique relationships between shear stress and velocity that 

enhances accuracy and reduces the computational time.  

In the RANS models, three types of k-ε model are employed: Standard, 

Renormalization Group (RNG) and Realizable. The non-equilibrium wall function is used as 

the near wall treatment. The second order upwind scheme is used to discretize spatial 

derivatives in the governing equations. For the LES simulations, the time step size is 0.05 s 

and the second order  implicit method is used as time marching scheme. The same 

convergence criteria as in the LES model are used for the continuity and the momentum 

equations in the steady RANS simulations. For the k and ε equations, the convergence criteria 

are both 10
-5

.  

In simulating the carbon dioxide diffusion in the cabin, the species transport model is 

used while LES is applied to solve the governing Navier-Stokes equations.  The molecular 

diffusion coefficient of the carbon dioxide in the air-CO2 mixture is assumed to be constant and 

have the estimated value of 51.57 10−× m
2
/s [19]. The turbulent Schmidt number is taken as equal 

to 0.7. The volumetric-weighted mixing and mass weighted mixing laws [23] are used to 

calculate the mixture density and viscosity, respectively. 

RESULTS AND DISCUSSION 

Uncertainty Study (Check for the Grid-Independent Solutions)  

The uncertainty studies were done for the cabin in both cases of full-height and half-height 

air inlet nozzles. However,  in this section the results of uncertainty study for the cabin with 

full-height nozzle is presented. LES and RANS were used for solving the turbulent flow 

governing equations.  In order to solve the governing equations, the boundary conditions (for 

both LES and RANS) and initial conditions (just for LES)  need to be specified.  The 

boundary conditions are: velocity-inlet  for the flow at the inlet of the cabin mockup, no slip 

stationary wall for the cabin mockup walls and outflow for the flow at the outlet of the cabin 

mockup. In setting the boundary conditions at the inlet, for both LES and RANS (for all k-ε 

models), the flow velocity as well as the turbulent kinetic energy and dissipation rate are 

specified at the inlet. Knowing the air kinematic viscosity and airflow rate at the inlet, the 

average airflow velocity at the inlet can be calculated. In the simulations performed in this 

study, it is assumed that the velocity at the inlet is uniform and equal to the calculated 

average velocity.  In order to calculate the turbulence intensity at the inlet, the airflow 

Reynolds number based on the inlet hydraulic diameter is determined. Following the 

calculation of the Reynolds number, the turbulent intensity, turbulent kinetic energy, and 

turbulent dissipation rate at the inlet can be calculated through the equations listed below 

[23]: 

8/1)(Re16.0 −=
HDI         (4) 
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where I is the turbulence intensity, 
HDRe is the Reynolds number based on the hydraulic 

diameter, DH (m) is the hydraulic diameter, k (m
2
/s

2
) is the turbulent kinetic energy, ε (m

2
/s

3
) 

is the turbulent dissipation rate, U(m/s) is the average velocity at the inlet, µC  is an empirical 

constant which is approximately equal to 0.09, and l  is the turbulence length scale 

( HD07.0=l ). The calculated turbulent kinetic energy and dissipation rate from the above 

equations are used in setting the boundary conditions at the inlet for LES as well as all the k-ε 

models used in RANS. Since the velocity at the cabin inlet nozzle has its maximum 

magnitude throughout the flow field  in the cabin, from Eqs. (4)-(6) it can be seen that, at the 

inlet, the turbulent kinetic energy and dissipation rate can possibly have their maximum 

magnitudes through in the cabin.  We studied the contours of turbulent kinetic energy and 

dissipation rate calculated through the simulations and confirmed the above postulation. 

Following the calculation of turbulent kinetic energy and dissipation rate, the Kolmogorov 

length (η) and time (τ) scales were determined as 49.28 10−× m and 0.0589 s, respectively, 

through the following equations [23, 24]: 

  

1/4
3ν

η
ε

 
=  
 

         (7) 

  

1/2
ν

τ
ε

 
=  
 

         (8) 

where η (m) is the Kolmogorov length scale, τ (sec) is the Kolmogorov time scale and ν (m
2
 

/s) is the kinematic viscosity. As discussed earlier, the turbulent dissipation rate has its 

maximum magnitude at the inlet, therefore through Eqs. (7) and (8) it can be realized that the 

Kolmogorov length and time scales experience their minimum values at the inlet of the 

cabin, i.e. for the entire flow field in the cabin m
41028.9 −×≥η  and s0589.0≥τ . The 

numbers of mesh cells in the tested four different grids in this study are: 306900, 576000, 

1024000 and 2340000. In all the cases the meshes are structured, Map type, and made of 

orthogonal hexahedral elements. Through the comparison of mesh spacing range with the 

Kolmogorov length scale, the grid spacing corresponding to the finest mesh (2,340,000 mesh 

elements) varies in the range of 7η- 34η.  Since the predicted data from LES have temporal 
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behavior, the time mean values as well as the root-mean-squared (RMS) data are used in the 

calculation of variations in the velocity predictions as the grid size changes. Figure 4 shows a 

comparison between the LES predictions for the x-component of airflow velocity using 

different grid sizes and the corresponding PIV measurements corresponding to the location 5 

of the PIV measuring windows. Figures 5 (a, b) and 6 show the converging behavior of the 

LES and RANS predicted x-component of velocity data as the number of grid is increased. 

The deviation for every grid size was calculated based on the relative difference between the 

predictions corresponding to that grid size and the finest grid (2,340,000).  As typically 

shown in Fig. 4, the LES predictions from the finest mesh have the closest RMS and mean 

values to those of PIV measurements.  Also, as shown in Fig. 5, the LES predictions 

demonstrate better converging behavior in locations 1 and 4 in the upper region of the cabin 

comparing to the middle and lower regions.  Figure 6 indicates that in the steady RANS 

simulations, the location 3 at the middle of the cabin is associated with the highest grid 

uncertainties comparing to the other locations. It means that the flow in the middle region of 

the cabin has more complex structure and in order to predict the flow behavior more 

accurately, the regional mesh refinement is required.   

 

 

Fig. 4 The results of uncertainty study for the cabin with full height nozzle when x 

component of velocity data are predicted for the location 5 of the PIV measuring 

windows. The PIV data were produced by Lebbin [14]. 
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(a) Deviations based on mean values (time averaged values) 

 

(b) Deviations based on RMS values 

 

Fig. 5  The converging behavior of x-component of velocity deviations with respect to 

the corresponding prediction from the finest grid for all the PIV measuring windows. 
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Fig. 6  The converging behavior of x-component of velocity deviations with respect to 

the corresponding prediction from the finest grid from steady RANS solution for all the 

PIV measuring windows. 

 

 

Study of Airflow in Cabin: Full-Height and Half-Height Nozzle Cases 
 

a. Airflow Simulation in Cabin with Full-Height Nozzle  

This section starts with the LES simulation of turbulent airflow in the generic cabin with full-

height inlet nozzle. The CFD grid used in this part of study consists of 2,340,000 hexahedral 

cells with the grid spacing varied in the range of 7η- 34η (through the comparison of edge 

grid spacing with the Kolmogorov length scale) .  Also the time step size of 0.05 s is used in 

all LES simulations presented in this paper. In order to validate the simulation, the LES 

predictions are compared with the PIV measurement data as well as the CFD predictions by 

Lin et al.[6] at each of the five PIV measuring locations. The time interval between the each 

of two succeeding PIV sampling data was 0.2 s [6, 14]. A comparison between the 

corresponding LES parameters used in this study and those used by Lin et al. [6] is shown in 

Table 1. As seen in Fig. 7, there is a good agreement among the simulation results of this 

study, PIV measurements, and those of Lin et al. [6] CFD simulations for location 1 of the 

PIV measuring window.  The predictions and measurements for other PIV measuring 

window locations are similarly compared well. Especially, the comparisons indicate that the 

simulations predict the ranges of variations of instantaneous velocities fairly close to the 

variation ranges of the measurements. Since the PIV measuring window locations are on the 

central plane (z=0) the magnitude of z-components of velocity data are very small and close 

to zero and that's the reason they are not presented here. 
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Table 2. Comparison between the important parameters in the simulations. 

 

 

 

 

 

(a) x-component of velocity data at PIV location1 
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(b) y-component of velocity data at PIV location1 

  

Fig. 7  Comparison of the predicted values (this study), PIV measurements [14] and 

predictions produced by Lin et al. [6] for the airflow velocity data corresponding to the 

location 1 of the cabin with full height nozzle. 

 

 

In the above comparisons, the center point of each PIV measuring window was 

selected to monitor the predicted velocity data. However in the experiments, the PIV velocity 

data were averaged over the area of each measuring window. In order to study the effect of 

changing the monitoring surfaces from the center points to the whole area of the PIV 

measuring windows on the predicted velocity data, the simulation results were reprocessed 

based on the area weighted average values of velocities over the measuring windows areas.  

Figure 8 shows the comparisons between the predictions from two differently processed 

velocity values and the corresponding experimental data for location 2 of the PIV window.  

In Fig. 8, it is observed that although the mean temporal behaviors of the predictions are 

almost the same between the two different simulation data sets, the area-averaged data set 

shows a smoother curve, which means the area-averaged velocity experiences less 

fluctuations than the local velocity at the center point of the window.  
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(a) x- component of velocity data at PIV location 2 

 

 

(b) y- component of velocity data at PIV location 2 

 

Fig. 8  Study the effect of choosing monitoring surface on the predicted velocities, 

corresponding to location 2 of the cabin with full-height nozzle, through comparison 

with PIV measurements [14]. 

 

 

Figures 9 and 10 represent the comparisons between the predictions for the x-component of 

airflow velocity data in locations 3 and 5 of the PIV measuring windows from the steady 

RANS simulations using three types of the k-ε turbulence models and the corresponding 

time-dependent PIV data.  In the RANS simulations, the non-equilibrium wall function is 

used as the near wall treatment and also the finest mesh (with the grid number of 2,340,000) 
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that previously used for the LES simulations is used for RANS simulations as well. Although 

the accuracy of RANS predictions is considerably less than LES, the computation time and 

cost associated with LES simulations are much more than RANS. Among the three examined 

RANS models: the standard k-ε [20] the RNG k-ε [21] and the realizable k-ε [22], the RNG 

predicted value is closer to the mean value of the experimental data. The predictions from all 

the examined types of the k-ε turbulence models are greater than the mean values of PIV 

measurements and LES predictions. Based on the simulations performed in this study, the 

RNG is the most accurate model. 

 

 

Fig. 9  Comparison of the steady RANS predictions for the x-component of velocity data 

with the corresponding time dependent PIV data [14] at location 3 of PIV measuring 

window. 

 

 

 

Fig. 10  Comparison of the steady RANS predictions for the x-component of velocity data 
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with the corresponding time dependent PIV data [14] at location 5 of PIV measuring 

window. 

b. Airflow Simulations in Cabin with Half-Height Nozzle 

This section presents the study of flow characteristics when the cabin nozzle height is 

reduced to one-half of its original size. As the flow rate of the incoming air to the cabin 

remains the same, by halving the nozzle height, the magnitude of the airflow velocity at the 

inlet is doubled. So it is expected that the magnitude of each airflow velocity component in 

the cabin experiences an increase. Figures 11 and 12 compare the PIV measurements [14] 

with the LES predictions from this study for the airflow x and y velocity components in 

locations 1 and 3 of the PIV measuring windows (The predictions and measurements 

corresponding to locations 2 and 5 are also well compared similar to location 1).  As 

explained previously, the comparisons for z-component of velocity data is not presented here. 

The sampling frequency in PIV measurements is 7.5 Hz. A structured grid consisting of 

2,225,000 hexahedral mesh cells with the grid spacing in the range of 4η-43η is used in LES 

simulations for this part of study. Similar to the simulations done for the cabin with full-

height nozzle, the time-step size of 0.05 s is used in LES simulations for the cabin with half-

height nozzle as well.  The comparisons indicate that, except for the location 3 of the PIV 

measuring windows, LES predicts the range of flow velocity variations fairly well. In 

location 3, however, due to the complexities associated with the flow in this region, the 

agreement between the LES predictions and PIV measurements is not as good for all flow 

times.  For example, in Fig. 12, for the times between ~12 s to ~30 s and also greater than 

~35 s there is not an acceptable agreement between LES and PIV data. It seems in order to 

get better predictions for such regions in which the airflow patterns are more complicated, 

local grid refinements are needed.  

 

 

(a) x-component of velocity data 
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(b) y-component of velocity data 
 

Fig. 11  Comparison of the LES predictions and PIV measurements [14] for the x-

component of velocity data corresponding to the location 1 of the cabin with half-height 

nozzle. 

 
 

 

 

 

 

(a) x-component of velocity data 
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(b) y-component of velocity data 

 

Fig. 12  Comparison of the LES predictions and PIV measurements [14] for velocity data 

corresponding to the location 3 of the cabin with half-height nozzle. 
 

  

 

Comparisons of the velocity data between the full and half-height nozzle cases indicate that 

by halving the nozzle height, the mean value of the predicted as well as measured flow 

velocity data corresponding to locations 1 and 2 of the PIV measuring windows are 

approximately doubled (compare Fig. 7 with Fig. 11). However for the locations 4 and 5, the 

expected increase in the velocity is slight and not as much as that experienced in the locations 

1 and 2 (Fig. 13).  In addition, comparison of the PIV measurements for the velocity data 

corresponding to the location 3 (as shown in Fig. 14) implies that by halving the nozzle 

height and consequently doubling the inlet airflow velocity, the flow in the location 3, which 

used to be almost stationary in the full-height nozzle case, takes the tendency of moving to 

the upper left corner of the cabin. 

 

(a): x-component of velocity data 
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(b): y-component of velocity data 

 

Fig. 13  Study the effect of decreasing the cabin nozzle height through a comparison 

between the PIV measured velocity data [14] corresponding to the location 5 of the PIV 

measuring windows for two cases of full and half-heigh nozzle. 

 

 

 

(a): x-component of velocity data 
 

 



190 

 

 
(b): y-component of velocity data 

 

Fig. 14  Study the effect of decreasing the cabin nozzle height through a comparison 

between the PIV measured velocity data [14] corresponding to the location 3 of the PIV 

measuring windows for two cases of full and half-height nozzle. 

 

 

Study of the Tracer Gas Diffusion in the Cabin with Half-Height Nozzle 

After the turbulent flow of the air-CO2 mixture reached quasi-steady conditions, the 

measurement of the time-dependent values of carbon dioxide concentration at specified sampling 

points, as shown in Fig. 3, was started and continued for about 10 minutes. The measured data, 

denoted by C(t), were non-dimensionalized using the concentration of CO2  at the inlet of the 

cabin and the average value of the CO2 concentrations at the outlet between two times: at the 

beginning of the measurement and at the end of the measurement through the following 

equation: 

 

( )
( ) inlet

outlet inlet

C t C
y t

C C

−
=

−
        (9) 

where; t (s) is time  y(t) is the dimensionless concentration of carbon dioxide, C (ppm) is the  

CO2 concentration at different sampling points, 
inletC  (ppm) is the CO2 concentration at the 

inlet measured one time and assumed to be constant during the experiment. 
outletC  (ppm) is 

the average of the two measured values for the CO2 concentration at the outlet (the measured 

values are corresponded to the beginning and the end of measurement duration).The 

generated grid for the tracer gas simulations is unstructured and contains 1,728,000 mesh 

elements of tetrahedral, hexahedral and wedge shapes. A schematic of this grid is shown in 

Fig. 15. 
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Fig. 15  3-D schematic of the unstructured grid (for the generic cabin with the injection 

tube) used in CFD simulation of the carbon dioxide diffusion in the generic cabin 

model. 

 

 

In Fig. 16 and Fig. 17, the time-averaged predicted and measured values of the CO2 

concentration are compared to each other. For the sampling points above the tube (Fig. 16), it 

is observed that there is an excellent agreement between predictions and measurements at 

sampling points 3, 5 and 6. However, the agreement for the sampling point 4 is not as good. 

There is an error between 11-30% in predicting the concentration data for the sampling 

points 1, 2 and 7.  

Figure 17 shows a graphical comparison between the time-averaged predictions and 

measurements for CO2 concentration corresponding to the sampling point located along the 

x- axis below the injection tube. As can be seen, the best agreements have been achieved for 

point 12 (right below the tube) and point 14. The worst results correspond to the points 8, 9 

and 10. The error in computations for this case varies from ~4% (point 12) to ~40% (point 9). 

 In order to study the effect of grid size on the simulation results, the number of mesh 

cells was increased from 1,728,000 to 2,630,000. The CO2 mass fraction at different 

sampling points computed using two different grids were compared. A comparison of the 

RMS values of computed data from two different grids is shown in Table 2.  As it is seen, by 

increasing the number of mesh cells, the computed CO2 concentration data varies between 

2% to 16%. Table 3 shows the comparisons between the mean values of computed CO2 

concentration data from two different grid sizes.  As it is seen, by increasing the number of 

mesh cells, the computed CO2 concentration data varies between 2% to 17%. 
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Fig. 16  Comparison between the time-averaged predictions and measurement of 

dimensionless CO2 concentration data [14] for the sampling points located along the x-
axis above the injection tube. 

 

 

 

Fig. 17  Comparison between the time-averaged predictions and measurement of 

dimensionless CO2 concentration data [14] for the sampling points located along the x-

axis below the injection tube. 

 

From the comparison of Tables 2 and 3  it can be seen that the deviation between the 

predicted CO2 concentration data using two grid sizes is greater for the sampling points 

located in the upper right of the injection tube. In order to explain the reason for this 

behavior, recall the study of the airflow in the cabin presented earlier in this paper. It was 
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observed that the airflow in the location 3 of the PIV windows (Fig. 2) demonstrates more 

complexity than other locations. Since the sampling points located in the upper right of the 

injection tube are very close to that region, changing the grid size has a considerable effect 

on computational accuracy. Therefore, one expects higher computational uncertainties for the 

sampling points located in regions with more complex airflow structure.  

 

Table 2. Comparison of RMS values for computed CO2 concentrations using two 

different grid sizes. 

 

 

 

Table 3. Comparison of mean values for computed CO2 concentrations using two 

different grid sizes. 
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CONCLUSION  

In this study, the capability of a CFD commercial software in simulating turbulent 

airflow as well as tracer gas diffusion in a generic half-cabin was evaluated. Two different 

types of turbulence models were used to find the turbulent viscosity in the governing 

equations: unsteady Large Eddy Simulation (LES) and steady Reynolds Averaged Navier 

Stokes (RANS) models. While LES predicts the temporal variations of airflow velocity, the 

steady RANS method predicts a steady value for the velocity. Through the comparisons, it 

was concluded that the LES at least is able to predict the range of velocity variations fairly 

well. Examining the three different k-ε (standard, RNG and Realizable) models indicated 

that, as expected, the errors associated with the RANS method are much more than that of 

LES. It was also recognized that among the above mentioned k-ε models, the RNG k-ε leads 

to the most accurate predictions.   

In order to monitor the velocity data in PIV measuring windows, two different 

approaches were employed. The first approach used velocity data at the center points of the 

PIV windows and the second approach used the area-averaged velocity values of the PIV 

windows. The comparisons indicated that the area-averaged velocity value decreased the 

fluctuations in the velocity but the general behavior of predicted velocities did not change. 

Comparisons with the experimental data showed that the center point values had a better 

agreement with experimental measurements.  

The effect of halving the cabin inlet nozzle height with the same airflow rate was 

studied. It was observed that although LES method gave a good estimation of the velocity 

data in the locations 1, 2, 4 and 5 of measuring windows, the agreement between the 

simulations and measurements was not as good in location 3 at the middle of the cabin. A 

local refinement in grid size is recommended to get more accurate results in this region in the 

future study.  Comparing to the cabin with the full-height nozzle, it was seen that by halving 

the nozzle height and consequently doubling the inlet velocity, the magnitude of flow 

velocities in locations 1 and 4 increased dramatically (by 100%). However, in locations 2 and 

5, the increase in the velocity value was slight and not as much. It was also realized that the 

airflow located in location 3 that used to be almost stationary in the full-height nozzle case 

had the tendency of moving to the upper left corner of the cabin model. 

  In the second part of this study, the capability of commercial CFD software with 

LES in simulating the tracer gas diffusion in the generic cabin model was examined.  Using 

LES, the temporal variations in tracer gas concentration in the specified sampling points were 

predicted. Following the same procedure as used in the experiments the predicted values 

were non-dimensionalized and compared with the experimental data. Although excellent 

agreement was observed in some sampling points, the predictions had an average error of 

23%. 
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NOMENCLATURE  
 

Capital Letters 

C concentration of species at sampling point, ppm
  

Cµ empirical constant  

D molecular diffusion coefficient, m
2
/s 

DH hydraulic diameter, m 

 

I  turbulence intensity  

ReDH Reynolds number based on the hydraulic diameter 

U average velocity at inlet, m/s 

Y species mass fraction 

Lowercase Letters 

gi         gravitational acceleration in i direction, m/s
2
   

k turbulent kinetic energy, m
2
/s

2
 

p pressure, Pa 

t time, s 

ui flow velocity in i direction, m 

uj flow velocity in j direction, m 

xi  position along i direction, m 

xi  position along i direction, m 
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xj  position along j direction, m 

Greek Symbols 

ρ density, kg/m
3
 

µ dynamic viscosity, Pa.s
 

τ Kolmogorov time scale, s 

η Kolomgorov length scale, m 

l  Turbulence length scale, m 

ε turbulent dissipation rate, m
2
/s

3
 

Subscripts 

i, j coordinate system directions 

 

Superscript 

 averaged value over time   
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Figure Captions List  

Fig. 1  Full scale generic aircraft half-cabin mockup model [14].  

Fig. 2 Dimensions of the generic cabin model and the location of PIV monitoring 

windows on the cabin central plane (units in mm) [15]. 

Fig. 3 A schematic view of the experimental setup for tracer gas measurements. The xy 

view of the setup shows the tracer gas sampling points above and below the 

injection tube.  

Fig. 4 The results of uncertainty study for the cabin with full-height nozzle when x 

component of velocity data are predicted for the location 5 of the PIV measuring 

windows. The PIV data were produced by Lebbin [14]. 

Fig. 5 The converging behavior of x-component of velocity deviations with respect to 

the corresponding prediction from the finest grid for the location 5 of PIV 

measuring windows. 

Fig. 6  The converging behavior of x-component of velocity deviations with respect to 

the corresponding prediction from the finest grid from steady RANS solution for 

all the PIV measuring windows. 

Fig. 7 Comparison of the predicted values (this study), PIV measurements [14] and 

predictions produced by Lin et al. [6] for the airflow velocity data corresponding 

to the location 1 of the cabin with full-height nozzle. 



200 

 

Fig. 7  Comparison of the predicted values (this study), PIV measurements [14] and 

predictions produced by Lin et al. [6] for the airflow velocity data corresponding 

to the location 4 of the cabin with full-height nozzle. 

Fig. 8 Study the effect of choosing monitoring surface on the predicted velocities, 

corresponding to location 2 of the cabin with full height nozzle, through 

comparison with PIV measurements [14]. 

Fig. 9 Comparison of the steady RANS predictions for the x-component of velocity data 

with the corresponding time dependent PIV data [14] at location 3 of PIV 

measuring window. 

Fig. 10 Comparison of the steady RANS predictions for the x-component of velocity data 

with the corresponding time dependent PIV data [14] at location 5 of PIV 

measuring window. 

Fig. 11 Comparison of the LES predictions and PIV measurements [14] for the x 

component of velocity data corresponding to the location 1 of the cabin with half-

height nozzle. 

Fig. 12 Comparison of the LES prediction and PIV measurements [14] for velocity data 

corresponding to the location 3 of the cabin with half- height nozzle.  

Fig. 13  Study the effect of decreasing the cabin nozzle height through a comparison 

between the PIV measured velocity data [14] corresponding to the location 5 of 

the PIV measuring windows for two cases of full and half-height nozzle. 
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Fig. 14  Study the effect of decreasing the cabin nozzle height through a comparison 

between the PIV measured velocity data [14] corresponding to the location 3 of 

the PIV measuring windows for two cases of full and half-height nozzle. 

Fig. 15 3-D schematic of the unstructured grid (for the generic cabin with the injection 

tube) used in CFD simulation of the carbon dioxide diffusion in the generic cabin 

model. 

Fig. 16 Comparison between the times averaged predictions and measurement of 

dimensionless CO2 concentration data [14] for the sampling points located along 

the x-axis above the injection tube. 

Fig. 17 Comparison between the times averaged predictions and measurement of 

dimensionless CO2 concentration data [14] for the sampling points located along 

the x-axis below the injection tube. 

 

Table Caption List  

Table 1  Comparison between the important parameters in the simulations.  

Table 2  Comparison of RMS values for computed CO2 concentrations using two different 

grid sizes. 

Table 3 Comparison of mean values for computed CO2 concentrations using two different 

grid sizes.  
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