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Abstract

In order to study the capability of computational methods in investigating the
mechanisms associated with disease and contaminants transmission in aircraft cabins, the
Computational Fluid Dynamics (CFD) models are used for the simulation of turbulent airflow,
tracer gas diffusion, and particle dispersion in a generic aircraft cabin mockup. The CFD models
are validated through comparisons of the CFD predictions with the corresponding experimental
measurements. It is found that using Large Eddy Simulation (LES) with the Werner-Wengle
wall function, one can predict unsteady airflow velocity field with relatively high accuracy.
However in the middle region of the cabin mockup, where the recirculation of airflow takes
place, the accuracy is not as good as that in other locations. By examining different k-€ models,
the current study recommends the use of the RNG k-& model with the non-equilibrium wall
function as a Reynolds Averaged Navier Stokes (RANS) model for predicting the steady-state
airflow velocity data. It is also found that changing the cabin air-inlet nozzle height has a
significant effect on the flow behavior in the middle and upper part of the cabin, while the flow
pattern in the lower part is not affected as much. Through the use of LES and species transport
model in simulating tracer gas diffusion, very good agreement between predicted and measured
tracer gas concentration data is observed for some monitoring locations, but the agreement level
is not uniform for all the sampling point locations. The reasons for the deviations between
predictions and measurements for those locations are discussed.

The Lagrange-Euler approach is invoked in the particle dispersion simulations. In this
approach, the equation of motion for the discrete phase is coupled with the continuous phase
governing equations through the calculation of drag and buoyancy forces acting on particles.
The continuous phase flow is turbulent and RANS is employed in order to calculate the
continuous phase velocity field. A complete study on grid dependence for RANS simulation is
performed through a controllable regional mesh refinement scheme. The grid dependence study
shows that using unstructured grid with tetrahedral and hybrid elements in the refinement region
are more efficient than using structured grid with hexahedral elements. The effect of turbulence
on the particle dispersion is taken into account by using a stochastic tracking method (Discrete
Random Walk model). One of the significant features of this study is the investigation of the

effect of the number of tries on the accuracy of particle concentration predictions when Discrete



Random Walk is used to model turbulent distribution of particles. Subsequently, the optimum
number of tries to obtain the most accurate predictions is determined. In accordance with the
corresponding experimental data, the effect of particle size on particle distribution is also studied
and discussed through the simulation of two different sizes of mono-disperse particles in the
cabin with straight injection tube, i.e., 3um and 10um. Due to the low particle loading,
neglecting the effect of particles motion on the continuous phase flow-field seems to be a
reasonable, simplifying assumption in running the simulations. However, this assumption is
verified through the comparison of the results from 1-way and 2-way coupling simulations.
Eventually through the simulations for the particle injection using the cone diffuser, the effects
of cabin pressure gradient as well as the particle density on particles dispersion behavior are

studied and discussed.

In the last part of this dissertation, the turbulent airflow in a full-scale Boeing 767 aircraft
cabin mockup with eleven rows of seats and manikins is simulated using steady RANS method.
The results of this simulation cannot only be used to study the airflow pattern, but also can be
used as the initial condition for running the tracer gas diffusion and particle dispersion

simulations in this cabin mockup.



NUMERICAL SIMULATION OF TURBULENT AIRFLOW, TRACER GAS DIFFUSION,
AND PARTICLE DISPERSION IN A MOCKUP AIRCRAFT CABIN

by

KHOSROW EBRAHIMI

B.S., University of Tehran, Tehran, Iran, 2000
M.S., K. N. Toosi University of Technology, Tehran, Iran, 2003

A DISSERTATION

submitted in partial fulfillment of the requirements for the degree

DOCTOR OF PHILOSOPHY

Department of Mechanical and Nuclear Engineering
College of Engineering

KANSAS STATE UNIVERSITY
Manhattan, Kansas

2012

Approved by: Approved by:

Co-Major Professor Co-Major Professor
M.H. Hosni 7.C. Zheng



Abstract

In order to study the capability of computational methods in investigating the
mechanisms associated with disease and contaminants transmission in aircraft cabins, the
Computational Fluid Dynamics (CFD) models are used for the simulation of turbulent airflow,
tracer gas diffusion, and particle dispersion in a generic aircraft cabin mockup. The CFD models
are validated through comparisons of the CFD predictions with the corresponding experimental
measurements. It is found that using Large Eddy Simulation (LES) with the Werner-Wengle
wall function, one can predict unsteady airflow velocity field with relatively high accuracy.
However in the middle region of the cabin mockup, where the recirculation of airflow takes
place, the accuracy is not as good as that in other locations. By examining different k-¢ models,
the current study recommends the use of the RNG k-¢ model with the non-equilibrium wall
function as a Reynolds Averaged Navier Stokes (RANS) model for predicting the steady-state
airflow velocity data. It is also found that changing the cabin air-inlet nozzle height has a
significant effect on the flow behavior in the middle and upper part of the cabin, while the flow
pattern in the lower part is not affected as much. Through the use of LES and species transport
model in simulating tracer gas diffusion, very good agreement between predicted and measured
tracer gas concentration data is observed for some monitoring locations, but the agreement level
is not uniform for all the sampling point locations. The reasons for the deviations between
predictions and measurements for those locations are discussed.

The Lagrange-Euler approach is invoked in the particle dispersion simulations. In this
approach, the equation of motion for the discrete phase is coupled with the continuous phase
governing equations through the calculation of drag and buoyancy forces acting on particles.
The continuous phase flow is turbulent and Reynolds Averaged Navier Stokes (RANS) is
employed in order to calculate the continuous phase velocity field. A complete study on grid
dependence for RANS simulation is performed through a controllable regional mesh refinement
scheme. The grid dependence study shows that using unstructured grid with tetrahedral and
hybrid elements in the refinement region are more efficient than using structured grid with
hexahedral elements. The effect of turbulence on the particle dispersion is taken into account by
using a stochastic tracking method (Discrete Random Walk model). One of the significant

features of this study is the investigation of the effect of the number of tries on the accuracy of



particle concentration predictions when Discrete Random Walk model is used to model turbulent
distribution of particles. Subsequently, the optimum number of tries to obtain the most accurate
predictions is determined. In accordance with the corresponding experimental data, the effect of
particle size on particle distribution is also studied and discussed through the simulation of two
different sizes of mono-disperse particles in the cabin with straight injection tube, i.e., 3um and
10um. Due to the low particle loading, neglecting the effect of particles motion on the
continuous phase flow-field seems to be a reasonable, simplifying assumption in running the
simulations. However, this assumption is verified through the comparison of the results from 1-
way and 2-way coupling simulations. Eventually through the simulations for the particle
injection using the cone diffuser, the effects of cabin pressure gradient as well as the particle

density on particles dispersion behavior are studied and discussed.

In the last part of this dissertation, the turbulent airflow in a full-scale Boeing 767 aircraft
cabin mockup with eleven rows of seats and manikins is simulated using steady RANS method.
The results of this simulation cannot only can be used to study the airflow pattern, but also can
be used as the initial condition for running the tracer gas diffusion and particle dispersion

simulations in this cabin mockup.
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Chapter 1 - Introduction

This chapter, as the opening to the dissertation, discusses the motivations and
significance of the current research, statement of objectives, the applied methods to meet the

desired objectives and finally the organization of the dissertation.

1.1 Motivation and Significance

The commercial airplanes cruise altitude is approximately between 30,000 and 40,000 ft.
In this altitude, the ambient temperature is in the approximate range of -30°F to -70°F. The
ambient pressure is around ~30% - ~50% of that at standard sea level and the air humidity in this
altitude is almost zero (National Research Council, 2002). It is obvious that human beings cannot
continue the life in this environment, therefore, the airplane passengers should be protected using
a sophisticated air-conditioning system that converts the fatal environmental conditions to the
standard conditions in which the passengers can breathe normally and feel safe and comfortable.
In comparison with buildings, design and manufacture of air-conditioning system for aircraft
cabins is much more challenging because of the limitations associated with airplanes, such as:
the severe ambient environmental flight conditions, the more complex geometry, more occupant
density, and a lower outside air supply rate per person (Zhang and Chen, 2007).

During the past decades, the aviation industry has experienced a dramatic increase in both
the number of people traveling by commercial airplanes as well as the number of long distance
commercial flights. According to the Bureau of Labor Statistics (2011) the number of
commercial airline passengers experienced an average growth of 340% between the years 1970-
2008. Also the statistics published by the Bureau of Transportation (2011) indicates 650-800
million passengers travel by aircrafts each year in the United States, around 20% of those are
international passengers. The close proximity of this huge number of commercial airline
passengers especially in long distance flights has increased the risk of spreading biological
contaminants and diseases between passengers. This potential threat is the primary reason for

the current study of air quality in commercial aircraft cabins.



Figure 1.1: The outside weather condition especially at cruise altitude is fatal for airliner
passengers and flight crew members. (Boeing, 2011)

There are several documented cases that indicate how the global outbreak of fatal
diseases happened through the transmission of diseases in the aircraft cabin environment. Here
two of the most recent cases which are related to the World wide spread of Severe Acute
Respiratory Syndrome (SARS) and HINT1 influenza are mentioned. On March 15", 2003, a total
of 20 passengers and two flight attendants of a three-hour flight from Hong Kong to Beijing
contracted Severe Acute Respiratory Syndrome (SARS) because of exposure to an infected
passenger during that flight. The infected passenger was a 72 year old man who was hospitalized
after arrival in Beijing, but he died five days later (Olsen et al., 2003). Considering the total
number of passengers and crew attendants in that flight which was 120, the exposure to just one
infected passenger during a three-hour flight, affected around 18% of the flight occupants. Five
people of the 20 infected passengers of that flight ultimately died from SARS (Olsen et al., 2003
and St. John et al., 2005). Another investigation (WHO, 2004) revealed that one of the five
SARS infected passengers of the Hong Kong-Beijing flight that eventually passed away, infected
two other passenger on a flight from Bangkok to Beijing on March 23™, 2003. One of those two
infected passengers also died shortly thereafter. Another documented case in which airliner
passengers had a key role in transporting a fatal disease was the Global outbreak of HIN1
influenza in 2009. According to the results of an investigation conducted by Khan et al. (2009),
between March and April 2009 the international flights passengers departing from Mexico

transmitted a novel influenza A (H1N1) virus all around the World. A strong correlation between



the international destinations of airliner passengers departing from Mexico and confirmed HIN1

importations associated with travel to Mexico.

1.2 Commercial Aircraft Environmental Control System

In the new generation of commercial aircrafts, the cabin air-conditioning systems is
designed such that to provide healthy and comfortable air at cruising altitude (the cruising
altitude can reach up to ~ 40,000 ft). In order to condition the cabin environment appropriate for
passengers’ normal respiration the cabin must be pressurized and, according to the regulations,
the cabin pressure should be greater than or equal to the outside air pressure at an altitude of
8,000 ft (Zhang and Chen, 2007 and Boeing, 2011). The cabin supply air is composed of ~50%
from the compressed outside fresh air drawn off the jet engine (Figure 1.2) and ~50% from the
highly filtered cabin air. The air drawn off the engine is hot and should be cooled. The first
stage of cooling process is performed by the heat exchangers mounted in the engine struts. The
second stage of cooling the pressurized air is done by the main air-conditioning units after
flowing through the wing (to prevent injection of ozone in to the cabin, the pressurized air passes

through an ozone converter before reaching the air-conditioning unit).

Figure 1.2: A view of a typical air-conditioning system for a commercial aircraft cabin. The
picture shows how the compressed fresh air is drawn off the engine and mixes with the
highly filtered cabin air in equivalent portions to provide appropriate cabin environment
for normal breathing. The picture also shows the exhaust cabin air exiting the lower lobes
of the fuselage (Boeing, 2011 and NASW, 2011).
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The used air is exited from the cabin through the floor grills on both sides of the cabin.
Around half of the exiting air is exhausted from the airplane and the remaining half is filtered by
High Efficiency Particulate Air (HEPA) filters. These filters are located under the cabin floor
(Boeing, 2011).

1.3 Research Background
Biological contaminants and/or diseases may spread among the airline passengers in the
form of exhaled breath gases, sneeze/cough droplets and airborne pathogens. Therefore, the
study of air quality, as well as evaluating the effectiveness of ventilation systems in removing

contaminants in aircraft cabins, require an in depth knowledge of different transport phenomena.

There are two principal approaches in studying airflow and other transport phenomena in
an aircraft cabin: (1) experimental measurements and (2) computational simulations. Because of
the high expense and other operational difficulties associated with running experiments in an
actual aircraft cabin during flight conditions, most of the experimental measurements have been
performed on cabin mockups. However, due to the transient nature of transport phenomena,
difficulties in doing measurements with reasonable spatial resolution, uncertainties and other
limitations (e.g. cost, associated with experimental procedures and measuring instruments)
create serious limitations in studying air quality in aircraft cabins through experimental methods.
Consequently, Computational Fluid Dynamics (CFD) has been used for a few decades to
evaluate the performance of air conditioning systems through the simulation of fluid flow and
heat transfer for the indoor environments. Due to advances in computer technology and
turbulence models, the use of CFD as a powerful and economical design tool for improving the
efficiency and performance of air-conditioning systems has been increased. In aircraft industry,
CFD models are used to investigate the effect of air conditioning systems on the passengers
comfort as well as the dispersion of particulates and gases as part of understanding the possible

spread of contaminants within an aircraft cabin (Lebbin, 2006).

Advanced computer technologies have enabled researchers to calculate airflow and
contaminants distribution in a time and cost effective manner. Using a computational approach,
one can study the effect of a fictitious condition that cannot be studied through experimental

methods. The computational approach is divided in to two methods by itself: (1) zonal model and
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(2) Computational Fluid Dynamics (CFD). Compared to CFD models, zonal models use less

computing time but their results are not as accurate as those of CFD. Figure 1.3 shows two main

research approaches in studying aircraft cabin environment and their corresponding sub-

methods.

| Aircraft Cabin Environment Research

| Computational Simulations |

Zonal Models:

* multi-dimensional flow network

*prior knowledge about the flow

CFD Models:
(Mest popular)

| Experimental Measurements

Heat Transfer Based
Devices (hot wire
anemometer, hot

sphere anemometer)

*Large uncertainties

Optical Based Devices (particle
tracking, particle streak and
particle image velocimetries)

*Two Dimensional Flow field
*Laser Beam Blockage Problem

Acoustic-Based Devices (ultrasonic
anemometer)

*Large Size
*Mounting difficulties for small spaceg

Raynolds
Averaged
Navier Stokes
{RANS)

Large Eddy
Simulation (LES)

Detached Eddy Simulation {DES)

(Combination of LES and RANS)

Figure 1.3: The graphical view of the main research approaches in studying aircraft cabin
environment and their corresponding sub-methods.

Considering the fact that an accurate and reliable CFD simulation depends on not only

the sophistication of the CFD code but also the knowledge, proficiency, and skill of the CFD

user and because CFD has become a popular approach in designing and analyzing of indoor air-

conditioning systems, Serbric and Chen (2002) have developed a step by step process on how to

use CFD for the purpose of indoor air quality analysis. The process has the following stages:

e (Case Setup

e Verification

e Validation and reporting of results

basic flow pattern

turbulence models

numerical methods

auxiliary heat transfer and flow models

assessing CFD predictions

- experimental description



- flow/turbulence/auxiliary heat transfer and flow models
- boundary/initial conditions

- numerical methods

- assessing CFD prediction

- drawing conclusions

e Discussion

The above process is very close to what was followed in performing the CFD simulations
presented in this dissertation. At the setup stage, the important and key parameters in designing
or analyzing the indoor environment are determined. Generally these parameters are air velocity,
air temperature, contaminant concentration, relative humidity, and turbulence quantities. In the
verification stage, the capability of CFD code and user in predicting a roughly correct pattern for
the behavior of flow, temperature, and contaminant distributions is verified. However in many
cases the verification and validation stages are combined. In the validation stage the
experimental setup is explained such that other people can repeat the CFD simulations. In this
stage, as listed above the governing equations are formulated, the applied models for
turbulence/flow/heat and mass transfer are described; the boundary and initial conditions for
solving the governing partial differential equations are specified and formulated. Then the
numerical method is illustrated. Before the assessment of CFD predictions through comparison
with corresponding experimental measurements, a grid independence study is performed. In
drawing conclusions, through the comparison between computational predictions and
experimental measurements the effect of different models and numerical schemes on the
accuracy of predictions is discussed and the capability of CFD code as well as the user in
accurate predicting the flow velocity field, temperature field and contaminant concentration is
evaluated. In the last stage which is discussion, in addition to the conclusions achieved from the
simulation validation, the effect of applying different design scenarios on indoor air quality
characteristics is studied through running the validated CFD codes for those scenarios and the
predicted airflow velocity, and Contaminant concentration predictions are then compared with

experimental results and conclusions are made based on those comparisons.



1.4 Research Objectives and Methods

The main purpose of this research, which is a continuation of a previous research
conducted by Lin et al. (2006), is the understanding of the mechanisms associated with transport
of diseases and contaminants transmission through the numerical simulation of turbulent airflow

in an aircraft cabin mockup.

The primary objective of this project was to evaluate the CFD capabilities in simulating
turbulent airflow, tracer gas diffusion, and particles dispersion in a Boeing 767 generic half-cabin
as well as an 11-row full-scale cabin mockups. For this purpose, the CFD predictions for
turbulent airflow velocities, tracer gas concentration, and dispersion of liquid particles were
compared with the corresponding experimental measurements. For the generic cabin mockup
(Figure 1.4A), the airflow and tracer gas experimental measurements used were those performed
by Lebbin (2006) and the particle dispersion measurements used were those performed by
Padilla (2008). All the tests associated with the generic cabin were run at Kansas State
University in the Institute for the Environmental Research (IER). The measurements of airflow
velocity, airflow temperature, tracer gas concentration, and particle dispersion for the 11-row full
scale cabin mockup (Figure 1.4B) were performed by Beneke (2010), Shehadi (2010) and
Trupka (2011) at Kansas State University in the Airliner Cabin Environmental Research (ACER)
lab.

Figure 1.4: The full-sizel11-row Boeing 767 cabin mockup (left) and the Boeing 767 generic
cabin model (right)



The CFD simulations performed in this research are divided into four phases. In the first
phase the turbulent airflow in generic cabin is simulated using both Large Eddy Simulation
(LES) and Reynolds Averaged Navier Stokes (RANS) models. These models are validated
through comparison of the predictions for instantaneous (LES and unsteady RANS) and time
averaged velocity data in specified monitoring locations inside the cabin with corresponding
instantaneous Particle Image Velocimetry (PIV) data. Moreover the performance of the LES
model is evaluated through the comparison of the model predictions for the velocity data with
the corresponding predictions from the LES model produced by Lin et al. (2006). After the
validation and evaluation of RANS and LES models the following cases are studied and

discussed through the simulations:

¢ The effect of different k-€ models on the accuracy of RANS predictions

e The effect of using Werner-Wengle wall function on the performance of LES
model

e The effect of decreasing the air inlet nozzle height on the flow circulation

behavior by keeping the Reynolds number at the inlet nozzle unchanged

In the second phase, the diffusion of tracer gas (carbon dioxide-CO,) is simulated through
the numerical solution of the governing species transport equations. Both RANS and LES
models are used in solving the governing Navier-Stokes equations. The simulations are
validated through the comparison of time-averaged predictions for tracer gas concentration data
with the corresponding measurements.

Contaminants and diseases might be transmitted between the passengers of an airliner
cabin in the form of fine particles. Particles which represent viruses have a range of sizes from
0.02um to 0.3um. The bacteria droplets, however, cover range of sizes from 0.3um to 12.0um
(Tang et al., 2009). Therefore in the third phase the turbulent dispersion of particles in the
generic cabin is simulated. Lagrange -Euler (Discrete Phase Model, DPM) approach is used in
the simulations. In accordance with the experiments, two different sizes are considered for the
particles: 3um and 10 um. Through the validation of computational simulation using the
available experimental data, the following effects on dispersion behavior of particles are also

studied and discussed:



 The effect of particle size
e The effect of particle injection configuration
e The effect of particle density

» The effect of cabin inside pressure (cabin pressure gradient)

Also in grid independency studies the advantages of local mesh refinement rather than the whole
mesh refinement is elaborately discussed and explained. The other important achievement of this
phase of study is determination of the optimum number of tries in Discrete Phase Simulations.

Figure 1.5 shows the graphical view of research in first three phases.

CFD  Model
PHASE I: Single Phase/ Single
£ / £ RANS I LES
Gas
PHASE II: Single Species Transport for Tracer
Phase/Mixture-2 Gas Gas Diffusion

Discrete Phase Model for
Mono-Disperse Particles

Figure 1.5: The graphical view of the current research phases

In the fifth and the last phase of the simulation the airflow is simulated in an 11-row full-
scale cabin mockup using RANS. The simulations are validated through comparison with

corresponding experimental measurements.

1.5 Organization of the Dissertation

This dissertation contains 8 chapters. Chapter 1 introduces the reader with the CFD area
of research, scope of this work, and the applied methods. In Chapter 2 all the previous research

in the area of air quality in closed enclosure is reviewed.



Since a commercial CFD software (FLUENT) is used for the simulations in this study, as
an introduction to work with this software and getting familiar with its different aspects, in
Chapter 3 the flow over two and three dimensional backward steps are simulated. Both turbulent
and laminar flows are considered in these simulations. To ensure appropriate familiarity and
application of the software, the flow over the backward step is simulated and the predicted
velocity profiles before and after the step are compared with the corresponding experimental and

computational data available in the literature.

In Chapter 4, the turbulent airflow in a generic cabin model with full-height and half-
height nozzle is simulated. The cabin is exactly the same as one was used in Lin et al. (2006)
research. The turbulent airflow characteristics are predicted by employing two widely used
turbulence models: Large Eddy Simulation (LES) and Reynolds Averaged Navier Stokes. The
predictions from both the LES and RANS models are validated through the comparison of the
predicted velocity data with the PIV data for five monitoring areas along the cabin center plane
parallel to the bulk airflow direction (Lebbin, 2006). Through these comparisons the capability
of the two aforementioned turbulence models in predicting the airflow velocities is discussed and
compared to each other. The effect of reducing the inlet nozzle height to one-half of its original
size on turbulence level and airflow velocities in the generic cabin, while maintaining the same

Reynolds number for the inlet airflow, is also studied in this Chapter.

Chapter 5 includes one of the distinctively significant objectives of this study which is
simulating the diffusion of a tracer gas (carbon dioxide) injected uniformly through the
circumferential surface of a 12.7 mm schedule-40 porous polythene tube installed horizontally
inside the generic cabin model. The simulation is performed using the LES model for solving the
governing mass, momentum and species transport equations. The computational results are
validated through the comparison of time-averaged predicted concentrations of the tracer gas in

specified locations in the cabin with the corresponding experimental measurements.

The other distinguishing feature of this research is presented in Chapter 6. The turbulent
dispersion of 3 and 10 micron particles injected into the generic cabin is simulated using two
different approaches: Euler-Euler and Lagrange-Euler. The particles are made of Di-Octyle
Phthalate (DOP) and produced by a Vibrating Orifice Aerosol Generator (VOAG). Advantages

of local mesh refinement comparing to the whole mesh refinement, the optimum number of tries
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in Discrete Phase Model, the effects of particle density and size, cabin inside pressure and
injection configuration on dispersion behavior of particles are discussed in this Chapter. Chapter
7 presents the turbulent airflow simulations in a full-scale Boeing 767 aircraft cabin using RANS

method, and finally in Chapter 8 the conclusions from this study are discussed and explained.
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Chapter 2 - Literature Review

The study of air quality requires the study of different transport phenomena: transport of
mass, momentum, and energy. Due to the advances in computer technologies which have
enabled researchers to solve the required governing partial differential equations numerically,
with relatively high degree of accuracy, in a cost and time effective manner, the use of

computational methods in this field of research has increased considerably in recent decades.

Numerical investigation and computational modeling of transport phenomena in aircraft
cabin environments initiated since four decades ago. The earliest motivation for study of flow,
heat and mass transfer in aircraft interior environments was the understanding of the mechanisms
associated with the spread of fire and the diffusion behavior of resulting hot smokes and toxic
gases in such environments. Emmons (1982) modeled the propagation of fire in the cabin when
the source of fire is the hot gases coming into the cabin from external fire through an opening in
the cabin. However, Yang et al. (1984) performed another numerical study when the fire initiated
inside the cabin. For this purpose, through neglecting the lateral effects, they devised a two
dimensional model by taking the effects of buoyancy, turbulence and compressibility into
account. The turbulence effects were simulated through an algebraic turbulence model. For the
simulation of fire, a volumetric heat and smoke source with arbitrary flame envelope and rate of
local heat and smoke generation were applied. Also, the probability of igniting seat surfaces
when the seat surface temperature is getting increased up to igniting levels was considered. A
finite difference method was used based on the micro-control volume scheme introduced by
Patankar and Spalding (1972). The calculations were based on a cabin length of 26 ft for two
cases of with and without seats. In addition, several scenarios of fire location were taken into
account in the simulations. The results indicated the drastic effect of seats on the flow velocities,
the temperature distribution and the diffusion of smokes in the cabin. The simulations showed
when the fire is located between the rows, the situation (regarding to the penetration of hot toxic
gases to the other seats) would be more dangerous than the case in which the fire is located in the
front of the cabin.

Horstman (1988) developed a two-dimensional computational model to simulate the
airflow and contaminant (CQO,) distribution in a twine-aisle aircraft cabin. In order to solve the

Navier-Stokes equations, two methods were applied: (1) Finite Difference stream functioning
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equations and (2) modified Taylor series approximation of the vorticity equations. The velocity
field calculated through the solution of Navier-Stokes equations was used as the basis for the
simulation of contaminant propagation and distribution. Two mechanisms were considered for

the transportation of contaminants: convection and diffusion.

Aboosaidi et al. (1991) used two CFD codes (FLUENT and BINSSDI) in order to
investigate the Indoor Air Quality (IAQ) in a three-dimensional aircraft cabin mockup. Two
different cases of cabin and air supply configurations were tested and the simulations validated
through the comparison of predictions with corresponding experimental measurements. For one
case FLUENT and for the other one BINS3D were utilized. In both cases, contaminant dispersal
and transport of energy were neglected. Assuming the periodic boundary conditions allowed
solving the governing Navier-Stokes equations just for one seat row instead of solving those
equations for the whole cabin configuration with the large number of seat rows and consideration
of end effects. While in FLUENT a two equation k-¢ turbulence model was used to predict the
turbulent transport of momentum, whereas in BINS3D a mixing length was implemented. In the
case studied using FLUENT, a numerical analysis was performed for the flow in the nozzle and
the results were applied as boundary conditions for simulating the turbulent airflow in the cabin
mockup. However for the case analyzed by BIN3D, the uniform airflow condition was assumed
at the inlet nozzles. The comparisons between the computational predictions and experimental
measurements showed that CFD could predict the overall flow pattern, and the velocity
predictions had an acceptable level of accuracy. It was also realized that the maximum errors
were in the vicinity of the nozzle jet, where the computational models did not capture all the
mixing characteristics. However the accuracy for the seated portion of cabin was good.

In 1992, Mizuno and Warfield developed a three dimensional model to perform airflow
and thermal analysis in aircraft cabin mockup. The model was based on an incompressible
Navier-Stokes code in which the Prandtl's mixing length theory was applied to model the
turbulent effects. However it was found that the applied turbulence model was not successful in
describing the flow characteristics sufficiently well. The effects of thermal buoyancy, the

influence of cabin interior obstructions (passenger seats) and, the dispersion of contaminants

" This code is a three-dimensional Navier-Stokes code developed from the INS3D code of NASA Ames Research
Center using the method of pseudo-compressibility (Kwak et al., 1986)
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(carbon dioxide) were also considered and taken into account. The model was verified through
the comparison of airflow velocity and CO, concentration predictions with the corresponding
experimental measurements. A full-size cabin mockup was used to perform the experimental
measurements. Through the verification comparisons, a relatively good correlation between the
model predictions and the test results was observed.

Baker et al. (2000) used a laminar flow simulation using highly phase selective
numerical simulation to calculate the ventilation flow field in an aircraft cabin at cruise
condition. This approach enabled computations to be stabilized in the supply jet region in a
manner that imitates a Large Eddy Simulation (LES). The results of that study indicated that
CFD methodology, in a parallel computing environment, and with unstructured meshing has the
capability of quantifying the existence or the lack of comfort indoor environment in aircraft
cabins. Su et al. (2001) used three different sub-grid scale models of LES simulation for
predicting airflow velocity, air temperature, and contaminant concentration in an air ventilated
room. Validation of the simulations indicated an acceptable agreement between computational
and experimental profiles of velocity, temperature, and contaminant concentration except for the
near wall regions. That study demonstrated the capability of LES, as an efficient tool, in

studying indoor air quality.

Through a computational study performed by Singh et al. (2002), the effect of occupants
on the aircraft cabin air distribution was studied. This effect was due to flow blockage and
transferred thermal energy from the passengers. The study was focused on a 5.0 m (18 ft)
section of a one isle aircraft cabin. The governing Navier-Stokes and energy equations were
solved for steady-state conditions and RNG k-¢& model was used to calculate the effect of
turbulence on airflow and heat transfer. The simulations were fulfilled for two cases of cabin
with and without passengers. In order to consider the effect of passengers in blocking the flow as
well as loading heat to the surrounding space, in both computations and experiments, cylinders
were located on the seats with a 100 W heat generation”. The predictions showed the more
spreading behavior of incoming air in the cabin with passengers. Also it was found that the
window passenger receives the least amount of conditioned air therefore providing an additional

conditioned-air near the window is necessary.

? In accordance with the metabolic heat generation for an adult male sitting ~94.2 W (ASHRAE, 1997)
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Zhao et al. (2003) developed a simplified computational model to simulate the airflow in
ventilated rooms more time and cost effectively, which was easier to work with especially for
design engineers. They used the N-point Air Supply Opening Model (ASOM) technique to
overcome the difficulties associated with specifying the boundary conditions at the air supply

diffuser and also to reduce the number of mesh elements.

Since the particulate matters are the main infectious contents of the cough or sneeze of a
sick person, an effective way to investigate the pattern of airborne disease transmission in
aircraft cabins or generally in any indoor places, is to use tracer particles and study their
dispersion behavior in indoor environments. Zhao et al. (2004a) investigated the air movement
and aerosol particle concentration and deposition in a ventilated room numerically. Two
different ventilation systems were considered: displacement and mixing. In order to simulate
airflow and particle dispersion, a Lagrangian approach was adopted. This study showed the
strong effect of the room ventilation type on the airflow pattern, the particle concentration and
deposition rate. As a very important outcome of this research, it was found that under the same
air supply rate and particle property conditions, using the displacement ventilation type, leads to
less deposition rate and larger number of escaped particles comparing to the mixing type of
ventilation. However, the average concentration of particles is higher in the displacement type of

ventilation system.

In another effort conducted by Zhao et al. (2004b), an Euler-Euler approach was taken to
study the effects of air ventilation type as well as the particle size on the behavior of particle
dispersion in a ventilated room. A three dimensional drift flux model was used combined with
deposition boundary conditions for the wall surfaces. Through this computational research it
was found that the deposited particle mass or flux is strongly dependent on the ventilation type.
More particle depositions were observed in the mixing ventilated room for a certain size of

particles.

Garner et al. (2004) presented a CFD model which was developed to simulate the airflow
field characteristics in a Boeing 747 aircraft cabin. The applied CFD model was described by the
unsteady, time-accurate, buoyant ventilation flow field in an aircraft cabin at cruise conditions.
The simulation was conducted using a finite element implementation of an augmented laminar

Taylor stabilized finite turbulent kinetic energy (TKE) model. Lin et al. (2005) published the
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results of their numerical investigation of airflow and airborne pathogen transport in a
commercial aircraft cabin (in a two-row section of a Boeing 767-300 aircraft cabin) in couple of
papers. Two different turbulence models were used in their study; LES and Reynolds Averaged
Navier Stokes (RANS) models. It was observed while RANS simulation substantially under-
predicted turbulent intensity, the LES predicted values were in good agreement with the test data.
Based on the LES results, the k-¢ equations in the RANS model were modified and then used in
simulating the disease transmission using less than 1/100 of the computing resources required for
the equivalent LES simulation of particle transport in the same cabin. In order to track the
airborne pathogens, due to less computational requirements, a multi-species analysis was used
instead of multiphase analyses. Also in simulating the dispersion of measles viruses, it was
assumed that they are made of water.

As a continuation of the study performed by Garner et al. (2004), Baker et al. (2006)
conducted a CFD study of turbulent airflow and contaminant distribution in a Boeing 747 aircraft
cabin. The simulations were validated through the comparison of predicted velocity data with
the high-quality, time-accurate, three-dimensional experimental velocity data measured in a
Boeing 747-100 cabin mockup and a Boeing 747-400 in flight. The experimental data indicated
the existence of a large-cabin proper circulation pattern and a second smaller circulation,
energized by the unsteady Coanda- effect wall jet separation, in the upper region of the cabin
between the luggage compartments. Although there was a good agreement between the
predicted velocity data and the corresponding experimental measurements, the validation of CFD
predictions for contaminant transport was less conclusive. The weak agreement between the
calculations and measurements was attributed to the inherent limitations associated with the
measurement devices. It was also found that the steady RANS codes could properly produce

initial conditions for the simulation of contaminant transport in enclosures like aircraft cabins.

Lin et al. (2006) performed another study in which the CFD predicted velocity data for
turbulent airflow in a generic cabin model were compared with corresponding Particle Image
Velocimetry (PIV) experimental data. The main focus of that study was using LES simulation to
compare the temporal variations in the experimental data. The good agreement between the

simulation results and measured data validated the LES predictions. Also it was observed that
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the energy-spectrum function calculated from the LES velocity prediction had excellent

correlation with the Kolmogrov spectrum law in the universal equilibrium range.

Wang et al. (2006) studied the transient airborne transmission of diseases in a Boeing
767-300 aircraft cabin, numerically. In their study, the dependence of airborne transmission on
different factors including the distance between the release source and the receptors, the location
of the release source and the total air supply rates were investigated. By completing the research,
it was figured out that the location of the release source is an important factor that affects the
pattern of the airborne transmission in aircraft cabins. Accordingly, it was recommended to
move the release source (sick passenger) from the center of the cabin to the sides or from the
back seats to the front seats in order to decrease the disease exposure risk. The other outcome of
the research was the direct proportionality between the total air supply rate and the disease

exposure risk.

Zhang and Chen (2007) used a commercial CFD software to study the effects of using
under-floor and personalized air distribution systems in improving the performance of air
distribution systems in aircraft cabins. They used the RNG k-& model for solving the Navier-
Stokes equations. Their CFD model was first validated through the comparisons of the
predictions for airflow velocity, air temperature, and tracer gas (SF¢) concentration with the
corresponding measurements for the mixing type air distribution system. The comparisons
indicated that while there was a good agreement between predictions and measurements for
airflow velocity and air temperature data, there was a large discrepancy for the SFs concentration
data for some locations. After the validation, the CFD model was used in studying and analyzing
the performance of three types of air distribution systems: mixing, displacement and
personalized, through the simulation of transport phenomena in a 4-row section of a Boeing 767-

300 aircraft cabin.

There are some limitations in the number of contaminant detection sensors that can be
used in aircraft cabins. These limitations are coming from the expense, weight and volume of
the sensors. Zhang et al. (2007) performed a validated numerical study using a CFD program to
find how a limited number of sensors should be placed in an aircraft cabin, optimally. They
focused their study on a nine-row section of a Boeing 767 aircraft cabin. In their computational

model, the RANS method was used with a RNG k-¢ turbulence model to solve the governing
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Navier-Stokes equations. Also, SFs was used as the tracer gas in both experiments and
computations. The study revealed the uniform distribution of contaminants in the cross sections
of the cabin. The optimal sensor placement location in a cross-section was found to be in the

middle ceiling, if one sensor was used.

The virus transport after coughing or sneezing can be described in two steps: the
intruding multi-phase jet as the first step and the global environment effect due to the air
ventilation system as the second step. In an effort to study the second step of the virus transport,
Zhang et al. (2008) conducted an experimental and a computational research, using the tracer gas
method, to study the global transport process of contaminated air within a full-scale Boeing 767-
300 mockup. Through the simulations and the experiments performed in this research, the
significance of the air ventilation system and the release source location in controlling the
airborne pollutants in aircraft cabin was realized. As one of the important conclusions of this
research, it can be pointed out that most pollutants are transported within the half where the
release source is located and seldom cross the cabin middle line. This research also confirmed
the recommendation given by Wang et al. (2006) in moving the release source from the middle
to the sides in order to have less air quality problems. Another interesting result of this work was
the contribution of longitudinal airflow in the pollutant transportation within the aircraft cabin.
Although based on the Wang et al. (2006) research work it was recommended to increase the air
supply rate to decrease the disease exposure risk, the investigation performed by Zhang et al.
(2008) showed that increasing the ventilation rates is not necessarily helpful for the receptors
close to the pollutant source. This study demonstrated the capability of CFD in investigating the
mechanism associated with disease transmission in aircraft cabin. It was also experienced how

CFD can provide more comprehensive and detailed information rather than experiments.

Mazumdar and Chen (2008) studied the effect of seating patterns and contaminant source
locations on the placement and contaminant detection sensors in a twin-aisle commercial aircraft
cabin using a commercial CFD code. The RANS method was used in order to solve the

governing Navier-Stokes equations, and the RNG k-¢ model was used as the turbulence model.

The convergence criteria were set to 1.0x107 for the normalized residuals. The experimental
data was obtained from the tests performed in a twine-aisle cabin mockup. Through this study, it

was found that the release location and seating patterns had little impact on longitudinal
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contaminant distribution. They recommended the center of the cabin ceiling as the best place for

mounting contaminant detection sensor when only one sensor is available.

Abdilghanie et al. (2009) investigated the effect of using laminar and turbulent inlet
velocity profiles on the behavior of turbulent flow inside a simple room through LES. They also
compared the performances of LES and k-¢ models in predicting the flow characteristics in the
same room. Their study showed that the standard k-¢ model is less sensitive to the level of
turbulence at the inlet than the LES model. It was also found that when the flow at inlet is
laminar, the standard k-¢ model fails to capture the slow development of the jet which is realized

by LES.

In order to investigate the effects of using two different air distribution systems on the
contaminants propagation patterns in the aircraft cabin and in between passengers, Tang et al.
(2009) used a Finite Volume method to produce a three-dimensional contaminant dispersion
model for a four-row section of a Boeing 767-300 aircraft cabin. They assumed the cabin was
pressurized and that heat transfer effects were negligible. The standard k-¢ turbulence model was
used to solve the governing momentum equations. Comparisons of simulation results for CO,
concentration and droplets residence times between two air distribution systems indicated that
using the Under Floor Air Distribution (UFAD) system, because of producing better flow
circulation, leads to lower levels of carbon dioxide and shorter residence times for the

contaminant droplets compared to the Ceiling Air Distribution (CAD) system.

Through the experiments and CFD simulations by Yan et al. (2009), it was found that the
contaminant source location has a significant effect on pollutant transport within the cabin. In
that research, the contaminant dispersion in a five-row section of a Boeing 767-300 aircraft cabin
was simulated through modeling tracer gas diffusion. It was also realized that increasing the

ventilation rate is not necessarily useful for the receptors close to the source.

Since coughing is one of the primary sources of airborne diseases, especially in aircraft
cabin environments, Gupta et al. (2009) performed a study to find a mathematical expression for
the exhaled flow rate from a cough and to quantify the mass flow rate as well as size of exhaled
particles. They figured out that the cough exhaled flow rate can be formulated by a combination
of gamma probability distribution functions. Some medical parameters which can be obtained

from the physiological details of a person were recognized to be required in order to define the
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gamma probability distribution functions. However it was found that the jet direction and the

mouth opening area during a cough are not a function of physiological details of person.

Mazumdar and Chen (2009) developed a one-dimensional analytical model to estimate
the longitudinal transmission of disease and contaminants inside an aircraft cabin. It was not
trivial because a quick and rough evaluation of disease transmission is absolutely necessary in
taking actions to reduce the risk of infection of passengers and crew members. The principal
assumption in that study was a uniform distribution of contaminants in the cross-section of the
cabin. Both convection and diffusion transport of contaminants were considered in analyzing the
contaminants distribution along the cabin aisle. The effects of air exchange rate, recirculation,

efficiency of HEPA® filters, and longitudinal airflow were taken into consideration.

Zhang et al. (2009) performed an experimental and numerical study to investigate the
airflow and contaminant transport in a section of a half-occupied twin-aisle aircraft cabin
mockup. In order to simulate the gaseous contaminant, a tracer gas (SF¢) was used and for
simulating the particulate contaminants, 0.7 um Di-Ethyl-Hexyl-Sebacat (DEHS) particles were
used. In solving the Navier-Stokes equations, a RANS method using a RNG k-¢ model was used
and to calculate the particle dispersion and, a Lagrangian approach was employed. Remarkable
discrepancies between predicted and measure airflow patterns were observed which were due to
the difficulties in measuring accurate flow boundary conditions from the air supply diffusers.
Through the comparisons between the distribution behavior of gaseous and particulate
contaminants, it was also realized that the sub-micron-sized heavy particles behave similar to the
passive gas contaminant except in the region near the source position where the diffusivity is

different.

Pousso et al. (2010) performed experimental and computational studies to investigate the
effect of a moving human body on the airflow and the contaminant distribution in an aircraft
cabin environment. Both cases of ventilated and unventilated cabin environments were
considered in that investigation. In establishing the CFD model, a second-order upwind scheme
and the SIMPLE algorithm were applied. The RNG k-¢ model was also used as the turbulence

model. Comparing to the PIV experimental measurements, CFD model predicted a higher

? High-Efficiency Particulate Air
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longitudinal flow behind the moving body. Validation of the CFD model for contaminant
transport indicated its capability to estimate the change of contaminant concentration both

qualitatively and quantitatively.

Chen, X. and Chen, Q (2010) proposed a CFD method to study the decontamination
process in a Boeing 747 aircraft cabin. The RANS method with RNG k-¢ model was employed
in the CFD model. For the validation of the proposed model, the measured air-velocity and tracer
gas concentration in a cabin mockup and the tested decontamination efficacy in another cabin
section were used. Reasonable agreement between the calculations and two sets of
measurements proved the viability of CFD model in studying the decontamination process in
airliner cabins. The validated CFD model was used to study the performance and effectiveness

of different decontamination scenarios in a single-aisle and a twin-aisle cabin.

One of the serious challenges in establishing CFD models for the occupied airliner cabins
is setting up the boundary conditions for the mouth and nose of the occupants which should
contain information about the exhaled and inhaled air composition, flow rate, and flow direction.
Gupta et al. (2010) developed a source model to provide thermo-fluid conditions of the exhaled
air from breathing and talking. The model was a set of equations obtained from the
measurements of the flow rate, flow direction, and area of human mouth and nose opening. It
was found that the breathing flow rate variation with time is sinusoidal. The amplitude of the
sine function was related to body height, weight, and gender. It was also concluded that
considering a constant mean value for the breathing areas (nose and mouth) is a reasonably good
assumption. Since the talking flow rate was observed to be irregular, an average flow rate was

defined in order to specify the boundary condition corresponding to the talking scenario.

Through a validated computational study, Mazumdar et al. (2011) realized that the seats
and passengers tended to block the contaminant transport in the lateral direction inside the
aircraft cabin. In other words, it was found that the longitudinal direction along the aisle of the
cabin is the dominant direction for spreading the contaminants. The other important outcome of
their investigation was revealing the significant role of crews and passengers walking along the
aisle in carrying the contaminant in their wake to as many rows as they passed. The CFD model
in this study was established using a second-order upwind scheme and the SIMPLE algorithm

with RNG k-¢ as the turbulence model.

21



Gupta et al. (2011a) used a commercial CFD code to simulate the transport of droplets
exhaled by an index patient seated in the center of a seven-row, twine-aisle, fully occupied
aircraft cabin. A Lagrangian method was applied to track the droplets and calculate their
trajectories. The evaporation effects were also taken into account. Three scenarios of a single
cough, single breath, and a 15-s talk were considered for the injection of infectious droplets from
a patient into the cabin. In order to define and set the boundary conditions for the considered
scenarios of droplet injection, they used the results of their previous studies (Gupta et al. , 2009
and 2010). The steady-state airflow pattern in the cabin was used as the initial condition for the
simulation of mono-dispersed droplets. The simulations were executed for four minutes of real
time. The results indicated that the exhaled droplets from the cough followed mainly the bulk
airflow. Although the number of droplets was much smaller, a similar pattern of propagation
and dispersion was also observed for the droplets exhaled from the single breath. Since the
index patient turned the head to the left, the droplets generated due to talking of the patient were

mainly moved to the left side of the cabin.

In another study performed by Gupta et al. (2011b), the spatial and temporal distribution
of expiratory droplets and their inhalation in an aircraft cabin environment was investigated,
numerically. They developed a method to predict the amount of expiratory droplets inhaled by
the susceptible passengers over a 4-hour flight under three common scenarios of the exhalation
of droplets: breathing only, coughing with breathing, and talking with breathing. The first three
minutes after the exhalation of particles from the index passenger was considered as the transient
time in the propagation and distribution of particles. For the transient time, CFD was used to
simulate the dispersion of particles. Beyond the first three minutes after the exhalation, a
perfectly mixed model was used. The simulations were performed using a CFD commercial
code (FLUENT) for a seven-row section of a two-aisle aircraft cabin. They used a RNG k-¢
model to predict the turbulent airflow in the cabin. The effects of buoyancy and droplets density
changes due to the temperature variations were also taken into account. The distribution of
mono-dispersed particles was calculated using a Lagrangian approach. Based on the results of
the experimental studies previously performed by Yang et al. (2007), Fabian et al. (2008), and
Duguid (1946), coughing, breathing, and talking exhalations were assumed to be 8.5, 0.4, and
30um, respectively.
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Liu et al. (2012) reviewed all the experimental and computational investigations
performed in studying the airflow distribution and contaminant dispersion in aircraft cabins in
the past two decades. They classified the experimental research into three categories: heat
transfer-based devices (hotwire and hot-sphere anemometers), optical-based devices (particle
tracking, particle streak and particle image velocimetries), and acoustic-based devices (ultrasonic
anemometer). They also categorized the computational research in two groups of models: Zonal

models and CFD models.
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Chapter 3- Flow over Backward-Facing Step

3.1. Introduction and Research Background

As explained in chapter 1, in order to fulfill the objectives of this study, a commercial
CFD code was used to simulate the different transport phenomena existing in aircraft cabin
environment. To learn the code, which was FLUENT, and getting familiar with its capabilities
and features, especially in simulating turbulent flows, the flow over two and three-dimensional
backward-facing steps was simulated and validated through the comparison of predictions with
available experimental measurements.

Although a backward-facing step has a very simple geometry, depending on the flow
Reynolds number and the geometrical characteristics of the step, the flow over a backward-
facing step shows the features of more complex geometry flows such as separation, recirculation,
and reattachment. Therefore backward-facing step flows have provided a favorable case for
testing newly developed CFD methods during the past few decades (De Stefano et al., 1998).
Hackman et al. (1984) attributed the discrepancies in the accuracy of their numerical solutions to
the inadequacy of the standard k-¢ turbulence model used in their computations. Kim and Moin
(1985) applied a Fractional-Step model to simulate an incompressible backward-facing step
flow. Yoo et al. (1989) concluded that the Reynolds stress models are more accurate than
standard k- model in predicting the flow characteristics in the recirculation region. Fredrich and
Arnal (1990) used Large Eddy Simulation (LES) to solve the continuity and momentum
equations governing the turbulent flow over a backward-facing step. In that study, although there
was a generally good agreement between predictions and measurements, scatter in the
experimental data was proposed as the main reason for some observed disagreements. Mesh
refinement was also suggested as a way to improve the accuracy of results. Kaiktsis et al. (1991)
developed a Direct Numerical Simulation (DNS) to study the onset of three-dimensionality,
equilibrium, and early transition flow over a backward-facing step. Le et al. (1997) studied the
periodic behavior of a free shear layer in a backward-facing step turbulent flow using a DNS
method. Through the simulation of flow over a backward-facing step, Keating et al. (2004)
tested two sub-grid scale models: dynamic eddy-viscosity, eddy-diffusivity model and the
dynamic mixed model. Nie and Armaly (2004) conducted an experimental and a computational

study to investigate the reverse flow regions in three-dimensional backward-facing step flow.
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Kim et al. (2005) compared the performance of different k-¢ models as well as different near-
wall treatments through the validation of CFD simulations for the turbulent flow passing over
backward facing step. Rani et al. (2007) employed a Finite-Volume method to simulate the
transient flow over a backward-facing step. Lan et al. (2008) simulated the three-dimensional
forced convection heat transfer in a duct with backward-facing step. Ishiko et al. (2008 and
2009) applied an implicit LES to study the supersonic flow field over both two-dimensional and

three-dimensional backward-facing steps.
3.2. Governing Equations and Numerical Solution Method

In this chapter, the governing Navier-Stokes equations for the incompressible flow over
two and three-dimensional backward-facing steps, are solved numerically for steady conditions.
The RANS method was used to simulate the turbulence effects. k-¢ turbulence models were
used to calculate the effect of turbulence. The effects of heat transfer and gravity assumed to be
negligible and air is considered as the working fluid (p=1.225 kg/m’and x=1.7894x10kg/m.s).
For the two-dimensional backward-facing step, just the turbulent flow regime is investigated,
however, for the three-dimensional one, all the flow regimes including laminar, transient, and
turbulent are taken into consideration and simulated. FLUENT 6.3.26 used as the commercial
CFD code in performing the simulations presented in this chapter.

The governing equations for the instantaneous flow field in the cabin are listed as

follows:

Continuity:

aui —

—=0 3.1
» (3.1)

Momentum:
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where, u; (m/s) denotes the velocity components, x; (m) represents the positions along
each of the coordinate system principal directions, ¢ (sec) is time, ¢ (kg/m.s) and p (kg/m3 ) are
the kinematic viscosity and density of air, respectively. Also, p (Pa) is the static pressure.

When the RANS method is used to simulate the turbulent flow, the instantaneous flow

variables are decomposed into the mean value (time-averaged) and the fluctuating components:

U =1u +u (3.3)

p=p+p (3.4)

where u,, p and u, , p” denote the mean and fluctuating components of the flow velocity and

pressure, respectively. Substituting the decomposed form of the flow variables into the
instantaneous governing equations (3.1) and (3.2) and taking a time-average of those equations,
accompanied with the Boussinesq hypothesis (Wilcox, 1998), gives the following time-averaged

governing equations for the steady incompressible flow:

ou,
—=0 3.5
= (3.5)
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where £, (kg/m.s) is the turbulent or eddy viscosity which using the Bossinesq hypothesis, is
defined as:
~pui;
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In this study, in order to calculate the above defined turbulent viscosity, the k-€ model
which is a typical two equation turbulence model employed. Using this model, the turbulent

viscosity calculated through the following equation (Tu et al., 2008):

C,pk*
=Pt (3.8)
£

where k (mZ/sz) is the turbulent kinetic energy and ¢ (mz/s3) is the turbulent dissipation rate.

While C, is an empirical constant for standard k-& (C, =0.09) and RNG k-¢ (C, =0.0845)

models ( Tu et al., 2008 and Yakhot, 1992), C, in realizable k-& model is not a constant value and
is calculated from (Tu et al., 2008):

1
cﬂ——kU (3.9)
A+A

where Ay and Ag are constants. Ay=4.04 and Ag is determined through the following equations:

A =\/€cos¢7
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where S;;1s the mean strain tensor. U in Eq. (3.9) is calculated through the following equations:
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where ¢ is the permutation tensor, @, (1/sec) is the angular velocity, and Qii is the mean rate of

rotation tensor.

In order to discretize the spatial derivatives in the governing equations, the second order
upwind scheme used. Velocity and pressure are coupled through the SIMPLE algorithm. For the
two-dimensional backward-facing step, three near-wall approaches, including: the Standard wall
functions, Non-equilibrium wall functions, and Enhanced wall treatment, examined. However,
for the three-dimensional backward-facing step, just the Non-equilibrium wall function applied.
The convergence criteria set to be 107 for all the residuals. The grids for both cases structured
consisting of orthogonal quadrilateral Map-type mesh elements for the two-dimensional and
orthogonal hexahedral Map-type mesh elements for the three-dimensional backward facing step.

Solving the governing equations requires the boundary conditions to be specified. The
boundary conditions are: velocity-inlet for the flow at the inlet, no slip stationary wall for the top
and bottom walls and outflow for the flow at the outlet. In setting the boundary conditions at the
inlet, the flow velocity as well as the turbulent kinetic energy and dissipation rate is specified. In
the simulations performed in this study, it is assumed that the velocity at the inlet is uniform. In
order to calculate the turbulence intensity at the inlet, the airflow Reynolds number based on the
inlet hydraulic diameter is determined. Following the calculation of the Reynolds number, the
turbulent intensity, turbulent kinetic energy, and turbulent dissipation rate at the inlet can be

calculated through the equations listed below (FLUENT 6.3 Manual, 2011):

I=0.16(Re, )" (3.12)

k :%(U.I)z (3.13)
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where I is the turbulence intensity, Re,, is the Reynolds number based on the hydraulic

diameter, Dy (m) is the hydraulic diameter (for three-dimensional backward-facing step, the
hydraulic diameter is calculated through D,, =4A/ P, where A is the cross-section area and P is
the wetted perimeter of the cross-section. However, for two-dimensional backward-facing step,
Dy is defined as two times of the duct height at the inlet, k (m?*/s?) is the turbulent kinetic energy,
€ (mz/s3) is the turbulent dissipation rate, U (m/s) is the uniform velocity at the inlet, ¢ is the

turbulence length scale (¢ =0.07D,, ), and C, was explained elaborately in Eq. (3.8).

3.3. Results and Discussion for the Flow over a Two-dimensional (2D)

Backward-Facing Step

A schematic of the 2D backward-facing step, which is studied in this section, and the
respective dimensions for the regions before and after the step are shown in Fig. 3.1. The
computational domain before the step has a length of 12/ and a height of 4. However, the length
and the height of the computational domain after the step are 504 and 2h, respectively. The
Reynolds number based on the free stream velocity U of 40 m/s and step height 4 is evaluated as
64,000 (Tu et al., 2008). For the turbulent flow in such geometry, there is only one recirculation
zone. It is also believed that the reattachment length is solely a function of the Expansion Ratio

(ER) which is the ratio of inlet height to outlet height (Jongebloed, 2008).

Maximum positive velocity

Top wall

Recirculation vortex

3 “\\\ ~ 0u1fk{,\.
s \\i: = ‘“LB;;;,.H |

Maximumn negative velocity

Figure 3.1 Schematic of the 2D backward-facing step flow. The step height is denoted by 4.
(Tu et al., 2008).
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In simulating the turbulent flow over a 2D backward-facing step, the verification of the
simulations are performed through the comparison of non-dimensionalized velocity profiles at
different locations behind the step with the corresponding experimental measurements. Through

the CFD simulations, the following cases are investigated and discussed:

¢ Study the effect of applying different k-¢ turbulence models including: standard,
RNG, and realizable on the quality of predictions.

e Study the effect of applying different near-wall approaches including: Standard
wall functions, Non-equilibrium wall functions, and Enhanced near-wall
treatment on the quality of predictions.

e Study the effect of using different estimations of the turbulent intensity in setting
up the inlet boundary condition on the quality and behavior of predictions.

¢ Study the effect of changing the inlet Reynolds number, such that the flow

remains turbulent, on the dimensionless recirculation length.

3.3.1 Uncertainty Study (Grid Independency)

Before the validation of any CFD simulation, the computational model needs to be tested
for grid independency. In order to perform the grid indecency study for 2D backward-facing
step, the standard k-¢ is used as the turbulence model, and the standard wall functions are also
used for near-wall approach. Three grids with different number of mesh cells are examined. The
numbers of mesh cells in the tested grids are: 1550, 6200, and 24800. In all the grids the meshes
are structured, Map-type, and made of orthogonal quadrilateral elements. Figure 3.2 shows the

distribution of grids for this problem.

Figure 3.2 The generated grid for the 2D backward facing step flow

Figure 3.3 shows a comparison between the computational results for the x-component

of the flow velocity profile corresponding to x/h=1 behind the step. It can be seen that the
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calculated velocity profile is more sensitive to the grid size in the recirculation region (lower part
of the profile). Therefore local grid refinement is recommended in order to get more accurate
results in recirculation region. Also, Fig. 3.3 indicates that by increasing the number of mesh
cells, the results for velocity data are converged and consequently the grid independency criteria

are satisfied.
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Figure 3.3 The results of uncertainty study. The predicted velocity profiles correspond to
x/h=1.

3.3.2 Validation and Discussion

For the simulations presented hereafter for the 2D backward-facing step, the fine grid
with 24,800 mesh cells is used. Figure 3.4 shows a validation of CFD simulations through the
comparison of predicted velocity data at different locations behind the step with the
corresponding experimental measurements (reported by Tu et al., 2008). The figure also shows
the gradual change of velocity profile in the downstream of the flow. Similar to the simulations
performed for grid independency, for the simulations presented in Fig. 3.4, standard k-& model

was used as the turbulence model and standard wall functions were used as near-wall approach.
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Figure 3.4 Validation of CFD simulations through the comparison of predicted x-
component of velocity data at different locations behind the step (x/h=1, 3, 5, 7, and 9) with
corresponding experimental measurements (reported by Tu et al., 2008).

Figure 3.5 shows the velocity contours for the flow in a duct passing over the 2D
backward facing step colored by the values of stream function. The recirculation region and

reattachment length are observable from this figure.
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Figure 3.5 Contours of velocity based on stream function values (kg/s) for Rejy=64000

The comparisons of dimensionless velocity profiles predicted using different k-& models
(Standard, RNG, and Realizable) are shown in Fig. 3.6. It indicates that although the differences

between the predictions are very small, the predictions from RNG k-¢ model are slightly closer
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to the measurements rather than the results from standard and realizable k-¢ models. In all the
simulations for studying the effect of the type of k-&¢ model on the quality of predictions, the
standard wall functions are applied as the near-wall approach.

Figure 3.7 shows the comparisons between the predictions from RNG k-& model
accompanied with different near-wall approaches and the corresponding measurements. It
reveals that, for this geometry and flow conditions, the near-wall approach has a negligible effect
on the behavior of flow or the accuracy of predictions. However, the results from Non-

equilibrium wall functions shows a little better agreement with experimental data comparing to

the results from Standard wall functions and Enhanced wall treatment.

Figure 3.6 Study the effect of using different k-¢ models by comparing the predictions and
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Figure 3.7 Study the effect of using different near-wall approaches through the comparison

e: x/h=9

of the predictions and measurements at different locations behind the step.
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As explained earlier in section 3.2 of this chapter, Eq. (3.12) was introduced for the
estimation of turbulence intensity at the inlet. However, this equation was originally
recommended for the calculation of turbulence intensity at the core of a fully developed turbulent
duct-flow (FLUENT 6.3 Manual, 2011) which is considerably different from the flow condition
at the inlet of 2D backward-facing step studied herein. Therefore, there is a lack of confidence in
the accuracy and validity of the calculated inlet boundary conditions for k and € using the
turbulence intensity estimated by Eq. (3.12).

Using Eq. (3.12) led to an estimated value of ~4% for the turbulence intensity at the inlet.
Now, in order to investigate the effect of estimation quality for the turbulence intensity at the
inlet on the accuracy of predictions, the simulations are repeated by assuming another value for
that. We assume the new value of 20% for the turbulence intensity at the inlet. This value is the
maximum value that the turbulence intensity gains in the high-speed turbulent flow inside
complex geometries like heat-exchangers and the flow inside rotating machinery such as turbines
and compressors (CFD online, 2011). By increasing the turbulence intensity from 4% to 20%, an
increase of 3200% and 17800% will be experienced for the inlet turbulent kinetic energy the
dissipation rate, respectively. Comparisons of the predictions between two cases indicate that
although the inlet boundary conditions for k and € experience a drastic increase, the changes in
predictions are very slight and not more than 5%.

Figure 3.8 shows the comparisons between predictions from the two different estimations
of the inlet turbulence intensity and the experimental measurements corresponding to different
locations behind the step. These comparisons indicate that changing the turbulence intensity at
the inlet has a negligible effect on the computational results. For all the simulations presented in
Fig. 3.8, RNG k-¢ was used as the turbulence model and Non-equilibrium wall functions were
used as near-wall approach.

In the last part of investigating turbulent flow over the 2D backward-facing step, the
effect of the inlet Reynolds number on the recirculation length is studied. The Reynolds number
is changed in a range in which the flow in duct remains turbulent. Figure 3.9 presents a
comparison of the predicted maximum negative dimensionless velocities at different locations
assuming two different inlet Reynolds numbers (64,000 and 80,000) with corresponding
experimental data. We know that the reattachment takes place at the location where the

minimum velocity (or the maximum negative velocity) is zero. Therefore, this graph is helpful
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in estimating the location where the flow is reattached to the bottom wall behind the step. The
RNG k-¢ model is used with Non-equilibrium wall functions in the simulations. The
simulations confirm this belief that as long as the flow is turbulent, changing the Reynolds
number at the inlet has no effect on the recirculation length. Indeed the behavior of turbulent
flow over the backward-facing step only depends on the Expansion Ratio of the backward-
facing step. Figure 3.9 also indicates that although both computations and experiments estimate

the same values for the recirculation length, the simulations predict less maximum for the

negative velocities than experiments for all locations with x/h>3.

Figure 3.8 Comparison of predictions (from two estimations for turbulence intensity at the

inlet) with corresponding experimental data
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Figure 3.9 Comparison between the predictions for the maximum negative velocities
and corresponding experimental data

3.4. Results and Discussion for the Flow over a Three-dimensional (3D)

Backward-Facing Step

In the numerical study of the flow over 3D backward-facing step, the Reynolds number at
the inlet of the tunnel is changing in a range that covers laminar, transition and turbulent flow
regimes Using the outcomes of simulating 2D backward-facing step flow in the previous section,
RNG k-¢ is employed for modeling the turbulent flow and the Non-equilibrium wall functions
are used as the near-wall approach. In order to validate the model, the velocity profile, at a
specified location, on the central plane of the tunnel, is predicted and compared with the
corresponding experimental measurements from the research conducted by Nie and Armaly
(2004). Figure 3.10 shows the configuration of the 3D backward-facing step which is studied in
this section. The geometry of the step and the flow conditions are the same as those studied by
Nie and Armaly (2004) experimentally. The upstream section has the height of 0.98 cm (/) and
the width of 8.00 cm (W). The downstream section has 1.98 cm height (H) and 8.00 cm width
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(W). Therefore the Expansion Ratio for this case is ~1.49. The upstream section of the tunnel

has 200.00 cm long to ensure the flow at the inlet of backward-facing step is fully developed.

Figure 3.10 Schematic of the 3D backward-facing step (Nie and Armaly, 2004)

In order to perform the grid independency study, three different grids with different
number of mesh cells are examined. All the tested grids are structured, consisting of Map-type
orthogonal hexahedral mesh elements. The number of mesh cells in the grids was 25000,
294000, and 500000. (Figure 3.11 shows a view of the grid generated in the present study for
the above described backward-facing step. As can be seen, in order to generate the grid, the
whole volume of the tunnel divided into three cubic sub-volumes. The sub-volumes were
connected through interior faces. Although the grids are distributed uniformly in span-wise

direction the grids in x and y directions are denser in the flow recirculation region.

The results of grid independency study and model validation are shown in the same figure
(see Fig. 3.12), where predictions from the grids with different number of mesh cells are
compared with the corresponding experimental measurements at a specific location defined by
x/S=-1 and z/W=0.5. The comparisons made for three different Reynolds numbers that covers

laminar, transient, and turbulent flow regimes.
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Figure 3.11 3D view of the grid generated in this study for Nie and Armaly (2004)
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Figure 3.12 Graphical presentation of grid independency study and model validation

for 3D backward-facing step flow.
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Results presented in Fig. 3.11 indicate the model is grid independent for all the flow
regimes. For the laminar flow (see Fig. 3.11a), there is a very good agreement between
predictions and measurements when the finest grid is used. For the transition flow, both laminar
and k-¢ turbulence models are used. Figure 3.10 b & c indicate that for transient flow, while the
laminar viscous model over-predicts (~10%, for the finest grid) the flow velocity data in the core
region, the RNG k-¢& model under-predicts the flow velocity data in the same region (~10%, for
the finest grid). For fully turbulent flow (see Fig. 3.11d), the comparisons between predictions
and measurements indicate that the computational results from the finest grid has the best
agreement with measurement; however, the largest deviations observed for the core region of the
tunnel flow where, comparing to measurements, the k-¢ turbulence model estimates lower values

for the velocity peak values (~10% lower).
3.5. Summary

The main purpose of this chapter was to establish proficiency in using the commercial
CFD code which is used in the simulations presented in this dissertation. For this reason, and to
get familiar with different features of the CFD code, the flow over 2D and 3D backward-facing
steps was simulated and the simulations were validated through the comparison of the
computational predictions and corresponding experimental measurements for the flow velocity
data at specified locations. In studying the flow over the 2D backward-facing step, the Reynolds
number at the inlet changed in a range in such a way that the flow remains turbulent. The RANS
method was used to solve the governing Navier-Stokes equations and the k-&¢ model was applied
to calculate the turbulent stresses. As the first step in any CFD simulation, the model was
examined for grid independency. Three structured grids with different number of orthogonal
quadrilateral Map-type mesh elements were tested. Then the model was validated through the
comparison of predicted velocity data at several locations behind the step with the corresponding
measurements reported by Tu et al. (2008). Through the validation of the 2D computational
model, an attempt was made to find an optimum combination of k-¢ model and near-wall
approach to get the most accurate results. Three types of k-€ models (Standard, RNG, and
Realizable) accompanied with three different near-wall approaches (Standard wall functions,

Non-equilibrium wall functions, and Enhanced wall treatment) were tested for this purpose.
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Although it was seen that the changes in the predictions due to applying different combinations
of k-¢ models and near-wall approaches were almost negligible, the results from the combination
of RNG k- € model and Non-equilibrium wall functions were slightly more accurate. Through
the investigation about the effect of turbulence intensity and Reynolds number at the inlet on the
flow structure in the duct, it was realized that for the turbulent flow over backward-facing step,
the downstream flow behavior is independent of the flow condition at the inlet. It confirmed that
the behavior of turbulent flow over the backward-facing step is only a function of the Expansion
Ratio, which is the ratio of the inlet height to the outlet height of the duct. In studying the flow
over 3D backward-facing step, the simulations were validated through the comparison of
computational predictions with the experimental measurements performed by Nie and Armaly
(2004). All the flow regimes were considered in the simulations. Through the validation of the
CFD model, it was found that for the laminar flow, the viscous laminar model is able to predict
the flow velocity in complete agreement with measurements and theoretical solutions. For the
transient flow, while the laminar viscous model over-predicts the flow velocity in the core region
of the tunnel, the turbulence model under-predicts the flow velocity in the same region. For the
fully turbulent flow regime, it was seen that, similar to what was experienced in modeling the
transient flow, the turbulence model under-predicts the flow velocity in the core region. In
modeling the turbulent flow for both transient and turbulent flow regimes, RNG k-¢ turbulence

model with Non-equilibrium wall functions were used.
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Chapter 4 - Study of Turbulent Airflow in Generic Aircraft Cabin

4.1. Introduction

The present chapter is designed to simulate the turbulent airflow in a generic aircraft
half-cabin mockup model. Since the geometry of the cabin as well as the flow conditions at the
boundaries are symmetric with respect to the aircraft cabin's longitudinal plane of symmetry, it
can be expected that the mean flow characteristics show a symmetric behavior with respect to
that plane. Due to the stochastic nature of turbulent flow fluctuations, the instantaneous flow
characteristics are not symmetric. However, in this study, the mean quantities are of the interest
and therefore studying the flow in one half of the cabin is sufficient and decreases the costs
associated with building the whole cabin and performing the required experiments in a larger
space. Gambit is used as the grid generation tool and FLUENT is used as the CFD solver for the
simulations presented herein. In order to investigate the airflow characteristics two types of
turbulence models are employed: LES and RANS. The LES model provides the temporal
velocity variations while the RANS model is used to simulate the airflow for steady conditions.
The predictions from both LES and RANS models are compared with the PIV measured data for
five monitoring surfaces on the cabin center plane parallel to the bulk airflow direction (Lebbin,
2006). Throughout these comparisons the capability of the two types of aforementioned
turbulence models in predicting the airflow velocities are discussed and compared. The effects of
applying different k-& models on the accuracy of steady RANS simulations are also studied.
Then the effect of reducing the inlet nozzle height to one-half of its original size, while
maintaining the Reynolds number for inlet airflow at the same value, on turbulence level and
airflow velocities is examined. In this part, the predictions are validated by comparing them with

corresponding PIV measurements.

4.2. The Generic Cabin Mockup Model

The generic cabin mockup model (Figs.4.1 and 4.2) has the key features of one-half of a
twin-aisle Boeing 767 aircraft cabin. The upper left and upper right corners represent the

overhead bins. The slit right below the upper left corner represents the nozzle port through which
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the fresh, conditioned air comes into the cabin and the slit in the lower right corner represents the

outlet port for exiting exhaust air.

Olitlet _

Figure 4.1 Full scale generic aircraft half-cabin mockup model (Lebbin, 2006).

The PIV measurements were taken at the five measurement locations (Figs. 4.2 and
4.3) when the airflow inside the cabin was fully developed (Lebbin, 2006). Although the
velocity measurements were made for two different inlet nozzle heights: 53 mm (full-height)
and 26.5 mm (half-height), the average airflow rate coming into the cabin was maintained at

the constant value of 4.2 m*/min in all the airflow velocities measurements.

Figure 4.2 Dimensions of the generic cabin model and the location of PIV monitoring
windows on the cabin central plane. All the units are in mm (Lebbin, 2006).
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Figure 4.3 The exact locations of five PIV measurement windows on the central plane. All

units are in mm (Lin et al., 2006).

4.3. Governing Equations and Numerical Solution Method

In this study the following assumptions are employed for the numerical simulation of
three-dimensional turbulent airflow in the cabin. The following assumptions are consistent with
the existing conditions in the experiments:

1.  Inthe LES model, the flow is considered unsteady while the RANS model employs steady
flow conditions.

2. In all the cases the flow is assumed to be incompressible.

3. The heat transfer in the cabin is neglected. The inlet airflow is at the temperature of 27 °C.

4.  The effects of buoyancy are taken into consideration.
The governing equations for the instantaneous turbulent flow field and species

transport in the cabin are:

Continuity:
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—=0 (4.1)

Momentum:

%4_” %:_lap_Fl a ( aui)_l_
o o pay pox, Lo ¥ 4.2)

where, u; (m/s) denotes the velocity components, x; (m) represents the position along the
coordinate directions, ¢ (s) is the time, and u (Pa.s) and p (kg/m3) are the dynamic viscosity and
density of air. Also p (Pa) is the static pressure, and g; (m/s?) is the gravity acceleration. To solve
the governing Navier-Stokes equations for the turbulent flow inside the cabin, two turbulence

models are applied: LES and RANS.

4.3.1 LES Turbulence Model

In solving the above governing Navier-Stokes equations using LES, just the large scale
motions of the flow are solved by filtering out the small and universal eddies. In other words, in
this approach the velocity field is separated into resolved and sub-grid domains. The resolved
domain of the velocity field represents the large eddies which are dependent on the geometry
while the sub-grid domain represents the small scale eddies which are not dependent on the
geometry of flow and have a universal behavior such that their effect on the resolved domain is
included through the sub-grid scale (SGS) model. Therefore, in this method the instantaneous

velocity and pressure are considered as the summation of resolvable scale velocity and pressure

(@, p) and sub-grid scale velocity and pressure (u; , p”):
Y 4.3)

It should be mentioned that in the most commercial CFD packages, the grid size is used

to filter out sub-grid scale eddies. Substituting the decomposition forms of u; and p from Eq.
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(4.3) in the instantaneous governing Navier-Stokes equations, and then filtering the resulting

equations, gives the following filtered equations for the flow field:

Ji,

oo 4.4
o (4.4)

ou, . di, ldp 1 0
—tu.— =
or 7 ox, pox, pox;

[,u+,u,]%]+ 8 4.5)
ox.

J

where 4, in Eq. (4.5) is the sub-grid scale turbulent viscosity. In this study, the Smagorinsky-

Lilly SGS model (Smagorinsky, 1963 and Lilly, 1966) is used to calculate 4, :

P .|0d, i,
=—=(CA) | —+—- 4.6
A \/E(A)axj ox, (4.6)
where A is the filter width and can be calculated using the following equation:
A = (Volume of the grid element)” 3 “4.7)

and C;is the Smagorinsky constant which varies between 0.1 and 0.2. In this study the selected
value for C,is 0.14. As it was mentioned earlier, the heat transfer is assumed to be negligible in
the cabin therefore the energy or heat equation is not taken into consideration. Needless to say,
the governing equations are second order with respect to space and first order with respect to
time, so that in solving the governing equations we need to have two boundary conditions in
each direction and one initial condition. The time step size is 0.05 sec and the second order
implicit method is used as time marching scheme. The second order central differencing is used
to discretize the spatial derivatives. The convergence criteria for the continuity and the

momentum equations are 10 and 107 , respectively. The Werner-Wengle wall function
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(Werner and Wengle, 1991 & FLUENT 6.3 Manual, 2011) is used for the near-wall solution.
The reason for using the Werner-Wengle wall function, as explained elaborately by Werner and
Wengle (1991), is its simplicity as well as its accuracy in comparison with the other near wall
functions. While other functions are multi-domain functions based on non-dimensionalized
velocity and distance from the wall, the Werner-Wengle wall function defines unique
relationships between shear stress and velocity that enhances accuracy and reduces the

computational time.

4.3.2 RANS Turbulence Model

When the RANS model is used to solve the Navier-Stokes equations governing the
turbulent flow, the instantaneous flow variables are decomposed into the mean value (time-

averaged) and fluctuating components:

i i i (4.8)

where ., pand u,, p’ denote the mean and fluctuating components for the flow velocity

and pressure, respectively. Substituting the decomposed form of the flow variables in the
instantaneous governing equations (Eq. (4.1) and Eq. (4.2)) and taking a time-average of those

equations gives the following time-averaged governing equations for the steady incompressible

flow:
ou,
i 4.9
™ (4.9)
owu o ou, ou,
T 58, fubd BT & , 4.10
o axi( PO, +(ﬂ+ﬂ,)(axj + o )}rpg, (4.10)
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where £, is the turbulent or eddy viscosity and using the Boussinesq hypothesis (Wilcox, 1998),

1s defined as:

__—pui
“ ", on, @
ox;, ox,

J

In this study, in order to calculate the above defined turbulent viscosity, the k- model which is a
typical two equation turbulence model is employed. Using this model, the turbulent viscosity is

calculated through the following equation (Tu et al., 2008):

2
_ C,pk
£

I (4.12)

where k (m?/s?) is the turbulent kinetic energy and € (m?/s) is the turbulent dissipation rate.
Therefore, in addition to the time-averaged governing equations, two additional differential
transport equations should to be solved (along with required boundary conditions) at the same
time to calculate k and €. As explained elaborately in chapter 3, in Eq. (4.12), while C,is an

empirical constant for standard k- (C y= 0.09) and RNG k-¢ (C Yy = 0.0845) models ( Tu et al.,

2008 and Yakhot, 1992), C, in realizable k-€ model is not a constant value and is calculated from
Eq. (3.9).

In the RANS models, three types of k-€ model are employed: Standard, Renormalization
Group (RNG) and Realizable. The non-equilibrium wall function is used as the near wall
treatment. The second order upwind scheme is used to discretize spatial derivatives in the
governing equations. The same convergence criteria as in the LES model are used for the
continuity and the momentum equations in the steady RANS simulations. For the k and ¢

equations, the convergence criteria are both 10~.
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4.4. Results and Discussion

4.4.1. Uncertainty Study (Check for the Grid-Independent Solutions)

Uncertainty studies were done for the cabin in both cases of full-height and half-height
air inlet nozzles. However, in this section the results of the uncertainty study for the cabin with
full-height nozzle is presented. LES and RANS were used for solving the turbulent flow
governing equations. In order to solve the governing equations, the boundary conditions (for
both LES and RANS) and initial conditions (for LES only) need to be specified. The boundary
conditions are: velocity-inlet for the flow at the inlet of the cabin mockup, no slip stationary wall
for the cabin mockup walls and outflow for the flow at the outlet of the cabin mockup. In setting
the boundary conditions at the inlet, for both LES and RANS (for all k-¢ models), the flow
velocity as well as the turbulent kinetic energy and dissipation rate are specified at the inlet.
Knowing the air kinematic viscosity and airflow rate at the inlet, the average airflow velocity at
the inlet can be calculated. In the simulations performed in this study, it is assumed that the
velocity at the inlet is uniform and equal to the calculated average velocity. In order to calculate
the turbulence intensity at the inlet, the airflow Reynolds number based on the inlet hydraulic
diameter is determined. Following the calculation of the Reynolds number, the turbulent
intensity, turbulent kinetic energy, and turbulent dissipation rate at the inlet can be calculated

through the equations listed below (FLUENT 6.3 Manual, 2011):

I=0.16(Re,, )" (4.16)
3 un?
k :E(UI) 4.17)
k3/2
3/4
e=C," (4.18)

where [ is the turbulence intensity, Re, is the Reynolds number based on the hydraulic
diameter, Dy (m) is the hydraulic diameter, k (mZ/sz) is the turbulent kinetic energy, € (mZ/s3)
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is the turbulent dissipation rate, U(m/s) is the average velocity at the inlet, C,, was explained

in Eq. (4.12), and 7 is the turbulence length scale (¢ =0.07D,, ). The calculated turbulent

kinetic energy and dissipation rate from the above equations are used in setting the boundary
conditions at the inlet for LES as well as all the k-¢ models used in RANS. Since the velocity
at the cabin inlet nozzle has its maximum magnitude throughout the flow field in the cabin,
from Eqgs. (4.16)-(4.18) it can be seen that, at the inlet, the turbulent kinetic energy and
dissipation rate can possibly have their maximum magnitudes through in the cabin. We
studied the contours of turbulent kinetic energy and dissipation rate calculated through the
simulations and confirmed the above postulation. Following the calculation of turbulent

kinetic energy and dissipation rate, the Kolmogorov length () and time (7) scales were

determined as 9.28x10™*m and 0.0589 s, respectively, through the following equations
(FLUENT 6.3 Manual, 2011 & Landahl, 1992):

n= (V—J (4.19)
£
172
|4
= (_j (4.20)
E

where 7 (m) is the Kolmogorov length scale, 7 (sec) is the Kolmogorov time scale and v (m2 /s)

is the kinematic viscosity. As discussed earlier, the turbulent dissipation rate has its maximum

magnitude at the inlet, therefore through Egs. (4.19) and (4.20) it can be realized that the

Kolmogorov length and time scales experience their minimum values at the inlet of the cabin, i.e.

for the entire flow field in the cabin 7 >9.28x10™*m and 7 > 0.0589s. The numbers of mesh

cells in the tested four different grids in this study are: 306900, 576000, 1024000 and 2340000.

In all cases the meshes are structured, Map type, and made of orthogonal hexahedral elements.

Through the comparison of mesh spacing range with the Kolmogorov length scale, the grid

spacing corresponding to the finest mesh (2,340,000 mesh elements) varies in the range of 7x-

34p. Since the predicted data from LES have temporal behavior, the time mean values as well as
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the root-mean-squared (RMS) data are used in the calculation of variations in the velocity
predictions as the grid size changes.

Figure 4.4 shows a comparison between the LES predictions for the x-component of
airflow velocity using different grid sizes and the corresponding PIV measurements
corresponding to the location 5 of the PIV measuring windows. Figures 4.5 (a, b) and 4.6 show
the converging behavior of the LES and RANS predicted x-component of velocity data as the
number of grid is increased. The deviation for every grid size was calculated based on the
relative difference between the predictions corresponding to that grid size and the finest grid
(2,340,000). As typically shown in Fig. 4.4, the LES predictions from the finest mesh have the
closest RMS and mean values to those of PIV measurements. Also, as shown in Fig. 4.5, the
LES predictions demonstrate better converging behavior in locations 1 and 4 in the upper region
of the cabin comparing to the middle and lower regions. Figure 4.6 indicates that in the steady
RANS simulations, the location 3 at the middle of the cabin is associated with the highest grid
uncertainties comparing to the other locations. It means that the flow in the middle region of the
cabin has more complex structure and in order to predict the flow behavior more accurately, the

regional mesh refinement is required.

A Particle Image

0.2 r
Velocimetry (PIV)
0.15 } —— Grid 5ize=306,300
- 01 F e Grid 5ize=567,000
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L 005 Grid Size=1,024,936
z 0
a e Girid Size=2,340,000
< -0.05
<
= -0
-0.15
-0.2 1 1 1 1 1 J
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Figure 4.4 The results of uncertainty study for the cabin with full height nozzle when x
component of velocity data are predicted for the location 5 of the PIV measuring
windows. The PIV data were produced by Lebbin (2006).
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Figure 4.5 The converging behavior of x-component of velocity deviations with respect
to the corresponding prediction from the finest grid for all the PIV measuring windows.
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Figure 4.6 The converging behavior of x-component of velocity deviations with respect
to the corresponding prediction from the finest grid from steady RANS solution for all
the PIV measuring windows.

4.4.2 Study of Airflow in Cabin: Full-Height and Half-Height Nozzle Cases
a. Airflow Simulation in Cabin with Full-Height Nozzle

This section starts with the LES simulation of turbulent airflow in the generic cabin with
full-height inlet nozzle. The CFD grid used in this part of the study consists of 2,340,000
hexahedral cells with the grid spacing varied in the range of 7n- 34n (through the comparison of
edge grid spacing with the Kolmogorov length scale). Also the time step size of 0.05 s is used in
all LES simulations presented in this paper. In order to validate the simulation, the LES
predictions are compared with the PIV measurement data as well as the CFD predictions by Lin
et al. (2006) at each of the five PIV measuring locations. The time interval between the each of
two succeeding PIV sampling data was 0.2 s (Lin, 2006 & Lebbin, 2006). A comparison
between the corresponding LES parameters used in this study and those used by Lin et al. (2006)
is shown in Table 4.1. As seen in Fig. 4.7, there is a good agreement among the simulation
results of this study, PIV measurements, and those of Lin et al. (2006) CFD simulations for

location 1 of the PIV measuring window. The predictions and measurements for other PIV
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measuring window locations are similarly compared well. Especially, the comparisons indicate
that the simulations predict the ranges of variations of instantaneous velocities fairly close to the
variation ranges of the measurements. Since the PIV measuring window locations are on the
central plane (z=0) the magnitude of z-components of velocity data are very small and close to

zero and that's the reason they are not presented here.

Table 4.1 Comparison between the important parameters in the simulations

LES Code Lin et al. [6] Lin et al.[6] Present Study
(Using FLUENT) (Using Fire Dynamic (FLUENT)
Simulator, FDS)

Number of mesh 2,533,744 2,580,480 2,340,000

elements
Mesh elements type | All hexahedral cells, All hexahedral cells, | All hexahedral cells,
Unstructured mesh Cartesian mesh Structured mesh
Grid Spacing (1) 5-20 5-20 7-34
Time step (sec) 0.05 0.01+0.002 0.05

Sub-Grid Scale Smagorinsky Lilly Smagorinsky Lilly Smagorinsky Lilly
(SGS) model

Smagorinsky 0.14 0.14 0.14
constant, Cs
Near wall treatment | Law of the wall Standard wall Werner-Wengle
approach function
Numerical Scheme | Spatial: Second order | Spatial: Second order | Spatial: Second order
central differencing central differencing central differencing
Temporal: Implicit Temporal: Implicit Temporal: Implicit
second order predictor | second order predictor | second order predictor
corrector scheme corrector scheme corrector scheme
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(a) x-component of velocity data at PIV locationl
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Figure 4.7 Comparison of the predicted values (this study), PIV measurements (Lebbin,
2006) and predictions produced by Lin et al. (2006) for the airflow velocity data
corresponding to the location 1 of the cabin with full height nozzle.

In the above comparisons, the center point of each PIV measuring window was selected
to monitor the predicted velocity data. However, in the experiments the PIV velocity data were
averaged over the area of each measuring window. In order to study the effect of changing the
monitoring surfaces from the center points to the whole area of the PIV measuring windows on
the predicted velocity data, the simulation results were reprocessed based on the area weighted
average values of velocities over the measuring windows areas. Figure 4.8 shows the
comparisons between the predictions from two differently processed velocity values and the
corresponding experimental data for location 2 of the PIV window. In Fig. 4.8, it is observed
that although the mean temporal behaviors of the predictions are almost the same between the
two different simulation data sets, the area-averaged data set shows a smoother curve, which
means the area-averaged velocity experiences less fluctuations than the local velocity at the

center point of the window.
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Figure 4.9 shows the turbulent airflow patterns in the cabin at four different time levels
predicted using LES. This sequence also shows the development of the flow field inside the

cabin, such as formation of boundary layers and large eddies.

02 r A PIV Measurement
0.15 w— | 5 Simulation- Maonitoring Surface: Bonded Plane
01 ——LES Simulation- Monitoring Surface: Center Point
0.05

-0.05
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Instantaneous x-Velocity (m/fs)
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-0.2

Flow Time (sec)

(a) x- component of velocity data at PIV location 2

Instantaneousy-Velodty [m/s)

-0.05
Flow Time (sec)
-0.1
A PIVMeasurement
-0.15
02 | E5 Simulation- Monitoring surface: Bounded Plane

——LES Simulation- Monitoring surface: Center Point

(b) y- component of velocity data at PIV location 2
Figure 4.8 Study the effect of choosing monitoring surface on the predicted velocities,

corresponding to location 2 of the cabin with full-height nozzle, through comparison
with PIV measurements (Lebbin, 2006)
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Figure 4.9 The turbulent airflow patterns (The contour representations of airflow velocity
magnitudes) predicted by LES at different flow times: (a) flow time=3.6 s, (b) flow time=9.8
S, (¢) flow time=16.579 s and (d) flow time=38.1 s.

Figure 4.10 represent the comparisons between the predictions for the x-component
of airflow velocity data in locations 3 and 5 of the PIV measuring windows from the steady
RANS simulations using three types of the k-¢ turbulence models and the corresponding
time-dependent PIV data. In the RANS simulations, the non-equilibrium wall function is
used as the near wall treatment and also the finest mesh (with the grid number of 2,340,000)
that previously used for the LES simulations is used for RANS simulations as well.
Although the accuracy of RANS predictions is considerably less than LES, the computation
time and cost associated with LES simulations are much more than RANS. Among the three
examined RANS models: the standard k-¢ (Launder and Spalding, 1972) the RNG k-¢
(Yakhot and Orszag, 1986) and the realizable k-¢ (Shih et al., 1995), the RNG predicted

value is closer to the mean value of the experimental data. The predictions from all the
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examined types of the k-¢ turbulence models are greater than the mean values of PIV
measurements and LES predictions. Based on the simulations performed in this study, the

RNG is the most accurate model.
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Figure 4.10 Comparison of the steady RANS predictions for the x-component of velocity
data with the corresponding time dependent PIV data (L.ebbin, 2006) at locations 3 and 5
of PIV measuring window.
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b. Airflow Simulations in Cabin with Half-Height Nozzle

This section presents the study of flow characteristics when the cabin nozzle height is
reduced to one-half of its original size. As the flow rate of the incoming air to the cabin
remains the same, by halving the nozzle height, the magnitude of the airflow velocity at the
inlet is doubled. So it is expected that the magnitude of each airflow velocity component in
the cabin experiences an increase. Figures 4.11 and 4.12 compare the PIV measurements
(Lebbin, 2006) with the LES predictions from this study for the airflow x and y velocity
components in locations 1 and 3 of the PIV measuring windows (The predictions and
measurements corresponding to locations 2 and 5 are also well compared similar to location
1). As explained previously, the comparisons for z-component of velocity data is not
presented here. The sampling frequency in PIV measurements is 7.5 Hz. A structured grid
consisting of 2,225,000 hexahedral mesh cells with the grid spacing in the range of 47-43# is
used in LES simulations for this part of study. Similar to the simulations done for the cabin
with full-height nozzle, the time-step size of 0.05 sec is used in LES simulations for the cabin
with half-height nozzle as well. The comparisons indicate that, except for the location 3 of
the PIV measuring windows, LES predicts the range of flow velocity variations fairly well.
In location 3, however, due to the complexities associated with the flow in this region, the
agreement between the LES predictions and PIV measurements is not as good for all flow
times. For example, in Fig. 4.12, for the times between ~12 s to ~30 s and also greater than
~35 s there is not an acceptable agreement between LES and PIV data. It seems in order to
get better predictions for such regions in which the airflow patterns are more complicated,

local grid refinements are needed.
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Figure 4.11 Comparison of the LES predictions and PIV measurements (Lebbin, 2006) for
the x-component of velocity data corresponding to the location 1 of the cabin with half-

height nozzle.
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Figure 4.12 Comparison of the LES predictions and PIV measurements (Lebbin, 2006) for
velocity data corresponding to the location 3 of the cabin with half-height nozzle.

Comparisons of the velocity data between the full and half-height nozzle cases
indicate that by halving the nozzle height, the mean value of the predicted as well as
measured flow velocity data corresponding to locations 1 and 2 of the PIV measuring
windows are approximately doubled (compare Fig. 4.7 with Fig. 4.11). However for the
locations 4 and 5, the expected increase in the velocity is slight and not as much as that

experienced in the locations 1 and 2 (Fig. 4.13). In addition, comparison of the PIV
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measurements for the velocity data corresponding to location 3 (as shown in Fig. 4.14)
implies that by halving the nozzle height and consequently doubling the inlet airflow
velocity, the flow in location 3, which used to be almost stationary in the full-height nozzle

case, takes the tendency of moving to the upper left corner of the cabin.

0.15 ¢
01 W PIV Measurement- Half Height

0.05 F & PIV Measurement- Full Height

-0.05

-0.1

Instantaneous x-Velocity (m/s)

-0.15
0 5 10 15 20 25 30 35 40

Flow Time (sec)

(a): x-component of velocity data

0.15 B PIV Measuremen- Half Heightt

=
ury
T

A PIV Measurement- Full Height
0.05

-0.05

©
ury

Instantaneous y-Velocity (m/s)
o

-0.15

Flow Time (sec)

(b): y-component of velocity data

Figure 4.13 Study the effect of decreasing the cabin nozzle height through a comparison
between the PIV measured velocity data (Lebbin, 2006) corresponding to the location 5 of
the PIV measuring windows for two cases of full and half-height nozzle.
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Figure 4.14 Study the effect of decreasing the cabin nozzle height through a
comparison between the PIV measured velocity data (Lebbin, 2006) corresponding to
the location 3 of the PIV measuring windows for two cases of full and half-height
nozzle.
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4.5. Summary

In this chapter, the capability of a CFD commercial software in simulating turbulent airflow in a
generic half-cabin was evaluated. Two different types of turbulence models were used to find
the turbulent viscosity in the governing equations: (1) unsteady Large Eddy Simulation (LES),
and (2) steady Reynolds Averaged Navier Stokes (RANS) models. While the LES model
predicts the temporal variations of airflow velocity, the steady RANS method predicts a steady
value for the velocity. Through the comparisons, it was concluded that the LES at least is able to
predict the range of velocity variations fairly well. Examining the three different k-¢ (standard,
RNG and Realizable) models indicated that, as expected, the errors associated with the RANS
method are much more than that of LES. It was also recognized that among the above mentioned
k-¢ models, the RNG k-¢ leads to the most accurate predictions.

In order to monitor the velocity data in PIV measuring windows, two different
approaches were employed. The first approach used velocity data at the center points of the PIV
windows and the second approach used the area-averaged velocity values of the PIV windows.
The comparisons indicated that the area-averaged velocity value decreased the fluctuations in the
velocity but the general behavior of predicted velocities did not change. Comparisons with the
experimental data showed that the center point values had a better agreement with experimental

measurements.

The effect of halving the cabin inlet nozzle height with the same airflow rate was studied.
It was observed that, although LES method gave a good estimation of the velocity data in
locations 1, 2, 4 and 5 of measuring windows, the agreement between the simulations and
measurements was not as good in location 3 at the middle of the cabin. A local refinement in
grid size is recommended to get more accurate results in this region in the future study.
Comparing to the cabin with the full-height nozzle, it was seen that by halving the nozzle height
and consequently doubling the inlet velocity, the magnitude of flow velocities in locations 1 and
4 increased dramatically (by 100%). However, in locations 2 and 5, the increase in the velocity
value was slight and not as much. It was also realized that the airflow located in location 3 that
used to be almost stationary in the full-height nozzle case had the tendency of moving to the

upper left corner of the cabin model.
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Chapter S - Study of Tracer Gas Diffusion in the Generic Cabin
Mockup with Half-height Inlet Air Nozzle

5.1. Introduction

One of the methods of understanding mechanisms associated with airflow recirculation
and contaminant spread in indoor environments such as aircraft cabins is studying diffusion of a
tracer gas injected into this kind of enclosures. In this chapter, the turbulent diffusion of a tracer
gas, which is carbon dioxide, injected from the circumferential surface of a horizontal tube
installed inside the generic cabin mockup, is simulated by solving the species transport equation
along with other governing Navier-Stokes equations. The Large Eddy Simulation (LES) method
is used in solving the time-dependent equations governing the turbulent flow of air-CO, mixture
in the cabin. The supply air is injected into the cabin through the half-height inlet air nozzle. The
LES quasi-steady solution for the airflow field in the cabin with half-height nozzle, which was
presented in chapter 4, is used as the initial condition for running the simulations. The
computational model is validated through the comparison of time-averaged predicted
concentration of the tracer gas in specified monitoring locations in the cabin, with the

corresponding experimental measurements.

5.2. Experiments

In the tracer gas measurements (Lebbin, 2006), carbon dioxide was used as the tracer gas.
A 12.7 mm schedule- 40 porous polythene tube was installed horizontally inside the cabin
perpendicular to the xy plane. One end of the tube was connected to a CO; tank through the
back wall (corresponding to z=-1.067m) of the cabin while the other end was capped and
positioned 134 mm from the opposite wall. The tube passed through the central point of the
location 2 of the PIV measuring windows as shown in Fig. 5.1. A pressurized CO; tank (p~5500
kPa) containing CO, with the purity of more than 99.6% was used to supply the carbon dioxide
required for the experiments. The volumetric flow-rate of CO, exiting from the tank is 7.6 Ipm.
By passing through an expansion valve, the pressure of carbon dioxide was regulated down from

~5500 kPa to an atmospheric pressure. Since the density of CO, at the atmospheric pressure is
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higher than the air density at the same pressure and temperature, in order to maintain the neutral
buoyancy condition, before flowing into the injection tube, CO, was blended with Nitrogen such
that the density of the diluted CO, in the injection tube reached approximately the density of air.
Carbon dioxide was injected through small holes uniformly distributed over the circumferential
surface of the injection tube. Figure 3 shows a schematic representation of the generic cabin
model with the installed injection tube. In specifying the boundary conditions required for
solving the species transport equation, the concentration of the carbon dioxide in the incoming
air, which is in the range of ~300 - 400 ppm, is taken into account. In the experiments, the CO,
was injected after quasi-steady conditions were achieved for the turbulent airflow in the cabin.
Also, the measurement of the carbon dioxide concentration was performed when the flow of air-
CO, mixture showed a quasi-steady behavior. In tracer gas experiments, the inlet nozzle height

was 26.5 mm (half-height nozzle).

-------
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Cross section of 12.7 mm Schedule 40
porous polythenetube
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PURMTY ~33 5%
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Figure 5.1 A schematic view of the experimental setup for tracer gas measurements.
The xy view of the setup shows the tracer gas sampling points above and below the
injection tube.
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After the turbulent flow of the air-CO, mixture reached the quasi-steady conditions, the
measurement of the time-dependent values of carbon dioxide concentration at specified sampling
points, as shown in Figs. 5.1 and 5.4, was started and continued for about 10 minutes.

The measured data, denoted by C(t), were non-dimensionalized using the concentration
of CO; at the inlet of the cabin and the average value of the CO, concentrations at the outlet
between two times: at the beginning of the measurement and at the end of the measurement

through the following equation:

(t) inlet
—_—_ 7  inlet C [6 1
Yo C C G-1)

outlet — “inlet

where;

y(t) :dimensionless concentration of carbon dioxide

C(t) : temporal data of CO, concentration at different sampling points

C,,, :the CO, concentration at the inlet measured one time and assumed to be constant
during the experiment
C,,., -the average of the two measured values for the CO, concentration at the outlet (the

measured values are corresponded to the beginning and the end of measurement

duration).

5.3. Governing Equations and Numerical Solution Method

To simulate the tracer gas (carbon dioxide) diffusion in the cabin, the following

assumptions are taken into account in addition to the assumptions presented in chapter 4:

1. The flow of air-CO, mixture is incompressible.

2. The heat transfer in the cabin is neglected. The temperature is assumed to be constant
and equal to 27°C.

3. The effects of buoyancy are taken into account.

4. No chemical reaction takes place in tracer gas diffusion.
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In this part of study, compared to what was discussed in chapter 4, not only the geometry
of the cabin is changed due to locating the carbon dioxide injection tube in the cabin, but also the
equation for transport of species is added to the governing equations. The governing equation for

the instantaneous species transport equation is:
0 0 0 oY
—(PY)+—(puY)=—(pD)— 5.2
S (P45 () = 5(pD) 2 (5.2)

where, u; (m/s) denotes the velocity components, x; (m) represents the position along the
coordinate directions, f (sec) is the time, p (kg/m3 ) is the density of air-CO, mixture, Y is the
species mass fraction, and D (mZ/s) is the molecular diffusion coefficient of carbon dioxide in
air-CO, mixture. In this study, it is assumed that D takes the estimated value of 1.57x10”° m?*/s

and is constant throughout the simulations (Bird el al., 2001).

When LES is used to solve Eq. (5.2) for turbulent flow regime, as explained in chapter 4,
just the large scale motions of the flow are solved by filtering out the small and universal eddies.
In other words, in this approach similar to the velocity and pressure fields, the species
concentration field is also separated into resolved and sub-grid domains. Therefore, the

instantaneous species mass fraction is considered as the summation of resolvable scale mass

fraction (Y ) and sub-grid scale mass fraction (¥”):
Y=Y+Y" (5.3)

The grid size is used to filter out sub-grid scale eddies (see Eq. (4.7)). Substituting the

decomposition forms of u, from Eq. (4.3) and Y from Eq. (5.3), and then filtering the resulting

equation, gives the following filtered equation for the species transport equation:

AoT) 0 oo (oo
o o PAT) ax,( (pD”))axj G4



In the above equation, #, (Pa.s) is the sub-grid scale turbulent viscosity and calculated

through Eq.(4.6). D; (mZ/s) is the turbulent diffusion coefficient and is calculated through the
definition of turbulent Schmidt number and selecting a value for that. The turbulent Schmidt

number is defined as:

se = (5.5)

In the simulations, the turbulent Schmidt number is selected as 0.7. Since Eq. (5.4) is

second order with respect to space and first order with respect to time, we need to determine two

boundary conditions for Y in each direction and one initial condition. Similar to discretization
schemes applied for the Navier-Stokes equations (explained in chapter 4), the time step size is
selected as 0.05 sec and the second order implicit method is used as time marching scheme. The

second order central differencing is used to discretize the spatial derivatives.

Another important point is that the viscosity and density of the air-carbon dioxide
mixture are not uniformly constant in the cabin and their values in each location in the cabin are
dependent on the concentration of constituents at that location. There are a number of methods
in the commercial software to calculate the density and viscosity in a mixture. In this study the
“volumetric-weighted mixing law” and “mass weighted mixing law” are used to calculate the

mixture density and viscosity, respectively, as presented below:

Volumetric Weighted Mixing law:

1P -7 56
IO pCOz pair

Mass Weighted Mixing law:

lll = YNIIICOZ + (1 - YN)ﬂair (57)
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From the above explanations, it can be seen that in order to simulate the tracer gas

diffusion in the cabin, five equations are to be solved simultaneously with the given

boundary and initial conditions.

In order to generate grid for this geometry, as shown in Fig. 5.2, the whole volume of the

cabin model is divided into 10 sub-volumes. Each of these 10 sub-volumes is meshed

separately. In the simulations presented in this chapter for tracer gas diffusion, the generated grid

is unstructured and contains 1,728,000 mesh elements of tetrahedral, hexahedral and wedge

shapes. A schematic of this grid is shown in Fig. 5.3.

Vol.1
Vol.2 Vol.3 Vol 4
Vol 5 Vol.6 Vol.7
Val.§ Vol.9 Vol.10

'L

b

Vol.1

Vol.2,3.4

Vol.5,6,7

Vol. 8,9,10

Figure 5.2 Rough graphical representation of the configuration of the generic cabin model
and installed injection tube. The numbered volumes indicated the sub-volumes used for
grid generation. The grids in sub-volumes: 5, 6, and 7 are unstructured containing
tetrahedral, hexahedral and wedge- shape mesh elements. For the rest of sub-volumes, the
grids are structured containing orthogonal hexahedral mesh elements.
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Figure 5.3 A 3D schematic of the unstructured grid (for the generic cabin with the injection
tube) used in CFD simulation of the carbon dioxide diffusion in the generic cabin model.

5.4. Results and Discussion

5.4.1. Uncertainty Study (Check for the Grid-Independent Solutions)

In order to study the effect of grid size on the behavior of predictions for tracer gas
concentration, the simulations are performed using two grids with different number of mesh
cells: 1,728,000 and 2,630,000. Using two different grids, the CO, mass fraction at several
specified sampling points is calculated, and compared to each other. The location of sampling

points above and below the injection tube, points 1-14 are shown in Fig. 5.4.

BA5 M
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x | Mixture of Airflow and Carbon Dicxide I

-

Figure 5.4 Location of tracer gas sampling points on the central plane of the cabin
mockup (All dimensions are in mm)
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Figure 5.5 Uncertainty (mesh error) study for simulating tracer gas injection through
monitoring the CO; concentration at different sampling points above the injection tube.
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A comparison of the RMS values of computed data from two different grids is shown
in Table 1. As itis seen, by increasing the number of mesh cells, the computed CO,
concentration data varies between 2% to 16%. Table 2 shows the comparisons between the
mean values of computed CO, concentration data from two different grid sizes. As itis seen,
by increasing the number of mesh cells, the computed deviation of CO, concentration data

varies between 2% to 17%.

As seen from the prediction data presented in Tables 1 and 2, the relative difference
between the predicted CO, concentration data using two grid sizes is greater for the sampling
points located in the upper right of the injection tube. In order to explain the reason for this
behavior, recall the study of the airflow in the cabin presented earlier in chapter 4. It was
observed that the airflow in the location 3 of the PIV windows (see Figs. 4.2 and 4.3)
demonstrates more complexity than other locations. Since the sampling points located in the
upper right of the injection tube are very close to that region, changing the grid size has a
considerable effect on computational accuracy. Therefore, one expects higher computational

uncertainties for the sampling points located in regions with more complex airflow structure.

Table 5.1. Comparison of RMS values for computed CO; concentrations using two
different grid sizes.

Sampling | 2,630,000 1,728,000 Deviation
point mesh cells | Mesh cells (%)
Number
1 0.0114 0.0116 2.38
2 0.0151 0.0155 2.87
3 0.0117 0.0114 2.85
4 0.0111 0.0116 4.16
5 0.0097 0.0088 10.22
6 0.0095 0.0082 16.06
7 0.0079 0.0094 15.9

73



Table 5.2. Comparison of mean values for computed CO; concentrations using two
different grid sizes.

Sampling 2,630,000 1,728,000 Deviation
point mesh cells Mesh cells %

Number

1 0.0113 0.0116 2.08

2 0.0155 0.0151 2.89

3 0.0115 0.0112 2.85

4 0.0109 0.0114 4.86

5 0.0083 0.0092 9.78

b 0.0095 0.0082 17.1

7 0.0078 0.0093 16.13

5.4.2. Model Validation

The computational model is validated through the comparison of model predictions and
experimental measurements. In Fig. 5.6 and Fig. 5.7, the time-averaged predicted and measured
values of the CO, concentration are compared to each other. For the sampling points above the
tube (Fig. 5.6), it is observed that there is an excellent agreement between predictions and
measurements at sampling points 3, 5 and 6. However, the agreement for the sampling point 4 is
not as good. There is an error between 11-30% in predicting the concentration data for the
sampling points 1, 2 and 7.

Figure 5.7 shows a graphical comparison between the time-averaged predictions and
measurements for CO, concentration corresponding to the sampling point located along the x-
axis below the injection tube. As can be seen, the best agreements have been achieved for point
12 (right below the tube) and point 14. The worst results correspond to the points 8, 9 and 10.

The error in computations for this case varies from ~4% (point 12) to ~40% (point 9).
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Figure 5.6 Comparison between the time-averaged predictions and measurement of
dimensionless CO; concentration data (Lebbin, 2006) for the sampling points located
along the x-axis above the injection tube (see Fig. 5.4).
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Figure 5.7 Comparison between the time-averaged predictions and measurement of
dimensionless CO; concentration data (Lebbin, 2006) for the sampling points located
along the x-axis below the injection tube (see Fig. 5.4).
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5.5. Summary

In this chapter, the capability of commercial CFD software with LES in simulating
the tracer gas diffusion in the generic cabin model was examined. The effects of heat
transfer were neglected and no chemical reaction was assumed to take place. Carbon dioxide
was chosen as the tracer gas which was injected into the cabin through the circumferential
surface of a horizontal tube. Using LES, the temporal variations in tracer gas concentration
in the specified sampling points were predicted. Following the same procedure as used in the
experiments the predicted values were non-dimensionalized and compared with the
corresponding experimental data. Although excellent agreement was observed in some
sampling points, the predictions had an average error of 23%. Through performing the
uncertainty study, it was realized that since the flow in the middle of the cabin has more
complex structure than that in other locations, the predictions in that region is more affected
by the mesh size. Therefore, it was implied that using regional mesh refinement for the

location 3 of the PIV measuring windows may lead to more reliable and accurate predictions.
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Chapter 6 - Study of Particle Dispersion in Generic Cabin with Full-
Height Inlet Air Nozzle

6.1. Introduction and Research Background

Biological contaminants and/or viruses may spread among aircraft cabin passengers in
the form of fine particles or droplets. Particles which represent viruses have a range of sizes
from 0.02um to 0.3um. The bacteria droplets, however, cover range of sizes from 0.3um to
12.0um (Tang et al., 2009). In this chapter, the primary objective is to develop an understanding
of the particle dispersion patterns in such enclosures through performing computational
simulations. Furthermore, a number of relevant research articles in the literature that use the
computational methods in order to study the particle dispersions in indoor environments are
reviewed.

In order to simulate particle dispersion in a mechanically ventilated airspace, Reynolds
(1997) used Thomson's (1987) Lagrangian stochastic model. The turbulent airflow was three-
dimensional and strongly inhomogeneous. The standard k-& model was used to calculate the
airflow velocity data. The model worked well in predicting the locations of maximum mean
concentrations of tracer-particles as well as the shape of contours of tracer-particles mean
concentrations. Holmberg and Li (1998) presented a three-dimensional drift-flux model in order
to study the turbulent dispersion of aerosols in a test room. Both mixed and homogeneous air
supply conditions were considered in the simulations. Due to low solid loading and
comparatively small particle settling velocities, the effect of particles on air turbulence was
neglected (one-way coupling). Standard k-€ model was used to calculate the turbulence effects
and wall functions were used for near wall treatment. Also the simulations were performed for
several sizes of particles. Through the simulations it was realized that the particle distribution
pattern is strongly dependent on the ventilation air supply rate. Considering the effects of
Brownian and turbulent diffusion as well as gravitational settling, Lai and Nazaroff (2000)
developed a mathematical model to calculate particle deposition on indoor surfaces. The results
of the previous studies of near-surface turbulence were applied to the model. The developed

model was able to predict the particle deposition to the smooth surfaces as a function of particle
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size and density. The model equations were derived for enclosures with vertical and horizontal
surfaces.

Zhao et al. (2003) investigated the air movement and aerosol particle distribution and
deposition in a ventilated room numerically. Two different ventilation systems were considered:
displacement and mixing. In order to simulate airflow and particle dispersion, a Lagrangian
approach was adopted. This study showed the strong effect of the room ventilation type on the
airflow pattern, the particle concentration distribution, and deposition rate. It was found that
under the same air supply rate and particle property conditions, the displacement ventilation type
leads to smaller deposition rate as well as larger particle removal rate than the mixing ventilation
type. However the average particle concentration is higher in a displacement type system.

In a couple of other studies conducted by Zhao et al. (2004 a, b), both Eulerian and
Lagrangian approaches were used to understand the effects of air ventilation type and particle
size on the behavior of particle dispersion in a ventilated room. In the Eulerian approach a three
dimensional drift-flux model was used combined with deposition boundary conditions for the
wall surfaces. Through these numerical investigations it was found that the deposited particle
mass or flux is strongly dependent upon the ventilation type. From the Eulerian approach (Zhao
et al., 2004 a), more particle depositions were observed in the mixing-type ventilated room for a
certain size of particles. From the Lagrangian approach (Zhao et al., 2004 b), it was concluded
that for the same particle properties, the rate of particle deposition is lower for a displacement
ventilated room comparing to that of the mixing type ventilated room. However, the rate of
particle escape was higher for the room with displacement ventilation type. Through the
consideration of different sizes for particles (1, 2.5, 5 and 10um) in their numerical investigation,
it was also realized that different sizes of particles have different dispersion patterns in two types
of ventilated rooms. Chen and Lai (2004) proposed a simplified semi-empirical three-layer
model to investigate the dispersion and deposition of aerosol particles under the influence of
electrostatic forces. A modified Fick's law equation was applied to calculate Brownian and
turbulent diffusion, spatially-independent external forces (gravitational and Columbic), and
spatially-dependent external forces (image).

Chen et al. (2006) developed a new drift—flux model to simulate particle distribution and
deposition in indoor environments. The model was applied to simulate particle distribution and

deposition in a ventilated model room. Gravitational settling and deposition were considered

78



within the model. RNG k-& model was used as the turbulence model in order to solve the
governing Navier-Stokes equations for the continuous flow-field. The discrete-phase
concentration field was divided into two regions, the core region and the concentration boundary
layer. The concentration distribution in the core region was obtained by solving a three-
dimensional particle transport equation. Deposition flux towards the wall was determined with a
semi-empirical particle deposition model. Through the model validations, a good agreement
between predictions and measurements was found.

Lain and Grillo (2007) conducted a study to compare the performance of two Lagrangian
turbulent particle dispersion models: (1) the standard model reported by Sommerfeld et al.
(1993) in which the fluctuating fluid velocity experienced by the particle is composed of two
components, one correlated with the previous time-step and a second one randomly sampled
from a Wiener process, and (2) the model proposed by Minier and Peirano (2001), which is
based on the Probability Distribution Function (PDF) approach and a Langevin model for the
acceleration of the fluid velocity. Through this investigation it was found that the Minier and
Peirano model provides better results than the standard model because its construction better
reflects the underlying physics of particle dispersion for general turbulent flows, but at the
expense of a higher computational cost. Liu and Zhai (2007) proposed two particle indices: the
Stokes number and the evaporation effectiveness number that can be used as simple criteria in
order to determine what CFD model is appropriate for indoor particle and droplet prediction.
They classified the CFD models into three classes: lazy particle model, isothermal particle
model, and vaporizing droplet model. The lazy particle model was defined as a model in which
the particle trajectories are not calculated. It is simply assumed that particle follows the
continuous phase streamline at each point of flow-field. In this model, which is also called the
tracer model, the concentration distribution of particles can be calculated through the solution of
species transport equation which basically governs the transport of gas-phase contaminants. The
model is appropriate for small particles with quasi-gaseous compounds. The isothermal particle
model was defined as a model in which the particle trajectories are calculated, but without
considering thermal effects. It means that in this type of models the particle size doesn't change
and there is no exchange of heat and mass between particle and continuous phase. Finally, the

vaporizing droplet model was defined as a model which is used when, due to evaporation, there
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are both heat and mass exchanges between particle and continuous phase, and as a result the size
of liquid particle or droplet is subject to change.

Dehbi (2008) used a modified particle-turbulence interaction in Lagrangian particle
dispersion modeling. The model was basically developed through the consideration of
turbulence anisotropy, especially for near-wall flows in the stochastic particle-tracking model
employed in FLUENT 6.2. In this investigation, the fluid velocities in the boundary layer were
computed using fits of DNS data obtained in channel flow. Zhao et al. (2009) developed their
drift-flux model by considering the effects of both thermal and gravitational forces in calculating
the particles slippage velocity for non-isothermal cases. After the validation of the modified
model, it was used to study the effect of the indoor ventilation type and particle size on the
dispersion pattern of ultrafine particles (particles with sub-100nm diameter) in a test room.
Through this study, it was determined that, although using the mixing ventilation type leads to
lower concentration of micron particles in the zone below one meter high, it will cause higher
concentration of ultrafine particles in the mixing zone in comparison with the displacement
ventilation type. It was also concluded that both ventilation types are not sensitive to the particle
size when the particles diameters are in the range of 0.01 to 0.1um. Considering the variations
with height in the horizontally homogeneous turbulence kinetic energy, Gorle et al (2009)
simulated the turbulent dispersion of small particles in the lower part of the atmospheric
boundary layer. They used the RANS method to find the velocity profiles. The validation of
simulations showed an improvement in the prediction of particle distribution compared to the
simulations in which a uniform vertical distribution was assumed for the turbulent kinetic
energy.

Zhang et al. (2010) used an Eulerian approach to study the deposition of particles which
were tens of microns in size. The particles were created due to aggregation of nano-particles
injected through an injection port to the test chamber. The transient deposition of particles
caused by gravitational settling was simulated. For this purpose the mass conservation equation
for the discrete phase was modified to include the gravitational settling effect as well as
convection and diffusion effects. The simulations were verified through the comparisons
between predictions and measurements for the particles deposition-rate data. The comparisons
indicated best agreement between experimental measurements and computational predictions for

the intermediate particle-size range.
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This chapter is the continuation of the research presented in chapters 4 and 5 of this
dissertation in the numerical investigation of turbulent transport phenomena in the generic cabin
mockup model. The simulations presented in this chapter are for the turbulent dispersion of
mono-disperse liquid particles in the same generic cabin mockup as studied in the previous two
chapters. Two different particle injection configurations are considered in the simulations
herein, while the carrier air volumetric flow rate and the particles mass flow remain at the same
values for both cases of injection configurations. In the first configuration, in which the particles
are injected through the top end surface of a straight tube mounted vertically on the cabin floor,
the velocity of carrier air and particles at the injection port is about 3.5 times greater than the
velocity of supply air injected into the cabin through the cabin inlet nozzle. However in the
second configuration, in order to eliminate the effect of particle injection velocity on the
distribution pattern of mono-disperse particles, the straight tube was replaced by a cone diffuser
such that the injection velocity of particles is decreased down to almost zero. A Lagrangian
approach was mainly used to predict the particle concentration in specified monitoring location
inside the cabin as well as at the outlet of the cabin. Although the continuous phase flow-field
within the cabin is simulated using both RANS and LES methods, the quasi-steady and steady
RANS solutions for the airflow velocity data are used to initialize the particle-tracking
calculations through the Discrete Phase Model (DPM). To calculate the effects of turbulence on
the dispersion behavior of particles, a Discrete Random Walk (DRW) model was employed.
Using the steady RANS method, a comprehensive grid independency study was performed by
concentrating on regional mesh refinement using both structured and unstructured grids. The
effectiveness of both grid refining approaches in producing the converged velocity data is
investigated and discussed. The optimum mesh size and type is then used to simulate the
dispersion of micron particles. The particles are made of Di-Octyle Phthalate (DOP) and
injected continuously into the cabin through either a straight tube or a cone diffuser. The
computational model is validated through the comparison of the predicted particle concentration
data with the corresponding experimental measurements reported by Padilla (2008). One of the
significant features of this study is the investigation of the effect of the number of tries on the
accuracy of particle concentration predictions when stochastic particle tracking is used to model
turbulent distribution of particles. Subsequently, the optimum number of tries to obtain the most

accurate predictions is determined. In accordance with the corresponding experiments (Padilla,
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2008), the effect of particle size on the predicted concentration distribution of particles is studied
and discussed through the simulation of two different sizes of mono-disperse particles: 3um and
10um in the cabin with straight injection tube. Due to the low particle loading, neglecting the
effect of particles motion on the continuous phase flow-field seems to be a reasonable,
simplifying assumption. However, in order to verify this assumption, through the simulations
performed for the cabin with straight injection tube, the effect of using one-way instead of two-
way coupling on the accuracy of computational results for particle concentration is also
investigated. Eventually, through the simulations for the particle dispersion in the cabin with
cone diffuser, the effects of cabin pressure gradient as well as particle density on particle

concentration distribution are studied and discussed.
6.2. Experiments

The particle dispersion experiments in generic aircraft cabin mockup were conducted by
Padilla (2008). Figure 6.1 shows the configuration of the experimental setup including the
generic cabin mockup (which was discussed in the previous two chapters) with the particle
injection tube inside it. The mockup was provided by the fresh air through a full-height inlet air
nozzle (the height is 54 mm). The height of the mock-up outlet-slit was 213 mm. The length
and width of the mockup were equal to 2,134mm. The lower surface of the cabin overhead bins
was located at the height of 1,707 mm above the cabin’s floor. The height of the cabin ceiling
from the floor was 2,134mm. The fresh air was injected into the cabin with the flow rate of
4,160 lIpm and the average velocity of 0.64 m/s (normal to the cabin inlet-slit surface). The
experiments were performed in Standard Temperature and Pressure (STP) conditions.

In the first series of experiments, particles were injected continuously through an
injection tube located at x=1447 mm, y=595 mm, and z=0 (see Figs. 6.1 and 6.2). The injection
tube, installed vertically on the cabin’s floor, was made of stainless steel with the inner diameter
of 22.1 mm (see Fig. 6.2). The injection port was the upper end of the injection tube at the
height of 595 mm from the cabin’s floor. The particle measurement locations are shown in Figs
6.1 and 6.2. It should be mentioned that for the five measurement locations on the cabin central
plane, the Aerodynamic Particle Sizer (APS) was used to measure concentration of the particles.

However, for the eleven measurement locations at the cabin outlet, Optical Particle Counter
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(OPC) was used for the concentration measurements. The measurement locations at the outlet
had the height of 5Tmm.

Through the dimensions shown in Fig. 6.2, the coordinates of the five measurement
locations on the cabin central plane can be determined as they are presented in Table 6.1. The
coordinates of the outlet locations can be easily extracted from Fig. 6.1. In addition, Fig. 6.2 also
presents information about the inlet volumetric airflow rate as well as the volumetric flow rate of
the carrier air injected into the cabin through the particle injection tube. Particles are produced
by the Vibrating Orifice Aerosol Generator (VOAG) as shown in this figure. VOAG was set to a
vibrating frequency of ~49 Hz that yields a theoretical concentration of 54 particles/cm’.

The liquid particles are made of Di-Octyl Phthalate (DOP oil) and generated using TSI
VOAG Model#3450. Schematic views of this device are shown in Figs.6.3 and 6.4. According
to the theory of this device (TSI Model 3450 Operating and Service Manual, 2009), the particles
are initially composed of Di-octyl Phthalate (DOP) oil in their core region and Isopropyl Alcohol
in their outer layer. During the motion of particles in the drying column of the device, the
alcohol in the outer layer is evaporated and the final particles which are delivered to the testing
enclosure are mainly composed of DOP. Using the explanations, equations, and tables in the
device manual and considering the probability of existing impurities in the alcohol, a range of
953 kg/m3 -971 kg/m3 is calculated for the density of 10 pm particles. The calculated density
range for the 3 pm particles is between 970 and 971 kg/m”.

Inlet

Outlet
q

Figure 6.1 Schematic of the generic cabin, injection tube and measurement locations (units
in mm). (Padilla, 2008)
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Figure 6.2 XY View of the test configuration for the straight tube injection (units in mm).
(Padilla, 2008)

Table 6.1: The coordinates of APS particle measurement locations for the cabin with
straight injection tube

Location# x(mm) v(mm) z(mm)
1 6835 12192 0
2 6835 609 6 0
3 10668 914 4 0
4 1447 8 12192 0
5 14478 6096 0

At the beginning of each experiment there was just injection of air from the inlet air
nozzle and particle injection tube (or cone diffuser). The particles were not injected until the
flow inside the cabin reached quasi-steady conditions. After that the VOAG was started to work
and 15-30 minutes were considered as warm-up time. Then the particle count measurements
were performed continuously over the period of sixty minutes. The collected data were taken

time-averaged and normalized using the following equation (Padilla, 2008):
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_ X O (6.1)

CI ><QI

where C,, is the measured sample count concentration corrected for the particle loss in the
sampling tube, C; is the calibrated injected concentration, Qy,, (Ipm) is the supply flow (inlet and

injected), and Q; (Ipm) is the injected flow of the carrier air.

L)

Figure 6.3 Schematic of the TSI VOAG Model#3450 (Padilla, 2008)
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Figure 6.4 Schematic view of the process of particle generation in TSI VOAG Model#3450
(Padilla, 2008)
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In the second series of the experiments, in order to eliminate the effect of particles
injection velocity in studying dispersion behavior of particles, the straight injection tube was
replaced by a cone diffuser. The cone dimensions as well as the test configuration for the cone
injection are shown in Figs. 6.5 and 6.6, respectively. In the first series of experiments when the
straight tube injection was used the cabin pressure was set to 0 gage pressure, however during
the cone injection, the interior cabin gage pressure initially set to 0 gage pressure was increased
from 0 in of H,O to 0.025 in of H,O. The carrier air volumetric flow-rate was remained at the
same value as before which was 52 Ipm. The cone nozzle inlet and outlet inner diameters were
22.1 mm and 152 mm, respectively.

As it is shown by Fig. 6.7, the particle count measurements for the cone diffuser injection
were taken not only on the cabin central plan but also on four more planes parallel to the central
plane. Measurements started from plane E and ended in plane A (see Fig. 6.7). Similar to the
measurements performed for the straight tube injection, the particle count measurements were
collected continuously at each sample location over the period of sixty minutes. Also, moving
the sampling tube from one plane to another plane took 200 sec time in average. Table 6.2

presents the coordinates of the particle measurement locations on planes A-E.

Q: 52.0 lpm
Velocity: 0.047 m/s

— 152 mm ——————

742° 595 mm

’._ 22.1 mm _ﬂ

Figure 6.5 Dimensions of the cone diffuser (Padilla, 2008)

86



Inlet —————

Q=4160 Ipm | 762 mm ‘
(147 cfm) ‘ 381 mm | 4E7.8mm
N I/ _"\_

l'\_1j| \-54/
(3) £09.6 mm

\ N

@ 27

+— £85.8 mm [ "u |‘I
wSm# /609.6 mm

Lo Rl S |

Y [ * | & Outlet —
VOAG i | \Injection cone
Q=5201
OPC (1.84 cfm}pm
a: XY view
X
Inlet
152,152, 152 152
» ® © DO ®
TSI

3321

e

Z
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Figure 6.7 Measurement locations in the cabin mockup with cone diffuser. All the
dimensions are in mm (Padilla, 2008).

Table 6.2: The coordinates of particle measurement locations in the cabin with cone

diffuser (Padilla, 2008)

Location x (mm) vy (mm) Plane Z (mm)
1 6858 12192 A -30438
2 685.8 609.6 B -1524
3 1066.8 9144 C 0
4 14478  1219.2 D 152.4
5 14478  609.6 E 304.8

The airflow conditions at the inlet of the cabin and at the particle inject port for both

cases of injection configurations were summarized by Padilla (2008) in Table 6.3.

Table 6.3: Flow parameters in the inlets and outlet of the test cabin mockup (Padilla, 2008)

Reynolds

Location/Device Cross Section Length Q (Ilpm) Q (cfm) | V,,, (m/s) Number
Cabin Inlet 53 x 2134 mm (rectangular) - 4160 147 0.640 4200

Injection

Straight tube 22 1 mm diameter 595 mm 520 1.64 227 3300
Diffuser cone] 221 mminlet, 152 mm outlet diameter 595 mm 52.0 1.84 0.047 484
APS Sample Tube 18.9 mm diameter 1000 mm 5.00 0177 0.296 370
Outlet OPC 2 mm diameter 254 mm 283 0.1 15.0 2000
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6.3. Governing Equations and Numerical Solution Method

In this part of study, the Lagrangian approach is used to model the dispersion of particles
in the cabin. In this approach which is also called Discrete Phase Model (DPM), the discrete
phase computations are performed in a Lagrangian frame (calculation of particles trajectories).
The continuous gas phase, however, is dealt with in an Eulerian frame which has interaction with
the discrete phase through the exchange of momentum, heat and mass. In this approach, the
interaction between particles is not taken into account. In order to have negligible interactions
between particles, the discrete phase needs to be sufficiently dilute. For this reason the
application of DPM is recommended only for the two-phase flows in which the discrete phase
has volume fraction (ANSYS FLUENT 12.0 Manual, 2009).

In order to simulate the distribution of mono-disperse particles, using DPM, the following
assumptions have been adopted:

1. The continuous phase flow is incompressible.
2. The heat transfer is neglected in the cabin. The temperature is assumed to be constant at
27°C.
The particles are not cooled, heated or evaporated (inert particles).
The particles neither coagulate nor break.
The effects of buoyancy are taken into account.
No chemical reaction takes place between discrete and continuous phases.
Steady RANS model is used to solve the continuous phase governing equations.

Except the drag and gravity forces, other forces are assumed to be zero.

A G AN U

The particles are assumed to be trapped on the walls when they collide with the walls.

10. The injection type is surface injection.

6.3.1. Discrete Phase Equation of Motion

The trajectory of particles is computed through integrating the governing equation for

the particles motion:
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P
o’ L (6.2)
e m,

where m,(kg) is the mass of particle, u/(m/s) is the velocity of particle in i direction. F; (N)
denotes all the forces acting on the particle which is a combination of viscous, pressure drags,

and buoyancy force (Clayton et al. , 1998):

E.:%p-A-CD'(ui—uip)‘ui—uiphmpgi =P (6.3)

Py

where p and p,, (kg/m?) are the densities of the continuous phase (air) and particles, respectively,
C) is the drag coefficient for the spherical particle, A (m?) is the projected area for the particle,
(m/s) is the instantaneous velocity of continuous phase in i direction, and finally g; (m/s?) is the
gravitational acceleration in i1 direction. Equations (6.2) and (6.3) indicate that the continuous

phase affects the trajectory of particles through the drag and buoyancy forces.

6.3.2. Continuous Phase Governing Equations

The governing equations for the continuous phase are:
Continuity:

a“i _

i— 6.4
ax,. (6.4)

Momentum:

ou, ou, lop 1 0 ou, F,
Sy, o o F 2 | S 6.5
ot i ox,  pox ’ P 0x; (,u ox; J+g, m ()

p
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where u (kg/m.s) is the continuous phase viscosity, p (Pa), is the continuous phase pressure and
Fi/m, (N/kg) 1s the force acting on the continuous phase exerted by the discrete phase (the
reaction of drag and buoyancy forces acting on the particles).

In coupled (two-way coupling) approach, the effect of discrete phase on the continuous phase
calculations is taken into account by keeping the last term in Eq. (6.5). However, in the
uncoupled approach (one-way coupling) the effect of discrete phase on the continuous phase is
neglected by dropping the last term in the same equation. The comparison between results from

these two approaches are presented and discussed later in this chapter.

6.3.3. Solution Method

The simulation begins with the quasi-steady solution of the continuous phase governing
equations, i.e. Egs. (6.4) and (6.5). At the beginning, the value of the last term in Eq. (6.5) is
considered as zero. Therefore the number of unknowns (three velocity components and one
pressure) matches with the number of equations (one continuity and three momentum equations).
After the first 5 iterations of the continuous phase computations, using the calculated continuous
phase velocity data (from the last iteration), the trajectory of particles is calculated by solving
Egs. (6.2) and (6.3). By calculating the particles trajectory, the last term in Eq. (6.5) will not be
zero for the next 5 iterations of the continuous phase computations. After every 5 iterations of
the continuous phase calculations, the last term of Eq.(6.5) is updated through the simultaneous
solution of Egs. (6.2) and (6.3). This computational procedure is continued until the
convergence criteria (107 for velocity components as well as k and £ and 107 for continuity) for

the continuous phase governing equations are satisfied.

6.3.4. Turbulence model

In solving Egs. (6.4) and (6.5), which govern the instantaneous velocity field of the
continuous phase (airflow), the Reynolds Averaged Navier Stokes (RANS) model is applied. In
this study, for steady RANS:
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Using the standard k- € turbulence model, the turbulent viscosity is calculated through the

following equation:

_ C,pk*
£

M (6.8)

where C, is an empirical constant which is equal to 0.09 for standard k-¢ (Launder and Spalding,

1972) and is equal to 0.0545 for RNG k-¢ ( Tu et al., 2008 and Yakhot, 1992).

6.3.5. Particle-Turbulence Interactions

The major issue in the Lagrangian particle tracking is calculating the effect of turbulence
on particles trajectory (Dehbi, 2008). As explained before, the trajectory of particles is
computed by integrating the equation of motion (Newton’s second law) of the particles. By
combining Eq. (6.2) and (6.3) the following equation is derived for the spherical particles.

Integrating this equation determines the path of particles.

du” 3C,p

¢ p,~P)
it 8rp, "

(=1 |, = 0| + (6.9)

p

In the equation above, r (m) denotes the particle radius and as the RANS method is used,

the instantaneous velocity, u, , consists of a time-averaged or mean component (#; ) and a

fluctuating component (" ). The continuous phase mean velocity data is computed from the
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RANS method. The turbulence affects the trajectory of particles through the fluctuating velocity
(u”) components. In this study, in order to calculate the effect of turbulence on the trajectory of
particles, the Discrete Random Walk (DRW) model was used. The main idea of this model is
the interaction between the particles and turbulent eddies. In other words, in this model, it is

assumed that the particle is trapped by an eddy during an eddy life time. The eddy life time (7,)

is calculated using the equation below (Daly and Harlow, 1970):
k
7,=2C,— (6.10)
£

The value of C; in Eq. (6.10) does depend on the employed turbulence model. For the k-¢

model, C, =0.15. During lifetime of the eddy, the continuous phase velocity fluctuations are

randomly distributed Gaussian variables whose Root Mean Squared (RMS) values are equal and

deduced from the turbulent kinetic energy:

u, =AJit’ (6.11)

i* =2k /3 (6.12)

In the equations above, the 4, ’s are Gaussian random variables with a mean value of 0

and standard deviation of 1. In the simulations, in order to calculate the random effects of
turbulence on the discrete phase dispersion, it is required to pick a sufficient number of
representative particles which is called the number of tries (Dehbi, 2008 and the ANSYS
FLUENT 12.0 Manual, 2009). The effect of number of tries will be discussed in the next

sections.
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6.3.6. Particle Tracking Parameters

In order to take the integration of Eq. (6.9), two parameters should be specified: The
time step size and the maximum number of time steps. The time step size can be calculated using

the following equation:

At = L (6.13)

[, +

where L (m) is the length scale,

u pH (m/s), is the magnitude of particle velocity and ||ii || (m/s),

is the magnitude of continuous phase velocity. In this study the length scale, which is the length
traveled by a particle between two successive particle tracking updates, is assumed to be constant
and equal to 0.01m. The maximum value of Atis such that the cell is traversed in one step.
Smaller time steps leads to more accurate results. The maximum number of steps should be equal
to the number of grid cells that particles traverse in a computational domain (ANSYS FLUENT
12.0 Manual, 2009).

6.3.7. Numerical Scheme

In the RANS method, the second order upwind scheme is used to discretize spatial
derivatives in the governing continuity and momentum equations. Also, the standard wall
function is used as the near-wall treatment. In calculating the particle trajectories, which is
performed through the integration of Eq. (6.9), an automated tracking algorithm is employed.
This algorithm switches between the numerically stable lower order and higher order schemes,
depending on whether or not the particle is close to hydrodynamic equilibrium (ANSYS
FLUENT Manual, 2009). In this study, trapezoidal integration is used in the higher order

scheme; however, for the lower order scheme an implicit Euler integration is applied.
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6.3.8. Setting-up the Boundary Conditions and the Injection Properties

The rate of particle counts injected into the cabin is determined using the following

equation:
N, =N, O (6.14)
where N » (particle/sec) is the rate of particle counts injected into the cabin, N, (particle/cm’) is

the count concentration of particles at the injection port, and Q (cm’/sec) is the volumetric

inj
airflow-rate at the injection port. Using the information presented in Table 6.3 and Eq. (6.14), the
rate of particle counts injected into the cabin is 46,800. Knowing the volumetric flow-rate of
carrier air at the injection-port and assuming the particles are injected at the same velocity as the
carrier air, the injection velocity of the particles can be calculated. The injection velocity of
particles at the injection surface of straight tube is 2.27 m/s and at the injection surface of cone
diffuser is 0.0478 m/s. Having the size of particles, the rate of particle counts injected, and the
density of particles ( which is assumed to be equal to the density of DOP: 971 kg/m3) the mass

flow-rate of particles can be calculated through the following equation:

3

i 7d, .
m,=p,( . )N, (6.15)

where m, (kg/sec) is the mass flow-rate of particles, p, (kg/m3 ) 1s the density of particles, d, (m)

is the diameter of particles, and N,.nj (particle/sec) is the rate of particle counts injected into the

cabin. It is assumed that when particles, along their trajectory, meet the cabin inlet surface, cabin
outlet surface, or the injection surface, they will escape. As they collide with the solid surfaces
(walls) in the cabin, since they are liquid particles, it is assumed that they will be trapped by
those surfaces. In order to specify the continuous phase turbulent kinetic energy and dissipation

rate at the inlet of the cabin as well as the injection port, equations (3.12)-(3.14) are used.
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6.4. Results and Discussions

In the first part of this section, the results from the simulation of turbulent distribution of
mono-disperse particles injected into the cabin mockup interior through the straight particle
injection tube are presented and discussed. Through the simulations presented in this part, the
advantages of unstructured regional mesh refinement, the effect of micron particle size on
particle dispersion pattern, and the effect of number of tries on the accuracy of predictions for the
particle counts are investigated and discussed. In the second part, though, the computational
predictions for a different injection configuration in which the straight injection tube is replaced
by the cone diffuser are presented and interpreted. In this part, the effects of micron particle
constituent as well as the cabin mockup inside pressure on the particles distribution patterns are
examined. In both parts of this section, the simulations are validated through comparison of

predicted particle concentration data with corresponding experimental measurements.

6.4.1. Study of turbulent particle injection in generic cabin mockup with straight
injection tube

6.4.1.1. Simulation of turbulent airflow and the grid independency study

In the experiments, the average airflow rate coming into the cabin was maintained at the
constant value of 4.2 m*/min, resulting in an average inlet velocity of 0.64 m/s. The
corresponding Reynolds number based on the hydraulic diameter of nozzle inlet was calculated
as 4,200. At the outlet of the 22.1 mm particle injection tube, the airflow rate injected into the
cabin was held at a constant rate of 0.05 m’/min, resulting in an average airflow velocity of 2.27
m/s. The corresponding Reynolds number based on the injection tube diameter was 3300.

The XY view of the grid is shown in Fig. 6.8. This figure also shows the region where the
grid refinement is focused. Figure 6.9 shows the 3D view of the cabin as well as the refinement
region. The volume of the refinement region is less than 3% of the whole volume of the generic
cabin model. The refinement region, as shown in Fig. 6.9, consists of two sub-volumes.
Locations 1, 2 and 3 are located on the interface between these two sub-volumes. At the
beginning, a pseudo-structured coarse mesh is generated for the cabin. This mesh is used as the

base grid for the next refinements. Two approaches are followed in the refinements. In the first
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approach, an attempt was made to keep the grid inside the refinement region structured with
orthogonal hexahedral mesh elements; however, in the second approach, an unstructured grid
with different types of mesh elements (hexahedral, tetrahedral, wedges) is used for the refining
purposes. In both of the approaches the grid in other regions and sub-volumes are kept
structured.

In order to check the grid independency, the velocity data calculated using different grid
sizes were compared with the corresponding results from the finest grid. If this
difference(deviation) experiences decreasing as the number of mesh cells increased then the

solution would meet the grid independency criteria.

REFINRMENT st gl 2

REGION

L

Figure 6.8 XY View of the grid. The refinement region and APS measurement locations

REFINEMENT
ATGION

Figure 6.9 3D View of the cabin and the sub-volumes in order to create the grid. The
refinement region is also marked by red edges
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Figures 6.10 - 6.14 show the behavior of the results as the both approaches explained
above are used in grid refining. In each figure, there are four tables and graphs. The tables and
graphs in the left side of each figure show the effect of grid refinement when the structured grid
refining is followed; however, the tables and graphs on the right side show the uncertainty study
results when the grid is refined in the refinement region using an unstructured scheme. Each
table has four columns. The first column shows the total number of mesh elements in the whole
geometry. The second column shows the number of mesh cells in the refinement region. The
third column shows the calculated velocity data for each grid size. And finally, the last column is
the corresponding deviation percentage for each grid size which is calculated using the following

equation:

.. ‘/cal - ‘/cal finest
Deviation% =100 x —————"= (6.16)
cal, finest
In the equation above, V¢, (m/s) is the calculated velocity for a specified grid size and

Vcalfinest (M/8) is the corresponding velocity calculated from the finest grid.

Figure 6.10 shows the effect of grid refinement on the behavior of x and y components of
calculated velocity data corresponding to the location 1 of the APS measurement locations. It is
seen that the velocity data are converged using either structured or unstructured refining scheme,
however unstructured grid refinement resulted in converged velocity data for grids with smaller
number of mesh cells compared to the structured refining approach.

Figure 6.11 shows the effect of grid refinement on the behavior of calculated x and y
velocity data corresponding to the APS location 2. Similar to the APS location 1, it is observed
that unstructured grid refining scheme is more efficient in reaching converged velocity data.

Figure 6.12 shows the effect of mesh refinement on the velocity calculations for the APS
location 3. It is seen that the behavior of velocity data for this location is different from what
was observed in the APS locations 1 and 2. Indeed the convergence criteria are not met for the
velocities calculated for this location. In order to find a physical reason for this behavior, a
special attention should be paid to the position of the APS location 3 in the cabin model ( see
Figs. 6.8 and 6.9). In this location, which is almost in the middle of the cabin, the flow is almost

stationary and it is seen from the tables presented in this figure that the magnitude of both x and
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y velocity data are very close to zero. Therefore the deviations for this location are much higher

than those calculated for the locations 1 and 2.

Although the mesh refinement is focused on the refinement region that contains the APS

locations 1, 2 and 3, the grid in other regions are also refined due to the mesh refinement in the

refinement region. However, the refinement in other regions is not as much as that happens in

the refinement region. Therefore the calculated velocity data in the APS locations 4 and 5 are

also affected by the consecutive grid refinements. Figure 6.13 indicates the effect of mesh

refinement on the behavior of velocity data in the APS location 4. It is seen that although this

location is outside of the refinement region, using the unstructured refining scheme for the

refinement region leads to reach converged velocity data for grids with less mesh element

comparing to the case when the structured grid refining is used.

Figure 6.14 indicates that using unstructured grid refining in the refinement region has a

very significant improvement in the convergence of the calculated x-velocity data in the APS

location 5. However for y-velocity data in location 5, it shows that using either structured or

unstructured grid gives results with acceptable convergence.
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Figure 6.10 The effect of grid size on the calculated x and y components of airflow velocity
corresponding to the location 1 of the APS measurement locations.
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Figure 6.11 The effect of grid size on the calculated x and y components of airflow velocity
corresponding to the location 2 of the APS measurement locations.
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Figure 6.12 The effect of grid size on the calculated x and y components of airflow velocity
corresponding to the location 3 of the APS measurement locations.
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Figure 6.13 The effect of grid size on the calculated x and y components of airflow velocity
corresponding to the location 4 of the APS measurement locations.
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Figure 6.14 The effect of grid size on the calculated x and y components of airflow velocity
corresponding to the location 5 of the APS measurement locations.

All the APS measurement locations were located on the central plane of the cabin (z=0).
Due to the symmetry of the geometry as well as the boundary conditions respect to the central
plane, the z-component of velocity data for the points on this plane are expected to be very close
to zero and of course the computational results confirmed this expectation. Because of the very
small values of z component of velocity data for the APS locations 1-5, the behavior of z-
velocity data don’t show a converging trend and the deviations are much larger than what were
calculated for x and y components of velocity data.

From the graphs and tables presented through Fig. 6.10-6.14, the significant advantages
of using the unstructured grid refining approach compared to the structured one are revealed. As

shown in the above mentioned figures, in the structured grid refining approach, by 1400%
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increase in the number of mesh elements in the refinement region, from 13,056 to 201, 600, the
total number of mesh elements for the whole geometry is increased by 250% i.e., from 672,736
to 2,449,480. However, in the unstructured grid refining approach, the total number of mesh
elements is less sensitive and by ~2500% increase in the number of mesh cells in the refinement
region from 13,056 to 343,108, the total number of mesh elements experiences just a 109%
growth i.e., from 672,736 t01,407,460. In the other word, the unstructured mesh refinement
scheme enables us to make a high resolution grid in the refinement region with the minimum
increase in the total number of mesh elements for the whole geometry. Especially when the
better converging behavior of results from the unstructured grid refinement is taken into account,
it can be concluded that using the unstructured grid for the local refinement purposes, not only
leads to the more accurate and reliable results, but also it would be considerably more
computational time and cost effective compared to the structured mesh refinement.

Figures 6.15 - 6.17 present the predictions for airflow velocity data corresponding to 5
APS measurement locations on the central plane of the cabin (see Fig. 6.2). The simulations
were performed using the pseudo structured mesh with unstructured regional refinement which
contains 1,407,460 mesh elements and discussed above. Both RANS (steady and unsteady) and
LES methods were applied. In the RANS method, the standard k-€ was used as the turbulence
model accompanied with standard wall functions as near-wall approach. Also, in these figures,
the LES time-averaged predictions were compared with steady/unsteady RANS predictions. All
the figures show the comparisons between predictions for the first 300 sec of the flow-time,
except for x-component of velocity data in APS location 2. It can be seen that although there are
differences between unsteady and steady RANS predictions in the first seconds (~100sec) of the
flow time but eventually the unsteady RANS predictions merge to some value very close to the
steady RANS predictions and remain constant as the flow-time progresses. It is also observable
that, except for APS location 4, the LES time-averaged predictions is very close to

steady/unsteady RANS predictions especially for flow-times greater than 50 sec.
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Figure 6.15 Prediction of airflow velocity data in APS locations 1 and 2 (see Fig. 6.2) on the
central plane of the cabin with straight particle injection tube
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Figure 6.16 Prediction of airflow velocity data in APS locations 3 and 4 (see Fig. 6.2) on the
central plane of the cabin with straight particle injection tube
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In APS location 4, there is a considerable difference (up to ~150%) between x and y
airflow velocity components predicted by steady/unsteady RANS and the corresponding LES
time-averaged predictions. It is seen that comparing to LES, RANS estimates algebraically less
values for x and y velocity components. This difference can also be recognized from the
contours of airflow velocity magnitude on the central plane of the cabin (z=0) predicted by
RANS and LES shown in Figs. 6.18 and 6.19. As can be seen from these two figures, APS
location 4 is close to the region where the jet that comes from the inlet air nozzle meets the jet

that comes from the particle injection tube. That makes the flow structure in that region much
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more complex than other locations. Since LES, in its essence, is a more accurate and
sophisticated method than RANS, it is the k-& model that is not able to capture all the flow
characteristics in the APS location 4. Although (for the DPM simulations presented herein) the
quasi-steady airflow velocity data (calculated from RANS) was applied to initialize particle
tracking calculations, based on what was explained above, in order to get more accurate results it

is recommended to use LES quasi-steady solutions to initialize DPM calculations.

6.4.1.2. DPM Simulation results for the particles concentration data: Study the effect of

number of tries

As explained earlier, the inert Di-Octyle Phthalate (DOP) spherical particles are injected
continuously through the top end surface of the particle injection tube (surface injection). The
vertically upward velocity of the injected particles, at the injection surface, is uniform and equals
to 2.27 m/s. The concentration of particles at the injection port is 54 particle/cm3. There are
three sets of experimental measurements, entitled: test 2-APS, test 3-APS, and test 5-APS, used
in order to evaluate the simulations. The uncertainty of the experimental data is around +39%.
Because of some deficiencies in measuring the particles injection at APS location 5, the
comparison between the computations and measurements does not include this location and was
just made for the APS locations 1, 2, 3, and 4. The finest unstructured grid with 1,407,460 mesh
elements (which was discussed earlier in the grid independency study) was picked to be used in
the simulations. Figure 6.20 shows an evaluation of the explained computational simulation by
comparing the model predictions with the corresponding experimental measurements for the
APS locations on the central plane of the cabin (see Figs. 6.2 and 6.2). In this figure the
concentration data were normalized using Eq. (6.1). As discussed previously in the particle-
turbulence interaction section, the accuracy of results depends on the number of tries. Different
numbers of tries were examined and the corresponding simulation results were shown in Fig.
6.20. The tested numbers of tries were: 10, 50, 100, 120, 150, 175, 200, and 225. Considering
the uncertainty bars for the experimental data, it is seen that the model gives results with
acceptable accuracies at least for APS locations 2, 3, and 4. Table 6.4 shows the tabular
outcomes of the investigation about the effect of number of tries on the accuracy of predicted

particle concentration for the APS locations on the cabin's central plane. It is seen that there is
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not a unique optimum value for the number of tries that leads to the most accurate results for the

all APS locations.
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Figure 6.20 Comparisons between the computational predictions (calculated using 8
different numbers of tries) and the corresponding experimental measurements for the APS
location on the cabin central plane (see Fig. 6.2).

Table 6.4 Effect of number of tries on the accuracy of predicted particle concentration data
for the APS locations on the cabin central plane.

APS location The relference The number of tries Minimumm
experimental corresponds to the 0
number , o error (%)
test title MMM error
1 Test 2-APS 175 137
2 Test 2-APS 10 6.2
3 Test 2-APS 175 0.5
4 Test 2-APS 120 6.7
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Another evaluation of DPM simulations is presented in Fig. 6.21 in which the predicted
particle concentrations at different sampling points located at the outlet of the cabin are
compared with the corresponding experimental measurement. Since the Optical Particle Counter
(OPC) was used in order to measure the particle concentration at the cabin outlet, the 11
measurement locations at the outlet (see Fig. 6.1) are also called OPC locations. The same
numbers of tries were tested for the APS locations, are also examined for the OPC locations.
Figure 6.21 indicates that how increasing the number of tries from 10 to 150 improves the
average accuracy of the predictions, however, for the numbers of tries beyond 150 no more
improvement is experienced. Amongst the examined number of tries (i.e. 10, 50, 100, 120, 150,
175, 200, and 225), the least average error is achieved when 150 is selected as the number of
tries. The average error corresponding to this number of tries is 169%. This figure also implies
that the simulation results are closer to the measurements for the OPC sampling points located in
z>0 region.

Figure 6.22 shows the effect of number of tries on the arithmetic average of
computational errors in calculating particle concentration for APS locations, OPC location, and
all the measurement locations (including both APS and OPC locations). The graph shown in this
figure can give us an idea about the optimum number of tries which leads to predictions with the
least arithmetic average errors for all particle measurement locations. Of course, it should be
mentioned that the optimum number of tries that leads to the particle concentration predictions
with the minimum average errors for all the APS and OPC locations is not necessarily equals to
the number of tries which tends toward the most accurate prediction for every single APS or
OPC measurement location. This figure implies selecting 150 as the number of tries gives the
most accurate prediction rather than other number of tries. The average error corresponding to

this number of tries is 160%.
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Figure 6.21 Comparisons between the computational predictions (when different numbers
of tries are examined) and the corresponding experimental measurements for the OPC
location at the cabin outlet (see Fig. 6.1).
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Figure 6.22 Comparisons between the arithmetic average errors for the predicted particle
concentration data corresponding to the APS, OPC, and all the particle measurement
locations when different numbers of tries are examined. Eight different numbers of tries
were examined in this comparison: 10, 50, 100, 120, 150, 175, 200, and 225.

6.4.1.3. Study the Effect of Micron Particle Size

Padilla (2008) studied the effect of particle size on dispersion behavior of micron
particles experimentally. For this purpose the particle measurement experiments, explained in
section 6.2 of this chapter, were performed for two different sizes of particles: 3um and 10um.
Except from the particle size, all the other experimental conditions and parameters were kept
unchanged. Through the comparison of normalized concentration measurements, it was realized
that particles with smaller size show more uniform concentration distribution and they are mixed
with the airflow better than larger particles. In this part, DPM simulations are repeated for
particles with 3um diameter. The simulations are validated through the comparison of
predictions with corresponding APS measurements. In order to repeat the steady RANS-steady
particle tracking simulations for the dispersion of 3pum particles, all the calculations for the
specified injection properties and concentration normalizations should be revised. Table 6.5

presents similar to the simulations preformed for 10um particles. Dispersion of 3um particles are
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modeled considering particles as inert particles injected through a surface injection type, and
their effects on the continuous phase are taken into account (two-way coupling).

The comparison between predictions and corresponding measurements (Test 2-APS) are
presented in Fig. 6.23. The uncertainty of measurements for 3um particles is +20%. The best
agreement between measurements and predictions was seen for location 4 (45% deviation
between the predictions and measurements, see also Table 6.6). Figure 6.23 also shows a
comparison of the simulation results for 10 um particles with corresponding Test 2-APS
measurements. The uncertainty of measurements for the 10um particles is +39%. Except for the
size of particles all the other simulation parameters are the same for both cases. Similar to the
3um particles, minimum deviations between predictions and measurement are seen for the APS
location 3 (~9% deviation between the predictions and measurements, see also Table 6.6).
Tables (6.6) indicate that, excluding the APS location 5, the average of errors for the 3um
particles is considerably less than that for 10um particles. In the other word; based on the steady
RANS- steady particle tracking simulations presented in this section, the agreement between
predictions and measurements experienced an improvement for decreased particle size.

In addition, computational simulations shown in Fig. 6.23 confirm the outcomes of the
experimental research conducted by Padilla (2008) in which, as mentioned above, it was
concluded that smaller particles have better mixing behavior with the airflow circulations in the
cabin and distributed more uniformly that larger particles.

Table 6.5 Comparison of injection setup parameters for 3 and 10 micron particles

Particle Size 3 micron | 10 micron

Rate of the particle counts injected into the

46,300 46,300
cabin (particle/sec)

Count concentration of particles at the <4 <4
injeu:t'lu:rn-pu:rrt[part'lu:Iefcm3]

Mass concentration of particles at the

275E-05 | 7.41E-07
injection-port (kg/m3)

Mass flow rate of injected particles (kefsec) | 2 38E-08 | 6.42E-10

Injection velocity of particles(m/sec) 227 227

Volume Fraction at the injection-port 7.60E-10 | 2.83E-08
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Figure 6.23 Comparison between predictions and corresponding measurements for 3 and
10 micron particles (2-way coupling, DRW model with number of tries=175, inert particles,

and surface injection)

Table 6.6 Comparison between computational errors for two cases of 3 and 10 micron

particles

Surface Injection

Inert particles

Two-Way

RANS: Standard ke - Standard WF

DRW: tries=175

10 micron

Concentration Normalized Normalized Measurements ERROR%
APS Loc (kg/m3) Coefficient  Normalized test 2-APS  test 3-APS test 5-APS test 2-APS test3-APS  test5-APS
1 LOCATION 1 6.20E-07 2.95E+H06 1.83E+00 0.458438 0.0625752 0.0702411 2.99E+02 2,83E+03  2.51E+03
2 LOCATION 2 9.58E-07 2.95EH06 2.83E+00 0.2408745 0.127758 0.164736 1.07E+03 2,11E+03  1.62E+03|
3 LOCATION 3 3.90E-07 2.95EH06 1L.15E+00 1.26071 0.0625752 0.0567332 8.83E+00 1.74E+03  1.93E+03|
4 LOCATION &4 4.62E-06 2.95EHB 1.36EH01 9.00504 8.79703 8.94433 513401 S5A49EH01 5.23EH01)
5 LOCATION 5 2.13E-05 2.95E+H16 6.29E+01 0.589421 0.645218 0.226891 1.06E+04 9.60E+03  1.92E+04]
error-average  3.28E+02 1L.68E+03  1.52E+03
Exclude Loc5
3 micron
Normalized Mormalized Measurements ERROR%
Computations Coefficient Mormalized test1-APS  test 2-APS test 1-APS test 2-APS

1 LOCATION 1 2,05E-08 1.09E+08 2.24E+00 1.06415 1.17736 L11E+02 9.06E+01

2 LOCATION 2 2,53E-08 1.09E+08 2.76E+00 1.08679 1.06415 1.54E+02 1.59E+02

3 LOCATION 3 2,35E-08 1.09EH)E 2.57E+00 1.60755 1.38113 5.98E+01 8.60E+01

4 LOCATION 4 1.23E-07 1.09E+H)E 1.35E+01 7.76604 9.26038 7.34E+01 4.54E+H01

5 LOCATION 5 5.82E-07 1.0SEH)E 6.36E+H01 3.41887 2.45057 1.76E+03 2.46E+03
error-average 9.956+01 9.53E+01
Exclude Locs
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6.4.1.4. Study the effect of discrete and continuous phase coupling

As it was discussed previously in section 6.3, the discrete phase affects the continuous
phase flow through the last term of Eq. (6.5). When the effect of particle movement on the
continuous phase flow is taken into account, the solution is called two-way coupling. However,
in some DPM simulations, in which the discrete phase is very dilute, it is a reasonable
assumption if the effect of discrete phase on the continuous phase is neglected. This simplified
solution, which is performed through dropping off the last term in Eq. (6.5), is called one-way
coupling. Although all the DPM simulations presented in this chapter are two-way coupling, in
order to investigate the validity of the above mentioned assumption and study the effect of using
one-way coupling on the quality of results comparing to two-way coupling, the one-way
coupling DPM simulation was performed for 10 micron particles and the resulting predictions
were compared with corresponding two-way coupling simulations as well as with the APS
measurements. All the simulation parameters remained the same for the two types of
simulations: one-way and two-way coupling. Figure 6.24 shows these comparisons in which no

difference is recognizable between one-way and two-way coupling simulation results.

Considering the volume fraction of particles at the injection surface which is ~ 3x10™° (see

Table 6.5), it makes sense why particles have no effect on the continuous phase flow.
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Figure 6.24 Comparisons between one-way and two-way coupling DPM simulations and
their validation through the comparison with APS measurements. (DRW model with
number of tries=100, inert particles, and surface injection)
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6.4.2. Study of turbulent particle injection in generic cabin mockup with cone diffuser

In the first part of this section, the DPM simulation results for the mono-disperse particles
injected into the cabin through the straight tube were presented and discussed. In that
configuration, dispersion of particles was considerably influenced by their high injection velocity
as well as the strong jet of carrier air from the straight tube. As it was elaborately discussed in
section 6.3, in order to eliminate the effects of high injection velocity of particles and carrier air
on dispersion mechanism of particles and focus the study on the investigation of the effect of air
recirculation produced by the cabin air ventilation system on dispersion of particles, the
injection tube was replaced by a cone diffuser such that the injection velocity of particles at the
injection surface was decreased to very small values (the carrier air flow-rate as well as the
particles mass flow-rate remained at the same values as those for the injection through the
straight tube). This part, which is dedicated to the cabin with cone diffuser, starts with a grid
independence study performed for the airflow velocity data. The RNG k-¢ turbulence model and
Non-equilibrium wall functions at the near-wall were used for the airflow simulations. Then,
similar to what was carried out for the first injection configuration; a detailed study was carried
out to see whether it was possible to find an optimum number for the number of tries in DRW
model which would lead to the best quality predictions. For this purpose different numbers of
tries were examined and the simulations were validated through comparisons between
predictions and measurements for particle concentration data. Since the available measurement
data correspond to two different inside cabin pressures, the simulation validations as well as the
investigation about the optimum number of tries were performed for both cases of cabin inside
pressures. Subsequently, the effect of cabin pressure gradient was studied through the
comparison of particle concentration measurements and predictions at specified monitoring
locations in the cabin between two cases of cabin inside gage pressures of 0 and 0.025 in of H,O.
Uncertainties about the exact value of the density of particles have been one of the challenges
encountered in the simulation of particles motion. This necessitated the investigation of
quantitative and qualitative effects of particles density on their distribution behavior for the range
of particle size studied in this dissertation. The results of this study are also presented and
discussed in this part through the comparison of DPM simulation results from examining

different values for particle density with corresponding experimental data. The effect of particle
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density in transport of particles is also investigated both numerically and theoretically through

the consideration of particles as a continuous phase and application of species transport equation.

6.4.2.1. Grid independency study

In order to generate the computational grid for the cabin with the cone diffuser inside it,
the whole volume was divided into 55 sub-volumes. As it is shown in Fig. 6.25, from the created
55 sub-volumes, 49 sub-volumes were just simple cubes, 2 sub-volumes located exactly above
the particle injection surface were cylinders, and the remaining 4 sub-volumes which
encompassed the cone diffuser side surface and the cylindrical sub-volumes had more
complicated three-dimensional shapes. For the cubic sub-volumes, the Map-type structured
grids with orthogonal hexahedral mesh elements were generated. For the cylindrical sub-volume
located immediately above the cone diffuser (the particle injection surface was the bottom end
surface of this sub-volume), a Cooper-type mesh with hexahedral and wedge elements was used
as the scheme to generate the unstructured grid. For the rest of the sub-volumes, the generated
grid was an unstructured TGrid-type with tetrahedral and hybrid mesh elements. Every one of
the sub-volumes was connected to its neighboring sub-volumes computationally through the

interior faces.

a: 3D View b: 2D XY View

Figure 6.25 3D and 2D views of the computational grid generated for CFD simulations in

the generic cabin with cone diffuser
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In order to evaluate the model for grid independency purposes, the airflow velocity field
was calculated using four grids with different numbers of mesh elements. The numbers of mesh
elements in the tested four grids were 306900, 567300, 1024936, and 2245000. The coarsest
grid, which contained 306900 mesh elements, was generated first and was considered as the
base-grid for the next successive grid refinements in X, y and z directions that led to producing
the other tested grids. Given the facts that the velocity of carrier airflow at the injection surface
of cone diffuser is very small (0.0478 m/s), and the cabin air ventilation system is exactly the
same as what was discussed in chapter 4 (for the cabin with full-height nozzle), although the
geometry of the flow-field in the cabin with cone diffuser is not exactly the same as that for the
empty cabin (with no diffuser), one can expect that the airflow in the cabin with the cone diffuser
would show a behavior similar to what was observed previously for the empty cabin with full-
height inlet air nozzle. Therefore, using the outcomes of the study presented in chapter 4, in
order to perform the RANS simulation of turbulent airflow in the cabin with cone diffuser, the
RNG k-¢ model was used along with Non-equilibrium wall functions. Figure 6.26 shows the
deviations in the RANS predicted x and y components of airflow velocity data corresponding to
the APS locations on the cabin central plane as the number of mesh cells increases. In order to
calculate the deviations presented in this figure, Eq. (6.16) was applied. The graphs indicate the
converging behavior of x and y airflow velocity components. Since the z-velocity data for the
locations on the central plane are very close to zero, even a very small change in the z velocity
components due to use of different grid numbers, can produce large deviations preventing the z-
velocity data from showing converging behavior. For this reason the corresponding deviations
graph for the z velocity data in Fig. 6.26 are not presented. The airflow velocity deviations for
the APS location 3 are not shown in Fig. 6.26 due to a similar problem. As can be seen from
Fig. 6.27, which shows the contours of airflow velocity magnitude on the central plane of the
cabin, APS locations 3 is in a region where the flow is almost stationary and the velocity
components are very close to zero which makes it very difficult to see converging behavior for
the airflow velocity data in this location. Figure 6.26 also shows that the x-components of
velocity data in the selected APS locations exhibit better converging behavior than the y-

components of velocity data.
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Figure 6.26 The converging behavior of x and y components of airflow velocity deviations
with respect to the corresponding prediction from the finest grid for all the APS measuring
locations on the cabin central plane (z=0).
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Contours of Velocity Magnitude (mis) Jul 11, 2011
FLUENT 6.3 (3d, pbns, rgke)

Figure 6.27 The contours of airflow velocity magnitude on the central plane of the cabin
(z=0). The 5 APS locations are also shown. The wake region behind the cone diffuser can
increase the instabilities in the flow structure at the middle of the cabin (around the APS
location 3 on the cabin central plane).

6.4.2.2. Validation of DPM simulations for the cabin with zero pressure gradient: Exploring

optimum value for the number of tries

As it was shown in Fig. 6.7, unlike the cabin with the straight particle injection tube, the
APS measurements for the cabin with the cone diffuser were not limited to the locations on the
central plane. Figures 6.28 and 6.29 present the comparisons between DPM predictions and APS
measurements for the 25 APS measurement locations distributed among the five planes A
through E (see Fig. 6.7). Seven different numbers of tries were examined in order to find an
optimum number that leads to the most accurate results. The tested numbers of tries were 50,
100, 150, 175, 200, 225, and 350. In Fig. 6.28 and 6.29, for each APS location, the DPM
prediction from the two numbers of tries that led to the best quality results were compared with
the corresponding experimental data. In Fig. 6.30, the DPM results for the particle concentration

at the cabin outlet (see Fig. 6.1) were compared with the two series of corresponding OPC
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measurements. Similar to Figs. 6.28 and 6.29, the predictions shown in Fig. 6.30, were

calculated using the two numbers of tries that leaded to the most accurate results.
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Figure 6.28 Comparison of DPM predictions and APS measurements for the APS locations
1-4. The cabin gage pressure is zero.
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Figure 6.29 Comparison of DPM predictions and APS measurements for the APS location
5. The cabin gage pressure is zero.
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Figure 6.30 Comparison of DPM predictions and OPC measurements for the OPC
locations at the cabin outlet. The cabin gage pressure is zero.

From the above figures, it can be seen that amongst the tested numbers of tries, 175 led to
the best prediction for all APS and OPC locations except from APS location 4. Figures 6.28 and
6.29 also indicate that 50, 150, and 175 are the three numbers of tries that produce relatively
better predictions for the particle concentration at APS locations. For OPC location the optimum
numbers of tries are 175, and 225. Considering all the APS planes (A through E), the minimum
average differences between DPM predictions and APS measurements were observed for the
APS locations 1 and 4 (see Fig. 6.28). If we exclude plane C from our evaluations, it can be seen
from Fig. 6.29b that at APS location 5, the predictions have the best agreement with the
measurements. Fig. 6.30 indicates that compared to APS measurements; there is considerably
better agreement between DPM predictions and OPC measurements for the locations at the outlet
of the cabin. Figure 6.31 a-e, shows the contours of particle count concentration for planes A-E.
These contours can help us to understand how the injected particles are propagated along the z

direction of the cabin.
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Figure 6.31 Contours of particles count concentration at APS locations on planes A-E
predicted by steady RANS steady particle tracking with the number of tries=175.

6.4.2.3. Validation of DPM simulations for the cabin with positive pressure gradient:

Exploring the optimum value for number of tries

As it was explained in section 6.2 of this chapter, the measurements were performed for
the cabin with cone diffuser at two different gage pressures, i.e., 0 and 0.025 in H,O. In this part
the results of DPM simulations repeated for the pressurized cabin are compared with
corresponding APS measurements. The available experimental data for validating the
computational model for 10 micron particle dispersion in the pressurized cabin with cone
diffuser included the APS measurements for locations 1-4 on planes B, C, and E (see Fig. 6.7) as
well as OPC measurements for planes A through E at the outlet of the cabin. The comparisons

between the predictions and measurements in Figs. 6.32 and 6.33 indicate that by pressurizing
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the cabin the agreement between DPM predictions and APS/OPC measurements experienced a
considerable improvement (compare Fig. 6.32 with Fig. 6.28 and Fig.6.33 with 6.30). Similar to
what was observed in the cabin with zero pressure gradient, the best agreement was seen for APS
locations 1 and 4. Eight different number of tries were examined for the DPM simulation in the
pressurized cabin including: 50, 100, 150, 175, 200, 225, 350, and 700. Through the comparison
of DPM predictions from the tested numbers of tries with the corresponding APS and OPC
measurements, it was realized that 175 led to the most accurate predictions compared to the rest
of tested numbers. However, as can be seen from Fig. 6.32c, number of tries equal to 700

produced slightly better predictions at APS location 3 on the plane C.
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Figure 6.32 Comparison of DPM predictions and APS measurements for the APS locations
1-4 at cabin gage pressure of 0.025 in of H,O.
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Figure 6.33 Comparison of DPM predictions and OPC measurements for the OPC
locations at the cabin outlet for cabin gage pressure of 0.025 in of H,O.

6.4.2.4. Study of the effect of particle density on dispersion behavior of micron particles

As mentioned earlier, one of the challenges encountered in the simulation of particles
motion was the particle density. In the reference experiments performed by Padilla (2008),
particles were generated using TSI Vibrating Orifice Generator (VOAG) model #3450.
According to the technical explanations in the user's manual of this device published by TSI
(2009) regarding the composition of liquid droplets produced by Model 3450 VOAG, and
through the calculations performed using their equations, the density of particles is expected to
be between 950-980 kg/m’. However the visual inspection of dispersion behavior of particles
created questions that the particles are probably hollow and their density might be much smaller
than the above mentioned values. This issue necessitated performing an independent numerical
study to understand the effect of particle density on the dispersion pattern of micron sized
particles.

There are a number of published studies in which the effect of particles density on their
dispersion pattern was investigated both experimentally and computationally. Toy et al. (2011)
performed an experimental research to understand the effect of the density of nano-scale particle
on the vessel wall deposition rate. The experiment indicated that nano-particles with lower

densities have a tendency towards larger deposition rates on the vessel wall. Hulsman et al.
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(1997) conducted a theoretical and experimental investigation to determine the effect of the
density of the micron-sized particles on the retention time in slurry flows. Marchioli et al. (2007)
used a Direct Numerical Simulation (DNS) to study the effect of solid particle density on the
particle velocity and deposition rate in a turbulent boundary layer. The upward, downward, and
horizontal particle-laden turbulent flows were simulated using different particle Stokes numbers.
The simulation results indicated that for particles with the Stokes number of greater than 15,
gravity and lift (density), do not affect the qualitative behavior of particle dispersion and
deposition. In 1997, Smith et al. performed a numerical investigation to study the effect of
particle size, density and impact velocity on particle depth of penetration when a solid stream is
falling into a stationary liquid. An experimental study was performed by Razzak et al. (2010) to
investigate the effects of particle shape, density and size on dispersion behavior in a fluidized
bed riser.

In order to investigate the effect of particle density on dispersion pattern of particles, the
DPM simulations were repeated for the cabin with zero pressure gradient assuming that particles
are hollow from inside and therefore their density are close to air density. For the hollow
particles a density of 1.3 kg/m’ was considered in DPM simulations. Since the newly assumed
density for the particles was approximately 1/1000 of its previously considered value, it was
expected that simulations indicate considerably different behavior of particle dispersion
comparing to what was observed through the previous simulations (for particles with the density
of 971 kg/m?). Figure 6.34 presents the comparisons between particle concentrations in different
APS locations on plane A-E using two drastically different values for the particle density. From
this figure it can be seen that the difference between two predictions is less than 60% (which
corresponds to the APS location 3 on plane C). For the APS location 1, 2, and 3, the predictions
from two different particle density values are very close to each other. It seems that for this size
of particles, the dispersion pattern of particles is not a strong function of the particle density.
Since it was difficult to find out the reason of this behavior through discrete phase equations, the
Euler approach and the species transport equation were used to evaluate the effect of particle

density theoretically.
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Figure 6.34 Comparison of DPM simulation using two different values for particle density:
1.3 kg/m3 and 971 kg/m3. (The cabin pressure gradient is zero).

In the Euler approach for simulating dispersion of particles, the governing species

transport equation, neglecting the slippage velocity of particles, is:
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apY) 0 0 i dY
—(puY)=—— | —(pD+ L1y 6.17
o ox, (pu) oxi { (pD+ Sc, ) ox, j (©17)

The equation above was elaborately explained in section 5.3 of chapter 5. The boundary

condititions for this equation are:

— 3
injection—port 54pt/cm
m, =54V, =2.83x10"p,
mt()l‘al = mp + pAl'r (10_6m3)
My = 2.83% 10_14 ,Op +1.225% 10_6

m 2.83x10™ p,

— P

ey 2.83x107 p +1.225x10°°

Y,
wa — 0
on

Y

inlet

=0

Jd dY,,
- outlet y — ()
ox ( ox )

Considering two different values for the particle density (1.3 and 971 kg/m”) the following

tabulated values for the species (particle) mass fraction is calculated at the injection port as

presented in Table 6.7.

Table 6.7: Particle mass fraction and mixture (particle-air) density at the injection port

Pparticte (kg/m’) 971 1.3
M, (kg) 2.7454E-11| 3.6757E-14
Miota (Kg) 1.225E-06 | 1.225E-06
Y 2.2411E-05 | 3.0005E-08
Piixture 0.816308 | 0.816327
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The APS and OPC measurements for the concentration data are presented in
dimensionless form. The dimensionless concentration was defined in Eq. (6.1) which is rewritten

as below:

C — Cm szup
CI ><QI

where C, is the measured sample concentration corrected for the particle loss in the sampling

tube, C, is the calibrated injected concentration, O, is the supply flow (inlet and injected), and

Q, is the injected flow of the carrying air.

0., =4212lpm

0, =52lpm

Consistent with the way that experimental measurements were presented, the new mass

fraction is defined as follows:

YxO. CcY
O Y =YY=

_ 8 1 inj— port

Yoy X0 Y, 81

inj inj— port

Substituting ¥ with C using the above equation in species transport equation we will

have:

d(pC) 4 9
or  ox

0 u  oC
C)=——|—(pD L)y — 6.18
(ou,C) ax,( (pD+ Sct)ax,.j (6.18)

and the boundary conditions are:

_ Yinj—port szup _ qup _ 81
injection—port - -
Yinj—port X QI QI
acwall — 0
on
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C

inlet

i(acoutlet j — 0

=0

ox\ dx
Comparing Egs. (6.17) and (6.18) and their boundary conditions indicate that in Eq.

(6.18), boundary conditions are independent of particle density. The molecular diffusion

coefficient (Dp) in Egs. (6.17) and (6.18) is calculated using Stokes Einstein equation:

_KT-Ce

D, =
oerou-r

(6.18)

where, K is the Boltzmann constant=1.3806503 x 103 m? kg s?K!
r (m), is the diameter of mono dispersed particles

Cc, is the slip correction coefficient and computed using the following equation:

A
C. =1+O.8715—01 (6.19)

dp p

where 4,=0.066 pum is the mean free path for air (which is carrying gas in this project) at

standard condition, and dp is the diameter of particles. In order to calculate the slip correction

coefficient correctly, 4,and d, are in um, T denotes absolute temperature in K, and p is the

absolute pressure in KPa.

So it is seen that the diffusion coefficient is independent of particle density. Also from
Table 6.8 it can be seen that in Eq. (6.18) the density of the mixture varies between ~0.82 kg/m’
(at the injection port) and 1.225 kg/m3 (at the cabin inlet) for both assumed ultimate values of
particle density. Therefore, we can expect that the solutions of Eq. (6.18) using two different
particle density values to be close to each other.

Figure 6.35 shows a comparison between DPM predictions, species transport
calculations, and APS measurements corresponding to APS location 2 on planes A-E. The DPM

and Species Transport simulation parameters are compared in Table 6.8.

130



—k— APStest 1
120
—0— APStestl
-‘E 100 f == DPM-Tries=130
z —B— DPM-Tries=175
B g0
z Species Transport
S 60 /\
k=
® 40
£
2
Z 20

0.0 htbﬂﬁ
A B C D E

Plane

Figure 6.35 Comparison between DPM predictions, species transport calculations, and APS
measurements corresponding to APS location 2 on planes A-E (Cabin with zero pressure
gradient)

Table 6.8: Comparison between DPM and Species transport simulation parameters

Discrete Phase Model (DPM) Species Transport
2-phase flow 1-phase flow

The continuous phase is air: The continuous phase is the mixture of air and

p=1.225 kg/m’ particles

u=1.7894e-5 kg/ms
1 Y 1-Y
_— =
P P, P
u=Yp, +(1-Y)p,,

K=YK,+(1-Y)K,,
C,=Y.C,, +(1-Y).C

P.air

The Governing Equations: The Governing Equations:
¢ Trajectory equation for discrete phase ¢ Navier Stokes equations
(particles) e Species transport equation
® Navier Stokes Equations for the continuous ¢ Energy equation
gas phase e Mixture property equations
[ ]

Stokes-Einstein equation for the
calculation of particles diffusivity
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Boundary Conditions:

At the injection port:
=54pt/cm’

injection— port

Qinjecn'o—porr = Szllt / min

Np = Cinjection—port X Qinjection—port
3
r

V = =5.236x10"m’

p

m,=p,V,.N,=25404x10" p,
Particle fate: escape

Velocity of airflow=0.0478 m/s
Velocity of particles=0.0478 m/s

On the walls and solid surfaces
No slip wall
Particles are trapped

Cabin Inlet:

Boundary type: Velocity-Inlet
Airflow velocity=0.64 m/s
Particle fate=escape

=46800pt/

Boundary Conditions:

At the injection port:
=54pt/cm’

injection— port
m, =54V, =283x10"p,

My =1, + P, (10°m?)

total

My =2.83x107" p +1.225x107°
m 2.83x107™ p,

Y = P =
My 2.83x107p +1.225x107°

total

Velocity of mixture-flow=0.0478 m/s

On the walls and solid surfaces
oY

on 0

No slip wall

Cabin Inlet:

Boundary type: Velocity-Inlet
Y=0

flow velocity=0.64 m/s

e Cabin Outlet: e (Cabin Outlet:
abin Qutlet: Boundary type: Outflow
Boundary type: Outflow 3 oy
Particle fate=escape —(—)=0
ox ox
e Turbulence Model: RNG K-¢ e Turbulence Model: RNG K-¢
e Near Wall Treatment: Non-Equilibrium Sc=0.7

wall function

Near Wall Treatment: Non-Equilibrium
wall function

Operating Condition

T=300 k
P=101,325 pa
Gravity =-9.81 m/s’

Operating Condition

T=300 k
P=101,325 pa
Gravity =-9.81 m/s’
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6.5. Summary

In this chapter, the capabilities of computational approaches in predicting different
transport phenomena in aircraft cabins was investigated by simulating the turbulent airflow and
dispersion of inert micron-sized spherical particles injected into a generic half cabin model.
Two different particle injection configurations were considered in this part of study while the
carrier air volumetric flow rate and the particles mass flow were kept unchanged for both cases
of injection configuration. In the first configuration, in which the particles were injected through
a straight tube, the injection velocity of carrier air and particles at the injection port were almost
3.5 times greater than the injection velocity of supply air at the cabin inlet nozzle. However in
the second configuration, in order to eliminate the effect of particle and carrier air injection
velocity on distribution pattern of mono-disperse particles, the straight tube was replaced by the
cone diffuser such that the injection velocity of particles was reduced to very small values. A
Lagrangian approach was used to predict the particle concentration at specific APS and OPC
measurement locations inside and at the outlet of the cabin. The steady RANS solutions for the
airflow velocity data were used to initialize the particle-tracking calculations through the
Discrete Phase Model (DPM). To calculate the effects of turbulence on the dispersion behavior
of particles, a Discrete Random Walk (DRW) model was employed. From the simulations
performed for the cabin with straight injection tube, the following summary and conclusions are

reached:

1. Using the steady RANS method (standard k-¢ mode), a comprehensive grid
independency study was performed by concentrating on regional mesh refinement
using both structured and unstructured grids. The effectiveness of both grid refining
approaches in producing the converged velocity data was investigated and discussed.
From the grid dependency, the benefits associated with the regional mesh refinement
were discussed. Using the regional refinement enabled us to have more control on
the number and the type of the mesh elements. The other benefit of using regional
refinement was to reduce the number of mesh elements that that normally results in
increased computational cost and time. Although the initial generated coarse mesh

was structured, two approaches were used in refining the mesh in each selected
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refinement region. After several tests, it was concluded that unstructured local grid
refinement not only leads to the more accurate and reliable results , but also is
considerably more computational time and cost effective than the structured local grid
refinement. The optimum mesh size and type was then used to simulate the

dispersion of micron-sized particles.

The turbulent airflow was simulated using LES and both steady /unsteady RANS (
using standard k-¢). The comparisons between the steady/unsteady RANS velocity
predictions indicated that although there were differences between two predictions in
transient time but eventually the unsteady RANS predictions produced values very
close to the steady RANS predictions. In the region where two jets of airflow from
the particle injection tube and cabin inlet nozzle meet a considerable difference (up
to ~150%) between LES time-averaged and RANS airflow velocity predictions was
observed. One can speculate that the flow structure in that region is much more
complex than other locations therefore RANS is not able to capture all the flow

characteristics (e.g. APS location 4).

Comparison of the Steady RANS-Steady Particle Tracking (DPM) simulation results
with the corresponding experimental data revealed that, considering the
measurements uncertainty, there is a good agreement between the predictions and
measurements for the APS locations 2, 3, and 4 (on the cabin central plane). For APS
location 1, due to the fact that the experimental measurements are very small,

achieving predictions with good accuracy for this location was difficult.

A detailed study on the effect of the number of tries on the accuracy of predicted
particle concentration data was also performed. The investigation showed that
although increasing the number of tries has a positive effect on improving the average
accuracy, beyond a specific number of tries (which is called as the optimum number
of tries in which the average error has its minimum value), any increase in the number

of tries does not necessarily improve the average accuracy.
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5. Through the comparison of DPM simulations from 1-way and 2-way coupling
schemes, it was determined that due to very low volume fraction of particles, the
effect of discrete phase on continuous phase is negligible and the particle
concentration predictions from above mentioned two schemes are the same.
Comparison of DPM simulation results for dispersion of two different sizes of
micron-sized particles, i.e., 3 pm and 10 pm, showed that particle concentration
predictions for the smaller size particles have better agreement with the
corresponding experimental results. This comparison also confirmed the outcome of
the previously performed experimental study in which it was observed that smaller
particles distributed more uniformly than the larger particles. In other words, smaller

particles have better mixing behavior with air circulation in the cabin.

For the particle injection using the cone diffusion, the findings may be summarized as the

followings:

1. The RNG k-¢ turbulence model and Non-equilibrium wall functions for the near-wall
approach were used for the airflow simulations. A detailed study was carried out to
obtain an optimum number for the number of tries in the DRW model resulting in the
best quality predictions. Since the available experimental data included two different
inside cabin pressures, the investigation on the optimum number of tries was
performed for both cases of cabin inside pressures. It appeared that the optimum

number of tries was 175 for both cases.

2. The effect of cabin pressure gradient was studied through the comparison of particle
concentration measurements and predictions at specified monitoring locations in the
cabin between two cases of cabin inside gage pressures of 0 and 0.025 in of H,O. It
was observed that by increasing the cabin gage pressure the agreement beween

predictions and measurements were improved.
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3. Through the investigation of the effects of particles density on distribution behavior
of micron-sized particles, it was determined that the distribution behavior is not a

strong function of particle density.
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Chapter 7 - Study of Turbulent Airflow in a Full-Size Aircraft Cabin
Mockup

In this chapter the turbulent airflow in a full-scale 11-row Boeing 767 aircraft cabin
mockup is simulated. The full-scale 11-row aircraft cabin mockup was used by Beneke (2010),
Shehadi (2010), and Trupka (2011) in running tracer gas diffusion and particle dispersion
experiments. As it was discussed in details through chapters 4-6, the first step in simulating
tracer gas diffusion or particle dispersion is the calculation of the airflow field. The calculated
velocity data presented in this chapter can be used later as the initial condition for the tracer gas
and particle dispersion simulations. Based on the outcomes of the study presented in chapter 3
regarding the evaluation of different k-€ models, the RNG k-¢& model is used to calculate the
airflow velocity data. In the first section of this chapter, the geometry of the cabin is explained
in detail. Then the approach used for creating the geometry and generating the mesh is
described, along with the adopted numerical method for solving the governing Navier-Stokes
equation. In the last section the predicted velocity contours in different locations in the cabin are

presented and discussed.
7.1. Cabin Mockup Description*

Figure 7.1 shows the outside and inside views of the mockup aircraft cabin which was
built in the Department of Mechanical and Nuclear Engineering at Kansas State University to
experiment different transport phenomena associated with air quality in aircraft cabin
environment. This mockup which is amongst the largest mockup chambers in its class has 9.75
m length and 4.72 m width as shown in Fig. 7.2. The cabin consists of 11 rows of 7 seats, two
seats are located in the East and West sides of the aircraft cabin and three seats are located in the
center of each row. Two outboard and two centered simulated stowage bins are provided above

each row of seats. The air diffusers are located between the two centered stowage bins (Fig. 7.3).

* In the preparation of this section, the "Draft Final Technical Report, Contaminant Transport in Airliner Cabins

Project, Kansas State University, 2009" was used extensively as the main reference.
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The remaining space between the upper parts of the inside and outside of the air craft cabin is
occupied by the air conditioning and lighting systems' components.

The seats are faced towards the mockup South wall and occupied by the manikins. Two
access doors to the cabin are provided in the north end which is considered as the rear of the cabin.
As shown in Fig. 7.2, there are also two hallways in the eastern and the western sides of the cabin.
The data acquisition system and the cabin control system are located in those hallways (Shehadi,
2010). Figure 7.3 shows the cross section of the Boeing 767 aircraft cabin. The dimensions
presented in this figure will be used later in creating the geometry and generating mesh required

for the computational simulations. The diffuser assembly is also shown in Fig. 7.4.
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b: inside view

Figure 7.1 Outside and inside views of Boeing 767 11-row cabin mockup (Trupka, 2011).
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Figure 7.2 Schematic diagram of the cabin simulator (plan view and not to scale).
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Figure 7.3 Overall cabin dimensions and air diffuser locations. All dimensions are in

inches. Drawing is not to scale (All dimensions are in inches)
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* 13.25 inches is the distance between the inside edges of the air inlet slots

Overhead Bin

Assembly Connection to

20.0 —_ Air Supply

’47 17.251 ————>

Cabin Celling
. Spacing Button
< Cabin Ceiling
C
Mounting Connector
0.5 from edge of lip to plane
0.75 radius of bin wall

Figure 7.4 Mounting of the diffuser assembly in the cabin(All dimensions are in inches)

7.1.1 The cabin geometry and dimensions

In order to determine the geometrical specifications of the cabin’s interior profile, a
manual method was employed. The graph of the interior cabin profile, based on the achieved
data, is shown in Fig. 7.5. This graph does not include the centered stowage bin. However, this
part of the profile can be completed easily using other indicated geometrical data presented in
Fig. 7.3. Since the aircraft cabin is symmetric, the cabin profile would be symmetric as well and
therefore only the west portion (approximately one half) of that is shown in Fig.7.5 (The front of
the aircraft towards the South). This portion of the profile consists of seven segments. These
segments are either curves or straight lines which can be defined by the equations given in Table

7.1.
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Figure 7.5 West Portion of the cabin profile (the centered stowage bin is not included)

Table 7.1 Mathematical description for different segments of cabin profile

(all data are in cm).

Segment Start Point End Point
# (width, height) (width, height) Corresponded Mathematical Equation
(v=Height, x==Width)
1 (20.661.0) (39483.134419) | (. _251472)" + (v —50.221)7 = (236.211)°
2 (39485134419 (32.46,162,973) v=(8 XID_E)X;—U_DBQE}:{: 14 268v1 46 K72
3 (32.46,162973) (98.536,1722864) y=02022x+1523672
4 (98.5336,172.2864) | (102.48,174.8672) (x— g?_234)3 +(}._1?4_3?2)3 =40 1956
3 (102.48,174.8672) | (124356,206.2) y=14319x+28.1311
& (124356,206.2) (12835.2083858) (x—llg.iﬁ?}:+(1'—203.2?): =26.2144
7 (128352083838) | (2064621154 v=0.04043x+203.1934
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7.1.2. The seats locations

The configuration of the first row of seats is shown in Fig. 7.6. The exact location of
seats are determined by measuring the distances between the seats’ mounting location and south
wall as well as between mounting location and cabin’s floor center line. A sample of mounting

location is shown in Fig. 7.7.

l West side seats
X-WAS

o
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Qa
Y-WAS
l l Front
xos Ef-c?sf""""T TTTTTTTTTTT(Ceénterseats T
T Y-EAS E
Qo
. l a
X-EAS

I East side seats

Figure 7.6 Configuration and orientations of the first row of seats and required coordinates

to exact determination of seats’ locations

The geometrical parameters indicated in Fig.7.6 are defined as follows:

X-EAS  X-value for the east aisle seats: Distance between the mounting point of east isle
seats and south wall

Y-EAS  Y-value for the east aisle seats: Distance between the mounting point of east isle
seats and cabin’s floor centerline

X-CS X-value for the Center seats: Distance between the mounting point of center seats
and south wall

Y-CS Y-value for the Center seats: Distance between the mounting point of center seats
and cabin’s floor centerline

Y-WAS X-value for the west aisle seats: Distance between the mounting point of west isle

seats and south wall
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Y-WAS Y-value for the west aisle seats: Distance between the mounting point of west isle

seats and cabin’s floor centerline

Mounting

Location

Figure 7.7 Seats 'mounting point

Based on the locations considered for mounting points (for the east aisle seats: contact
point of the front right seats’ leg with the floor, for the west aisle and the center seats: contact
point of the front left seats’ leg with the floor) the following data was achieved:

Table 7.2 Aircraft seats locations based on their mounting points locations

Bow# |X-value East|Y-value East] X-value Y-walue [H-value West] Y-value West
(fromn | Aisle seats | Aisle seats |Center seats|Center seats| Aisle seats | Aisle seats
front) (inches) (inches) (inches) (inches) (inches) (inches)

1 14.84 341 14.63 11.13 15.19 3394

2 4813 5435 4813 1123 4763 3434

3 81.13 3307 82.13 1138 8025 5423

4 113.63 3406 11394 11.5 11344 343

5 14725 54.13 1483 11.19 146.75 3411

6 18032 543 18025 11.16 170 88 54.14

7 213.19 5444 21307 11.22 21294 5525

2 24632 543 24588 1127 24563 5437

9 27025 5444 280.13 11.13 27873 542

10 312,44 5408 31238 1129 313 5472

11 3483 5463 34513 1102 34544 5432
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7.1.3. The seats dimensions

In order to generate the computational grid required for running the CFD simulations,
knowing the dimensions and geometry of seats are also required. Figures 7.8 -7.10 provide the

geometrical data for this purpose (All dimensions are in inches).

Figure 7.8 Dimension of the aisle seats from the front view

P
W —

Figure 7.9 Dimension of the center seats from the front view
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Figure 7.10 Dimension of the seats from the right view

7.1.4. The manikin dimensions
The manikins were used in the experiments to resemble the aircraft cabin passengers.
The manikin dimensions are also necessary to generate the computational grid. The dimensions

shown in Fig. 7.11 are used for this purpose.

Figure 7.11 Dimensions of the manikin seated in the cabin
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7.2. Grid generation and numerical solution methods

Using the information presented in section 7.1 and neglecting the curves in the seats and manikins
geometry, the geometry of the cabin with seats and manikins was created in Gambit. Figures 7.12 and
7.13 indicate how the geometry of the cabin was created in Gambit. The whole volume is divided into 11
rows and 3 columns, therefore, the whole volume consists of 33 sub-volumes (see Fig. 7.12). As Fig.
7.13 shows, each row is divided into 3 sub-volumes: East and West sub-volumes which are symmetric to
each other with respect to the cabin longitudinal plane of symmetry and the center sub-volume. These

sub-volumes are connected to each other through interior faces.

WESTDIFFUSER

Figure 7.12 The created cabin geometry in Gambit
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MANIKIN

INTERIOR FACE

EASTOUTLET

Figure 7.13 3D view of the created geometry for one row of the cabin. The three sub-
volumes are recognizable. The sub-volumes are connected through interior faces.

Because of the complex geometry of the cabin, the unstructured T-Grid mesh consisting
of hybrid and tetrahedral mesh elements was generated. The sub-volumes were meshed
separately. Figure 7.14 shows the generated unstructured grid for one row of the cabin. The
generated grid for the whole geometry is also shown in Fig. 7.15.

The initial size of the generated grid was 11,950,000 elements that led to stoppage of the
calculations, since the number of mesh cells was higher than the available computational
capacity of the computers used for the simulations. Therefore, the number of mesh cells was
decreased. For grid uncertainty purposes, three different sizes of grid were examined, i.e.,

2630000, 3667000, and 5438000.
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Figure 7.14 Different views of the generated unstructured grid for one row of the cabin

Figure 7.15 Generated unstructured grid for the whole cabin
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The following assumptions were employed for the numerical simulation of three-
dimensional turbulent airflow in the cabin. The assumptions are consistent with the existing

conditions in the experiments:

1. The flow is assumed to be incompressible.
2. The heat transfer in the cabin is neglected. The inlet airflow is at the temperature of 27 °C.

3. The effects of buoyancy are taken into consideration.

A steady RANS method was used to solve the governing Navier-Stokes equations. The
RNG k-e model was applied as the turbulence model. The second order upwind scheme was
used to discretize the spatial derivatives in the governing continuity and momentum equations.
Also the non-equilibrium wall function was used as the near-wall treatment. The convergence
criteria for all the continuity and momentum equations were set to 10*. In order to setup the
boundary conditions at the outlet of East and West air diffusers, the airflow velocity, turbulent
kinetic energy, and turbulent dissipation rate had to be specified at those locations. For this
purpose, the airflow velocities measured at the outlet of the East and the West diffusers,
presented in Fig. 7.17, were used. The velocity measurements were made with an
omnidirectional probe. Figure 7.16 shows the position of the omnidirectional probe and the cabin
air diffuser. Determination of velocity profile at the outlet of diffuser is a major challenge
because, as it is obvious from Fig. 7.16, the omnidirectional probe was not located exactly at the
outlet of diffuser. In this study we started the simulations assuming that the airflow velocities
measured by the omnidirectional probe were the same as the airflow velocities at the diffuser
outlet (or cabin inlet) and then the predicted velocity data at the position of omnidirectional
probe were compared with the measurements. Based on this comparison the airflow velocity data
at the diffuser outlet was corrected and the simulations were repeated. In Fig. 7.17, x-axis is the
distance in meters from the south wall and y-axis is the total velocity in meter/sec (Draft Final
Technical Report, Contaminant Transport in Airliner Cabins Project, Kansas State University,
2009). Figure 7.17a shows the velocity distribution for the south half of the cabin (Om —4.75m)
and Fig.7.17b shows the velocity distribution for the north half of the cabin (4.75m-9.5m). The
data presented in Fig. 7.17 shows that the airflow velocity at the east diffuser varies between

0.25 and 2.5 m/s; however, for the west diffuser the mean velocity data varies between 0.25 and
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2 m/s. In the simulations presented in this chapter, for each of the east and west diffusers the
average velocity over the entire cabin length was calculated and then using Eqs (3.12)- (3.14)
the boundary conditions for the east and west diffusers were calculated (see Table 7.3 which
shows the first utilized boundary conditions). Figure 7.16 indicates that the airflow velocities at

the outlet of the diffuser are in the x-direction.

| AIR IN
] 25.4mm
/ & K: ; v ‘
DIFFUSER
Position
of the

omni—probe

Figure 7.16 Measurement location of the omnidirectional probe. Direction of traverse is
perpendicular to the paper (Draft Technical Report, 2009)
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a: Comparison of span-wise mean velocity profiles between east and west side diffusers
for the south half of the cabin.
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Figure 7.17 Measured velocity data at the outlet of the cabin air diffusers (Draft Final
Technical Report, 2009).

Table 7.3 First tried boundary conditions at the outlet of cabin air diffusers

EAST DIFFUSER  |WEST DIFFUSER

Average Velocity (m/s) 1.15 0.96
Turbulent Kinetic Energy (m*/s%) 0.0076 0.0055
Turbulent Dissipation Rate (m?/s’) 0.0614 0.0382

7.3. Airflow simulation results

As explained in details in the previous section, simulations are started using the
omnidirectional probe measured velocity data and then based on the difference between the
estimated and measured velocity data at the omnidirectional probe position, the boundary
conditions for the diffuser outlet (or cabin inlet) are corrected. Figure 7.18 shows this

comparison which corresponds to the east omnidirectional probe positions in the south of the
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cabin. It is observed that the average of measured velocity data is ~ 6 times greater than the
estimated velocity data. The reason of large difference is the strong influence of boundary

condition created by the ceiling of the cabin.
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Figure 7.18 Comparison of measured and calculated velocity data at the omnidirectional
probe position in the east side and south half of the cabin based on the boundary conditions
presented in Table 7.3.

Based on the difference between predictions and measurements presented in Fig. 7.18,
the cabin inlet velocity data were increased to the values tabulated in Table 7.4. The simulations
were repeated using the new inlet boundary condition values for velocity, turbulent kinetic

energy and dissipation rate.

Table 7.4 Second trial values for the inlet boundary condition

EAST DIFFUSER WEST DIFFUSER
Average Velocity (m/fs) 7.3 6.1
Turbulent Kinetic Energy {m®/s°) 0.1929 7.8373
Turbulent Dissipation Rate (m"/s%) 0.1408 4.89514
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Figure 7.19 shows the comparison between the estimated and measured velocity data
corresponding to the east side position of omnidirectional probe in the south half of the cabin.
For the predictions presented in this figure a grid with 5,438,000 mesh elements were used. The
predictions are corresponding to two different values of the angle between jet and x-axis (0 and
45°). This figure indicated that there is better agreement between predictions and measurements
when an angle of 45° is assumed for the jet of flow injected from the outlet of air diffusers.
Therefore for the turbulent airflow simulations in the full-scale cabin mockup the angle between

inlet airflow and x-axis is assumed to be 45°.

5 # omni-probe measurements

m—— RANS Predictions, the angle between jet and x-axis =0

5 b (Mesh No.=5,438,000)
— RANS prediction, the angle between jet and x-axis=45

{Mesh No.= 5,348000)

a-velocity (m/s)

Distance from the Sough wall (m)

Figure 7.19 Comparison of measured and calculated velocity data at the omnidirectional
probe position in the east side and south half of the cabin based on the boundary conditions
presented in Table 7.4.

For the grid uncertainty analysis, the velocity distribution along a lateral line located at
the height of 1.65 m and z=3 m was calculated using three different sizes of grids, i.e., 2630000,
3667000, and 5438000. Figure 7.20 shows the comparison between the predicted velocity

distributions for the examined grids.
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Figure 7.20 Comparison between predictions for the lateral velocity predictions from three
examined grids and experimental data (y=1.65m).

Considering Fig. 7.21 which shows the experimentally determined lateral velocity
distribution and comparing that to the calculated velocity distribution presented in Fig. 7.20

indicate that the RANS model was successful to predict two peaks in lateral velocity distribution.

z(m)

Figure 7.21 Experimentally determined lateral distribution of velocity data in full-scale
cabin mockup.
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Using the boundary conditions indicated by Table 7.4, and considering an angle of 45°
between the x-axis and the injected airflow at the inlet of the cabin, the contours of velocity
magnitudes on two cross sections of the cabin are shown in Figs. 7.22 and 7.23. One of the cross
sections is between rows 2 and 3 and the other is the cross section at the second row. Figs. 7.24

and 7.25 show the grid distribution corresponding to these planes.
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Figure 7.22 Contours of velocity magnitude on plane z=7.6715895 m (between rows 2 and 3,
the distance between the plane and the sough wall is 1.828 m)
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Figure 7.23 Contours of velocity magnitude on plane z=7.00 m (rows 2, the distance
between the plane and the sough wall is 2.4996 m)
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Figure 7.24 The grid distribution on plane z=7.6715895 m (between rows 2 and 3, the
distance between the plane and the sough wall is 1.828 m)

Figure 7.25 The grid distribution on plane z=7.00 m (rows 2, the distance between the plane
and the sough wall is 2.4996 m)
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7.4. Summary

In this chapter the details of geometry and grid generation for the full-scale aircraft cabin
mockup were presented. The entire cabin volume was divided into 11 rows and each row was
divided into 3 parts; therefore, the entire cabin volume was divided into 33 sub-volumes for the
grid generation. The generated mesh was used for the simulation of airflow while steady RANS
was applied to solve the governing Navier-Stokes equations. The simulations started with ~ 11
million hybrid/tetrahedral mesh elements of T-Grid type, but since that size of grid was beyond
the computational capacity of the computers used for the simulations, the number of mesh
elements was decreased. Three different sizes of grids were examined for grid uncertainly
purposes. The number of mesh elements in all three examined grids was 6x10°. Since the
velocity data at the outlet of the air diffusers were not known, the mean velocity data measured
by the omnidirectional probe were used to determine the boundary conditions at the inlet of the
cabin initially. Then, based on the difference between measured and estimated velocity data at
the omnidirectional probe position, the boundary conditions at the inlet of the cabin were

corrected and the simulations were repeated.
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Chapter 8 - Conclusions

The main purpose of this research was computational modeling of complex turbulent

transport phenomena in aircraft cabin environments. In order to accomplish the research

objectives, in the first phase, the turbulent airflow in a Boeing767 generic half-cabin was

simulated using RANS and LES methods. Then, in the second phase, the diffusion of a tracer gas

(CO,) was simulated through the solution of species transport equation along with Navier-Stokes

equations. In the third phase, the turbulent dispersion of micron size spherical DOP particles

was modeled using DPM. Finally, in the fourth phase, the turbulent airflow inside a full-scale

11-row Boeing 767 aircraft cabin mockup was simulated using a RANS method. In this chapter,

the conclusions that were derived in each phase of the research are listed, as well as

recommendations for the future research in this area.

Through the validation of simulations in the first phase it was concluded that

LES with the Werner-Wengle wall function can predict the unsteady airflow velocity
field with relative high accuracy.

The errors associated with the RANS method are much more than that of LES.

Amongst the three different k-¢ models: standard, RNG and Realizable, the RNG k-¢
leads to the most accurate predictions.

Monitoring the PIV windows' center point values of LES predictions, leads to better
agreement between the LES predictions and PIV measurements for the instantaneous
velocity data comparing to the case when the corresponding PIV windows' area-
averaged values are monitored. However, there is no difference between the two
monitoring schemes in predicting the general behavior of airflow velocities.

Due to the more complex flow-structure in the middle of the cabin, the agreement
between the LES predictions and PIV measurements is not as good as that for other PIV
locations. A local refinement in grid size is recommended to get more accurate results in

this region in the future.
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Studying the effect of halving the cabin inlet nozzle height on the airflow behavior, while
the airflow rate remains unchanged, indicated that by halving the nozzle height and
consequently doubling the inlet velocity, the magnitude of flow velocities in PIV
locations 1 and 4 increased dramatically (by 100%). However, in PIV locations 2 and 5,
the increase in the velocity value is slight and not as much. It was also realized that the
airflow located in PIV location 3 that used to be almost stationary in the full-height

nozzle case has the tendency of moving to the upper left corner of the cabin model.

In the second phase, the capability of CFD modeling in simulating the tracer gas (CO,)

diffusion was studied. For this purpose, the species transport model was used with LES to

predict the instantaneous tracer gas concentration data at specified sampling locations in the

cabin:

Although the comparisons between the tracer gas concentration predictions and
measurements indicated an excellent agreement at some sampling points, the average
error at some other sampling locations was much higher and error values up to ~23%

were observed.

Since the flow in the middle of cabin has more complexities comparing to the flow in
other locations, the predictions in that region is more sensitive to the mesh size.
Therefore, regional mesh refinement for the PIV location 3 is recommended in order to

get more accurate predictions.

In the third phase, dispersion of inert micron-size spherical particles was simulated using

DPM. The effects of turbulence were calculated through the application of the DRW model. The

RANS method was used to calculate the continuous-phase (airflow) velocity field. Through the

simulations for the cabin with straight particle injection tube the following conclusions were

reached:

The regional mesh refinement enabled us to have more control on the number and the
type of the mesh elements. Using the regional mesh refinement reduces the number of

mesh elements that normally results in increased computational cost and time.
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Unstructured regional mesh refinement not only leads to the more accurate and reliable
results , but also is considerably more computational time and cost effective than the

structured regional mesh refinement.

Considering the measurement uncertainty, good agreement between the predictions and
measurements for the APS locations 2, 3, and 4 (on the cabin central plane) was
observed. For the APS location 1, due to the fact that the experimental measurements are
very small, achieving predictions with good accuracy for this location was difficult.
Although increasing the number of tries in DRW model has a positive effect on
improving the average accuracy, beyond a specific number of tries (which is called as the
optimum number of tries in which the average error has its minimum value) an increase
in the number of tries does not necessarily improve the average accuracy.

Due to very low volume fraction of particles, the effect of the discrete phase on the
continuous phase is negligible and the particle concentration predictions from 1-way and
2-way coupling schemes are the same.

The DPM simulation results for the smaller size particles (3 pm particles compared with
10 pm particles) showed better agreement with the corresponding experimental results.
The DPM simulations also confirmed the outcome of the previously performed
experimental study in which it was observed that smaller particles distributed more
uniformly than the larger particles. In other words, smaller particles have better mixing

behavior with air circulation in the cabin.

In the third phase and through the simulations for the particle injection using the cone diffuser,

the following conclusions were achieved:

Through a detailed study, carried out to obtain an optimum number for the number of
tries in the DRW, it was realized that the optimum number of tries was 175 for both cases
of pressurized and non-pressurized cabin.

The agreement between the DPM predictions and APS measurements experienced an
improved by increasing the cabin gage pressure from 0 and 0.025 in of H,O.

Through the investigation of the effect of particles density on distribution behavior of
micron-sized particles it was determined that the distribution behavior is not a strong

function of particle density.
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In the fourth and last phase, geometry of the full-scale 11-row cabin was produced and
the corresponding computational grid was generated. The generated mesh was used for the
simulation of airflow using steady RANS. The calculated velocity data can be used as the initial

condition for future tracer gas diffusion and particle dispersion measurements.
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ABSTRACT

In order to study the capability of computational methods in investigating the mechanisms associated with disease
and contaminants transmission in aircraft cabins, the Computational Fluid Dynamics (CFD) models are used for
the simulation of turbulent airflow and tracer gas diffusion in a generic aircraft cabin mockup. The CFD models are
validated through the comparisons of the CFD predictions with corresponding experimental measurements. It is
found that using Large Eddy Simulation (LES) with the Werner-Wengle wall function, one can predict unsteady
airflow velocity field with relatively high accuracy. However in the middle region of the cabin mockup, where the
recirculation of airflow takes place, the accuracy is not as good as that in other locations. By examining different k-
& models, the current study recommends the use of the RNG k-¢ model with the non-equilibrium wall function as a
RANS model for predicting the steady-state airflow velocity. It is also found that changing the nozzle height has a
significant effect on the flow behavior in the middle and upper part of the cabin, while the flow pattern in the lower
part is not affected as much. Through the use of LES and species transport model in simulating tracer gas diffusion,
a very good agreement between predicted and measured tracer gas concentration data is observed for some
monitoring locations, but the agreement level is not uniform for all locations. The reasons for the deviations
between predictions and measurements for those locations are discussed in the paper.

* Current address: Department of Mechanical and Nuclear Engineering, Kansas State University, 3009 Rathbone
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INTRODUCTION

According to the Bureau of Labor Statistics [1], the number of commercial airline
passengers experienced an average growth of 340% between the years 1970 and 2008. Also the
statistics published by the Bureau of Transportation [2] indicates 650-800 million passengers
travel by aircrafts each year in the United States, around 20% of those are international
passengers. Considering the close proximity of this huge number of passengers in aircraft cabins,
the potential risk of spreading biological contaminants and diseases between passengers has been
raised dramatically due to the impressive increasing trend in the number of airline passenger
especially in international flights. Global outbreaks of SARS and swine flu, in the first decade of
the current century, were the two instances in which airline passengers had the key role in
spreading these diseases. Therefore this serious potential threat to airline passengers has been the
major reason for conducting this research which deals with the air quality in commercial aircraft
cabins.

Since the biological contaminants and/or diseases may spread among aircraft passengers
in the form of exhaled breath gases, cough or sneeze droplets, and airborne pathogens, the study
of air quality in such enclosures requires the study of different transport phenomena: transport of
mass, momentum, and energy. Due to the advances in computer technologies which have
enabled researchers to solve the governing partial differential equations numerically, with
relatively high degree of accuracy, in a cost and time effective manner, the use of Computational
Fluid Dynamics (CFD) has increased considerably in this field of research in recent decades.

There are a number of relevant research articles in the literature that have used
computational methods in order to study the complex transport phenomena existing in enclosed
environments such as aircraft cabins. Garner et al. [3] presented a CFD model which was
developed to simulate the airflow characteristics in a Boeing 747 aircraft cabin. The applied CFD
model was used to predict the unsteady buoyant ventilation flow field in an aircraft cabin at
cruise condition.

Lin et al. [4, 5] performed a numerical simulation of airflow and airborne pathogen
transport in a Boeing 767 commercial aircraft cabin. Two types of turbulence models were used
in that study: Large Eddy Simulation (LES) and Reynolds Averaged Navier-Stokes (RANS). It
was observed while RANS simulation substantially under-predicted the turbulent intensity, the
LES predicted values were in good agreement with the test data. Based on the LES results, the k-
¢ equations in the RANS model were modified and then used in simulating the disease
transmission. Less than 1/100 of the computing resources was required for the equivalent LES
simulation of particle transport in the same cabin. In another research conducted by Lin et al. [6],
the CFD predicted velocity data for turbulent airflow in a generic cabin model were compared
with corresponding Particle Image Velocimetry (PIV) measurements. The main focus of that
study was using LES simulation to compare the temporal variations in the experimental data.
The good agreement between the simulation results and measured data validated the LES
predictions. Also it was observed that energy-spectrum function calculated from the LES
velocity prediction had an excellent correlation with the Kolmogrov spectrum law in the
universal equilibrium range.

In order to investigate the effects of using two different air distribution systems on the
contaminants propagation patterns in aircraft cabin and between passengers, Tang et al. [7] used
a Finite Volume method to produce a three-dimensional contaminant dispersion model for a 4-
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row section of a Boeing 767-300 aircraft cabin. They assumed the cabin was pressurized and the
heat transfer effects were negligible. The standard k-¢ turbulence model was used to solve the
governing momentum equations. Comparisons of simulation results for CO, concentration and
droplets residence times between two air distribution systems indicated that using the Under
Floor Air Distribution (UFAD) system, because of producing better flow circulation, leads to
lower level of carbon dioxide and shorter residence times for the contaminant droplets
comparing to the Ceiling Air Distribution (CAD) system. Through the experiments and CFD
simulations by Yan et al. [8], it was found that the contaminant source location has a significant
effect on pollutant transport within the cabin. In that research, the contaminant dispersion in a 5-
row section of a Boeing 767-300 aircraft cabin was simulated through modeling tracer gas
diffusion. It was also realized that increasing the ventilation rate is not necessarily useful for the
receptors close to the source.

Su et al. [9] used three different sub-grid scale models of LES simulation for predicting
airflow velocity, air temperature, and contaminant concentration in an air ventilated room.
Validation of the simulations indicated an acceptable agreement between computational and
experimental profiles of velocity, temperature, and contaminant concentration except for the near
wall regions. That study demonstrated the capability of LES, as an efficient tool, in studying
indoor air quality. Zhao et al. [10] developed a simplified computational model to simulate the
airflow in ventilated rooms more time and cost effectively which was easier to work with
especially for design engineers. They used the N-point Air Supply Opening Model (ASOM)
technique to overcome the difficulties associated with specifying the boundary conditions at the
air supply diffuser and also to reduce the number of mesh elements. Zhang and Chen [11] used a
commercial CFD software to study the effects of using under-floor and personalized air
distribution systems in improving the performance of air distribution systems in aircraft cabins.
They used the RNG k-& model for solving the Navier-Stokes equations. Their CFD model was
first validated through the comparisons of the predictions for airflow velocity, air temperature,
and tracer gas (SFs) concentration with the corresponding measurements for the mixing type air
distribution system. The comparisons indicated that while there was a good agreement between
predictions and measurements for airflow velocity and air temperature data, there was a large
discrepancy for the SFs concentration data for some locations. After the validation of the CFD
model, it was used in studying and analyzing the performance of three types of air distribution
systems: mixing, displacement and personalized, through the simulation of transport phenomena
in a 4-row section of a Boeing 767-300 aircraft cabin. Liu et al. [12] reviewed all the
experimental and computational investigations performed in studying the airflow distribution and
contaminant dispersion in aircraft cabins in the past two decades. They classified the
experimental research into three categories: heat transfer-based devices (hotwire and hot-sphere
anemometers), optical-based devices (particle tracking, particle streak and particle image
velocimetries), and acoustic-based devices (ultrasonic anemometer). They also categorized the
computational research in two groups of models: Zonal models and CFD models. Abdilghanie et
al. [13] investigated the effect of using laminar and turbulent inlet velocity profiles on the
behavior of turbulent flow inside a simple room through LES. They also compared the
performances of LES and k-& models in predicting the flow characteristics in the same room.
Their study showed that the standard k-& model is less sensitive to the level of turbulence at the
inlet than the LES model. It was also found that when the flow at inlet is laminar, the standard k-
€ model fails to capture the slow development of the jet which is realized by LES.
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The present study is designed to simulate the turbulent airflow and tracer gas diffusion in
a generic aircraft half-cabin mockup model. Since the geometry of the cabin as well as the flow
conditions at the boundaries are symmetric with respect to the aircraft cabin's longitudinal plane
of symmetry, it can be expected that the mean flow characteristics show a symmetric behavior
with respect to that plane. Due to the stochastic nature of turbulent flow fluctuations, the
instantaneous flow characteristics are not symmetric. However, in this study, the mean
quantities are of the interest and therefore studying the flow in one half of the cabin is sufficient
while it can decreases the costs associated with building the whole cabin and performing the
required experiments in a larger space. Gambit is used as the grid generation tool and FLUENT
is used as the CFD solver for the simulations presented herein. In the first part, the airflow
characteristics are investigated. Two types of turbulence models are employed: LES and RANS.
The LES model provides the temporal velocity variations while the RANS model is used to
simulate the airflow for steady conditions. The predictions from both LES and RANS models are
compared with the PIV measured data for five monitoring surfaces on the cabin center plane
parallel to the bulk airflow direction [14]. Throughout these comparisons the capability of the
two types of aforementioned turbulence models in predicting the airflow velocities are discussed
and compared. The effects of applying different k-¢ models on the accuracy of steady RANS
simulations are also studied. Then the effect of reducing the inlet nozzle height to one-half of its
original size, while maintaining the Reynolds number for inlet airflow at the same value, on
turbulence level and airflow velocities is examined. In this part, the predictions are validated by
comparing them with the corresponding PIV measurements. In the second part, the turbulent
diffusion of tracer gas is simulated by solving the species transport equation. LES is used in
solving the Navier-Stokes equations governing the turbulent flow of air as well as the species
transport equation for tracer gas mixture. The simulations are validated through the comparison
of time-averaged predicted concentration of the tracer gas in specified monitoring locations in
the cabin with the corresponding experimental measurements.

EXPERIMENTS

The generic cabin mockup model (Figs.1-2) has the key features of one-half of a twin-
aisle Boeing 767 aircraft cabin. The upper left and upper right corners represent the overhead
bins. The slit right below the upper left corner represents the nozzle port through which the fresh,
conditioned air comes into the cabin and the slit in the lower right corner represents the outlet
port for exiting exhaust air.
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Fig. 2 Full scale generic aircraft half-cabin mockup model [14].

The PIV measurements were taken at the five measurement locations (Fig. 2) when
the airflow inside the cabin was fully developed [14]. Although the velocity measurements
were made for two different inlet nozzle height: 53 mm (full-height) and 26.5 mm (half-
height), the average airflow rate coming into the cabin was maintained at the constant value
of 4.2 m*/min in all the airflow velocity and tracer gas concentration measurements.

Fig. 2 Dimensions of the generic cabin model and the location of PIV monitoring
windows on the cabin central plane (units in mm) [15].

In the tracer gas measurements, carbon dioxide was used as the tracer gas. A 12.7 mm
schedule-40 porous polythene tube was installed horizontally inside the cabin perpendicular
to the xy plane. One end of the tube was connected to a CO; tank through the back wall
(corresponding to z=-1.067m) of the cabin while the other end was capped and positioned
134 mm from the opposite wall. The tube passed through the central point of the location 2
of the PIV measuring windows as shown in Fig. 3. A pressurized CO, tank (p~5500 kPa)
containing CO, with the purity of more than 99.6% was used to supply the carbon dioxide
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required for the experiments. By passing through an expansion valve, the pressure of carbon
dioxide was regulated down from ~5500 kPa to an atmospheric pressure. Since the density of
CO; at the atmospheric pressure is higher than the air density at the same pressure and
temperature, in order to maintain the neutral buoyancy condition, before flowing into the
injection tube, CO, was blended with Nitrogen such that the density of the diluted CO; in the
injection tube reached approximately to the density of air. Carbon dioxide was injected
through small holes uniformly distributed over the circumferential surface of the injection
tube. Figure 3 shows a schematic representation of the generic cabin model with the installed
injection tube. In specifying the boundary conditions required for solving the species
transport equation, the concentration of the carbon dioxide in the incoming air, which is in
the range of ~300 - 400 ppm, is taken into account. In the experiments, the CO, was injected
after quasi-steady conditions were achieved for the turbulent airflow in the cabin. Also the
measurement of the carbon dioxide concentration was performed when the flow of air-CO,
mixture showed a quasi-steady behavior. In tracer gas experiments, the inlet nozzle height
was 26.5 mm (half-height nozzle) [14].

¢¢¢¢¢¢¢

¥
I /;{::'_: 1314 OUTLET

Crosssection of 12.7 mm Schedule 40
porous polythenetube

Caoped End
YL | /'
z
Expansion WValve
12.7 mm5Schedule 40 porous

polythene tube CO2 TANK

134 mm
i
i

i/

PURITY ~99.6%

P=300psi

Fig. 3 A schematic view of the experimental setup for tracer gas measurements. The xy
view of the setup shows the tracer gas sampling points above and below the injection
tube.
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NUMERICAL SOLUTION METHOD

In this study the following assumptions are employed for the numerical simulation of
three-dimensional turbulent airflow and tracer gas diffusion in the cabin. The following
assumptions are consistent with the existing conditions in the experiments:

5. Inthe LES model, the flow is considered unsteady while the RANS model employs
steady flow conditions.

6. In all the cases the flow is assumed to be incompressible.

7. The heat transfer in the cabin is neglected. The inlet airflow is at the temperature of 27
°C. In simulating the carbon dioxide diffusion, the temperature of injected CO; is also
considered to be 27 °C.

8. In simulating the turbulent flow and tracer gas injection, the effects of buoyancy are
taken into consideration.

9. No chemical reaction is assumed to take place in the tracer gas diffusion calculations.
The governing equations for the instantaneous turbulent flow field and species transport

in the cabin are:
Continuity:
dy,
O (1)
Momentum:
du, au, lop 1 0

du,
—tu, =t ——— (U +g; 2)
o6 dx;, pox, pox; " Ox;

Species transport:

0 0 0 Y
—(pY)+—(puY)=—(pD)— 3
o (p )+ax,. (puY) o (p )ax,. (3)

1

where, u; (m/s) denotes the velocity components, x; (m) represents the position along the
coordinate directions, f (s) is the time, and u (Pa.s) and p (kg/m3 ) are the dynamic viscosity and
density of air or air-CO; mixture, respectively. Also p (Pa) is the static pressure, g; (m/s?) is the
gravity acceleration. Y is the species mass fraction, and D (m?/s) is the molecular diffusion
coefficient of carbon dioxide in air-CO, mixture.

To solve the governing Navier-Stokes equations for the turbulent flow inside the cabin,
two turbulence models are applied: LES and RANS.

In the LES model, the Smagorinsky-Lilly SGS model [16, 17] is used to calculate the
turbulent viscosity. The Smagorinsky constant is selected as 0.14. The second order central
differencing is used to discretize the spatial derivatives. The time step size is 0.05 s and the
second order implicit method is used as time marching scheme. The convergence criteria for the
continuity and the momentum equations are 10 and 10~ respectively. The Werner-Wengle wall
function [18, 23] is used for the near wall solution. The reason for using the Werner-Wengle wall
function, as explained elaborately by Werner and Wengle [18], is its simplicity as well as its
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accuracy in comparison with the other near wall functions. While other functions are multi-
domain functions based on non-dimensionalized velocity and distance from the wall, the
Werner-Wengle wall function defines unique relationships between shear stress and velocity that
enhances accuracy and reduces the computational time.

In the RANS models, three types of k-¢ model are employed: Standard,
Renormalization Group (RNG) and Realizable. The non-equilibrium wall function is used as
the near wall treatment. The second order upwind scheme is used to discretize spatial
derivatives in the governing equations. For the LES simulations, the time step size is 0.05 s
and the second order implicit method is used as time marching scheme. The same
convergence criteria as in the LES model are used for the continuity and the momentum
equations insthe steady RANS simulations. For the k and € equations, the convergence criteria
are both 10™.

In simulating the carbon dioxide diffusion in the cabin, the species transport model is
used while LES is applied to solve the governing Navier-Stokes equations. The molecular
diffusion coefficient of the carbon dioxide in the air-CO, mixture is assumed to be constant and

have the estimated value of 1.57x10>m%/s [19]. The turbulent Schmidt number is taken as equal
to 0.7. The volumetric-weighted mixing and mass weighted mixing laws [23] are used to
calculate the mixture density and viscosity, respectively.

RESULTS AND DISCUSSION
Uncertainty Study (Check for the Grid-Independent Solutions)

The uncertainty studies were done for the cabin in both cases of full-height and half-height
air inlet nozzles. However, in this section the results of uncertainty study for the cabin with
full-height nozzle is presented. LES and RANS were used for solving the turbulent flow
governing equations. In order to solve the governing equations, the boundary conditions (for
both LES and RANS) and initial conditions (just for LES) need to be specified. The
boundary conditions are: velocity-inlet for the flow at the inlet of the cabin mockup, no slip
stationary wall for the cabin mockup walls and outflow for the flow at the outlet of the cabin
mockup. In setting the boundary conditions at the inlet, for both LES and RANS (for all k-¢
models), the flow velocity as well as the turbulent kinetic energy and dissipation rate are
specified at the inlet. Knowing the air kinematic viscosity and airflow rate at the inlet, the
average airflow velocity at the inlet can be calculated. In the simulations performed in this
study, it is assumed that the velocity at the inlet is uniform and equal to the calculated
average velocity. In order to calculate the turbulence intensity at the inlet, the airflow
Reynolds number based on the inlet hydraulic diameter is determined. Following the
calculation of the Reynolds number, the turbulent intensity, turbulent kinetic energy, and
turbulent dissipation rate at the inlet can be calculated through the equations listed below
[23]:

I=0.16(Re,, )""* 4)
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where [ is the turbulence intensity, Re, is the Reynolds number based on the hydraulic

diameter, Dy (m) is the hydraulic diameter, & (mZ/sz) is the turbulent kinetic energy, € (mZ/s3)
is the turbulent dissipation rate, U(m/s) is the average velocity at the inlet, C, is an empirical

constant which is approximately equal to 0.09, and ¢ is the turbulence length scale
(£=0.07D,, ). The calculated turbulent kinetic energy and dissipation rate from the above
equations are used in setting the boundary conditions at the inlet for LES as well as all the k-¢
models used in RANS. Since the velocity at the cabin inlet nozzle has its maximum
magnitude throughout the flow field in the cabin, from Eqgs. (4)-(6) it can be seen that, at the
inlet, the turbulent kinetic energy and dissipation rate can possibly have their maximum
magnitudes through in the cabin. We studied the contours of turbulent kinetic energy and
dissipation rate calculated through the simulations and confirmed the above postulation.
Following the calculation of turbulent kinetic energy and dissipation rate, the Kolmogorov

length () and time (7) scales were determined as 9.28x10™* m and 0.0589 s, respectively,
through the following equations [23, 24]:

V3
7=2) G
&
12
14
=\ ®)
£

where 7 (m) is the Kolmogorov length scale, 7 (sec) is the Kolmogorov time scale and v (m2
/s) is the kinematic viscosity. As discussed earlier, the turbulent dissipation rate has its
maximum magnitude at the inlet, therefore through Egs. (7) and (8) it can be realized that the
Kolmogorov length and time scales experience their minimum values at the inlet of the
cabin, i.e. for the entire flow field in the cabin 7 >9.28 x10™*m and 7 > 0.0589s . The
numbers of mesh cells in the tested four different grids in this study are: 306900, 576000,
1024000 and 2340000. In all the cases the meshes are structured, Map type, and made of
orthogonal hexahedral elements. Through the comparison of mesh spacing range with the
Kolmogorov length scale, the grid spacing corresponding to the finest mesh (2,340,000 mesh
elements) varies in the range of 75- 34#. Since the predicted data from LES have temporal
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behavior, the time mean values as well as the root-mean-squared (RMS) data are used in the
calculation of variations in the velocity predictions as the grid size changes. Figure 4 shows a
comparison between the LES predictions for the x-component of airflow velocity using
different grid sizes and the corresponding PIV measurements corresponding to the location 5
of the PIV measuring windows. Figures 5 (a, b) and 6 show the converging behavior of the
LES and RANS predicted x-component of velocity data as the number of grid is increased.
The deviation for every grid size was calculated based on the relative difference between the
predictions corresponding to that grid size and the finest grid (2,340,000). As typically
shown in Fig. 4, the LES predictions from the finest mesh have the closest RMS and mean
values to those of PIV measurements. Also, as shown in Fig. 5, the LES predictions
demonstrate better converging behavior in locations 1 and 4 in the upper region of the cabin
comparing to the middle and lower regions. Figure 6 indicates that in the steady RANS
simulations, the location 3 at the middle of the cabin is associated with the highest grid
uncertainties comparing to the other locations. It means that the flow in the middle region of
the cabin has more complex structure and in order to predict the flow behavior more
accurately, the regional mesh refinement is required.

A Particle Image

0.2 ,
Velocimetry (PIV)
0.1% = Grid Size=306,200
- 0.1 — Grid Size=567,000
E
= 005 Grid Size=1,024,936
-
= 0
b —— Grid Size=2,340,000
< -0.05
-
= 01 b

-0.15
-0.2

Flow Time (s)

Fig. 4 The results of uncertainty study for the cabin with full height nozzle when x
component of velocity data are predicted for the location 5 of the PIV measuring
windows. The PIV data were produced by Lebbin [14].
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Fig. 5 The converging behavior of x-component of velocity deviations with respect to
the corresponding prediction from the finest grid for all the PIV measuring windows.
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Fig. 6 The converging behavior of x-component of velocity deviations with respect to
the corresponding prediction from the finest grid from steady RANS solution for all the
PIV measuring windows.

Study of Airflow in Cabin: Full-Height and Half-Height Nozzle Cases
a. Airflow Simulation in Cabin with Full-Height Nozzle

This section starts with the LES simulation of turbulent airflow in the generic cabin with full-
height inlet nozzle. The CFD grid used in this part of study consists of 2,340,000 hexahedral
cells with the grid spacing varied in the range of 7x- 347 (through the comparison of edge
grid spacing with the Kolmogorov length scale) . Also the time step size of 0.05 s is used in
all LES simulations presented in this paper. In order to validate the simulation, the LES
predictions are compared with the PIV measurement data as well as the CFD predictions by
Lin et al.[6] at each of the five PIV measuring locations. The time interval between the each
of two succeeding PIV sampling data was 0.2 s [6, 14]. A comparison between the
corresponding LES parameters used in this study and those used by Lin et al. [6] is shown in
Table 1. As seen in Fig. 7, there is a good agreement among the simulation results of this
study, PIV measurements, and those of Lin et al. [6] CFD simulations for location 1 of the
PIV measuring window. The predictions and measurements for other PIV measuring
window locations are similarly compared well. Especially, the comparisons indicate that the
simulations predict the ranges of variations of instantaneous velocities fairly close to the
variation ranges of the measurements. Since the PIV measuring window locations are on the
central plane (z=0) the magnitude of z-components of velocity data are very small and close
to zero and that's the reason they are not presented here.
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Table 2. Comparison between the important parameters in the simulations.

LES Code

Lin et al. [6]

Lin et al.[6]

Present Study

(Using FLUENT) (Using Fire Dynamic (FLUENT)
Simulator, FDS)
Number of mesh 2,533,744 2,580,480 2,340,000
elements
Mesh elements type | All hexahedral cells, | All hexahedralcells, | All hexahedralcells,
Unstructured mesh Cartesian mesh Structured mesh
Grid Spacing (17) 5-20 5-20 7-34
Time step (sec) 0.05 0.01+£0.002 0.05
Sub-Grid Scale Smagorinsky Lilly Smagorinsky Lilly Smagorinsky Lilly
(SGS) model
Smagorinsky 0.14 0.14 0.14
constant, Cs
Near wall treatment | Law of the wall Standard wall Werner-Wengle
approach function

Numerical Scheme

Spatial: Second order
central differencing
Temporal: Implicit
second order predictor
corrector scheme

Spatial: Second order
central differencing
Temporal: Implicit
second order predictor
corrector scheme

Spatial: Second order
central differencing
Temporal: Implicit
second order predictor
corrector scheme

0.2 -

0.15 +

0.1

0.05

Instantaneous x-Velocity {m/s)

Flow Time (s)

A PIV Measurement

—FDS simulation- Lin et al. [6]
—FLUENT Simulation- Lin et al. [6]
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(a) x-component of velocity data at PIV locationl
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Fig. 7 Comparison of the predicted values (this study), PIV measurements [14] and
predictions produced by Lin et al. [6] for the airflow velocity data corresponding to the
location 1 of the cabin with full height nozzle.

In the above comparisons, the center point of each PIV measuring window was
selected to monitor the predicted velocity data. However in the experiments, the PIV velocity
data were averaged over the area of each measuring window. In order to study the effect of
changing the monitoring surfaces from the center points to the whole area of the PIV
measuring windows on the predicted velocity data, the simulation results were reprocessed
based on the area weighted average values of velocities over the measuring windows areas.
Figure 8 shows the comparisons between the predictions from two differently processed
velocity values and the corresponding experimental data for location 2 of the PIV window.
In Fig. 8, it is observed that although the mean temporal behaviors of the predictions are
almost the same between the two different simulation data sets, the area-averaged data set
shows a smoother curve, which means the area-averaged velocity experiences less
fluctuations than the local velocity at the center point of the window.
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Fig. 8 Study the effect of choosing monitoring surface on the predicted velocities,
corresponding to location 2 of the cabin with full-height nozzle, through comparison
with PIV measurements [14].

Figures 9 and 10 represent the comparisons between the predictions for the x-component of
airflow velocity data in locations 3 and 5 of the PIV measuring windows from the steady
RANS simulations using three types of the k-¢ turbulence models and the corresponding
time-dependent PIV data. In the RANS simulations, the non-equilibrium wall function is
used as the near wall treatment and also the finest mesh (with the grid number of 2,340,000)
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that previously used for the LES simulations is used for RANS simulations as well. Although
the accuracy of RANS predictions is considerably less than LES, the computation time and
cost associated with LES simulations are much more than RANS. Among the three examined
RANS models: the standard k-g [20] the RNG k-g [21] and the realizable k-g [22], the RNG
predicted value is closer to the mean value of the experimental data. The predictions from all
the examined types of the k-¢ turbulence models are greater than the mean values of PIV
measurements and LES predictions. Based on the simulations performed in this study, the
RNG is the most accurate model.
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Fig. 9 Comparison of the steady RANS predictions for the x-component of velocity data
with the corresponding time dependent PIV data [14] at location 3 of PIV measuring
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Fig. 10 Comparison of the steady RANS predictions for the x-component of velocity data
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with the corresponding time dependent PIV data [14] at location 5 of PIV measuring
window.

b. Airflow Simulations in Cabin with Half-Height Nozzle

This section presents the study of flow characteristics when the cabin nozzle height is
reduced to one-half of its original size. As the flow rate of the incoming air to the cabin
remains the same, by halving the nozzle height, the magnitude of the airflow velocity at the
inlet is doubled. So it is expected that the magnitude of each airflow velocity component in
the cabin experiences an increase. Figures 11 and 12 compare the PIV measurements [14]
with the LES predictions from this study for the airflow x and y velocity components in
locations 1 and 3 of the PIV measuring windows (The predictions and measurements
corresponding to locations 2 and 5 are also well compared similar to location 1). As
explained previously, the comparisons for z-component of velocity data is not presented here.
The sampling frequency in PIV measurements is 7.5 Hz. A structured grid consisting of
2,225,000 hexahedral mesh cells with the grid spacing in the range of 4#-43# is used in LES
simulations for this part of study. Similar to the simulations done for the cabin with full-
height nozzle, the time-step size of 0.05 s is used in LES simulations for the cabin with half-
height nozzle as well. The comparisons indicate that, except for the location 3 of the PIV
measuring windows, LES predicts the range of flow velocity variations fairly well. In
location 3, however, due to the complexities associated with the flow in this region, the
agreement between the LES predictions and PIV measurements is not as good for all flow
times. For example, in Fig. 12, for the times between ~12 s to ~30 s and also greater than
~35 s there is not an acceptable agreement between LES and PIV data. It seems in order to
get better predictions for such regions in which the airflow patterns are more complicated,
local grid refinements are needed.
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Fig. 11 Comparison of the LES predictions and PIV measurements [14] for the x-
component of velocity data corresponding to the location 1 of the cabin with half-height
nozzle.
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Fig. 12 Comparison of the LES predictions and PIV measurements [14] for velocity data
corresponding to the location 3 of the cabin with half-height nozzle.

Comparisons of the velocity data between the full and half-height nozzle cases indicate that
by halving the nozzle height, the mean value of the predicted as well as measured flow
velocity data corresponding to locations 1 and 2 of the PIV measuring windows are
approximately doubled (compare Fig. 7 with Fig. 11). However for the locations 4 and 5, the
expected increase in the velocity is slight and not as much as that experienced in the locations
1 and 2 (Fig. 13). In addition, comparison of the PIV measurements for the velocity data
corresponding to the location 3 (as shown in Fig. 14) implies that by halving the nozzle
height and consequently doubling the inlet airflow velocity, the flow in the location 3, which
used to be almost stationary in the full-height nozzle case, takes the tendency of moving to
the upper left corner of the cabin.
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Fig. 13 Study the effect of decreasing the cabin nozzle height through a comparison
between the PIV measured velocity data [14] corresponding to the location 5 of the PIV
measuring windows for two cases of full and half-heigh nozzle.
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(a): x-component of velocity data
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Fig. 14 Study the effect of decreasing the cabin nozzle height through a comparison
between the PIV measured velocity data [14] corresponding to the location 3 of the PIV
measuring windows for two cases of full and half-height nozzle.

Study of the Tracer Gas Diffusion in the Cabin with Half-Height Nozzle

After the turbulent flow of the air-CO, mixture reached quasi-steady conditions, the
measurement of the time-dependent values of carbon dioxide concentration at specified sampling
points, as shown in Fig. 3, was started and continued for about 10 minutes. The measured data,
denoted by C(t), were non-dimensionalized using the concentration of CO, at the inlet of the
cabin and the average value of the CO, concentrations at the outlet between two times: at the
beginning of the measurement and at the end of the measurement through the following
equation:

C()-C.

inlet
Coutlet - C

inlet

y(1) = )

where; 7 (s) is time y(t) is the dimensionless concentration of carbon dioxide, C (ppm) is the
CO, concentration at different sampling points, C

inlet

(ppm) is the CO, concentration at the

inlet measured one time and assumed to be constant during the experiment. C, . (ppm) is

the average of the two measured values for the CO, concentration at the outlet (the measured
values are corresponded to the beginning and the end of measurement duration).The
generated grid for the tracer gas simulations is unstructured and contains 1,728,000 mesh
elements of tetrahedral, hexahedral and wedge shapes. A schematic of this grid is shown in
Fig. 15.
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Fig. 15 3-D schematic of the unstructured grid (for the generic cabin with the injection
tube) used in CFD simulation of the carbon dioxide diffusion in the generic cabin
model.

In Fig. 16 and Fig. 17, the time-averaged predicted and measured values of the CO,
concentration are compared to each other. For the sampling points above the tube (Fig. 16), it
is observed that there is an excellent agreement between predictions and measurements at
sampling points 3, 5 and 6. However, the agreement for the sampling point 4 is not as good.
There is an error between 11-30% in predicting the concentration data for the sampling
points 1, 2 and 7.

Figure 17 shows a graphical comparison between the time-averaged predictions and
measurements for CO; concentration corresponding to the sampling point located along the
x- axis below the injection tube. As can be seen, the best agreements have been achieved for
point 12 (right below the tube) and point 14. The worst results correspond to the points 8, 9
and 10. The error in computations for this case varies from ~4% (point 12) to ~40% (point 9).

In order to study the effect of grid size on the simulation results, the number of mesh
cells was increased from 1,728,000 to 2,630,000. The CO, mass fraction at different
sampling points computed using two different grids were compared. A comparison of the
RMS values of computed data from two different grids is shown in Table 2. As it is seen, by
increasing the number of mesh cells, the computed CO, concentration data varies between
2% to 16%. Table 3 shows the comparisons between the mean values of computed CO,
concentration data from two different grid sizes. As it is seen, by increasing the number of
mesh cells, the computed CO, concentration data varies between 2% to 17%.
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Fig. 16 Comparison between the time-averaged predictions and measurement of
dimensionless CO; concentration data [14] for the sampling points located along the x-
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Fig. 17 Comparison between the time-averaged predictions and measurement of
dimensionless CO; concentration data [14] for the sampling points located along the x-

axis below the injection tube.

From the comparison of Tables 2 and 3 it can be seen that the deviation between the
predicted CO; concentration data using two grid sizes is greater for the sampling points
located in the upper right of the injection tube. In order to explain the reason for this
behavior, recall the study of the airflow in the cabin presented earlier in this paper. It was
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observed that the airflow in the location 3 of the PIV windows (Fig. 2) demonstrates more
complexity than other locations. Since the sampling points located in the upper right of the
injection tube are very close to that region, changing the grid size has a considerable effect
on computational accuracy. Therefore, one expects higher computational uncertainties for the
sampling points located in regions with more complex airflow structure.

Table 2. Comparison of RMS values for computed CO, concentrations using two
different grid sizes.

Sampling | 2,630,000 1,728,000 Deviation
point mesh cells | Mesh cells (%)
Number
1 0.0114 0.0116 2.38
2 0.0151 0.0155 2.87
3 0.0117 0.0114 2.85
4 0.0111 0.0116 4.16
5 0.0097 0.0088 10.22
6 0.0095 0.0082 16.06
7 0.0079 0.0094 15.9

Table 3. Comparison of mean values for computed CO; concentrations using two
different grid sizes.

Sampling 2,630,000 1,728,000 Deviation
point mesh cells Mesh cells %

Number

1 0.0113 0.0116 2.08

2 0.0155 0.0151 2.89

3 0.0115 0.0112 2.85

4 0.0109 0.0114 4.86

5 0.0083 0.0092 9.78

6 0.0095 0.0082 17.1

7 0.0078 0.0093 16.13
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CONCLUSION

In this study, the capability of a CFD commercial software in simulating turbulent
airflow as well as tracer gas diffusion in a generic half-cabin was evaluated. Two different
types of turbulence models were used to find the turbulent viscosity in the governing
equations: unsteady Large Eddy Simulation (LES) and steady Reynolds Averaged Navier
Stokes (RANS) models. While LES predicts the temporal variations of airflow velocity, the
steady RANS method predicts a steady value for the velocity. Through the comparisons, it
was concluded that the LES at least is able to predict the range of velocity variations fairly
well. Examining the three different k-¢ (standard, RNG and Realizable) models indicated
that, as expected, the errors associated with the RANS method are much more than that of
LES. It was also recognized that among the above mentioned k-& models, the RNG k-¢ leads
to the most accurate predictions.

In order to monitor the velocity data in PIV measuring windows, two different
approaches were employed. The first approach used velocity data at the center points of the
PIV windows and the second approach used the area-averaged velocity values of the PIV
windows. The comparisons indicated that the area-averaged velocity value decreased the
fluctuations in the velocity but the general behavior of predicted velocities did not change.
Comparisons with the experimental data showed that the center point values had a better
agreement with experimental measurements.

The effect of halving the cabin inlet nozzle height with the same airflow rate was
studied. It was observed that although LES method gave a good estimation of the velocity
data in the locations 1, 2, 4 and 5 of measuring windows, the agreement between the
simulations and measurements was not as good in location 3 at the middle of the cabin. A
local refinement in grid size is recommended to get more accurate results in this region in the
future study. Comparing to the cabin with the full-height nozzle, it was seen that by halving
the nozzle height and consequently doubling the inlet velocity, the magnitude of flow
velocities in locations 1 and 4 increased dramatically (by 100%). However, in locations 2 and
5, the increase in the velocity value was slight and not as much. It was also realized that the
airflow located in location 3 that used to be almost stationary in the full-height nozzle case
had the tendency of moving to the upper left corner of the cabin model.

In the second part of this study, the capability of commercial CFD software with
LES in simulating the tracer gas diffusion in the generic cabin model was examined. Using
LES, the temporal variations in tracer gas concentration in the specified sampling points were
predicted. Following the same procedure as used in the experiments the predicted values
were non-dimensionalized and compared with the experimental data. Although excellent
agreement was observed in some sampling points, the predictions had an average error of
23%.
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NOMENCLATURE

Capital Letters

C concentration of species at sampling point, ppm

Cu empirical constant

D molecular diffusion coefficient, m?/s

Dy hydraulic diameter, m

I turbulence intensity

Repy  Reynolds number based on the hydraulic diameter

U average velocity at inlet, m/s

Y species mass fraction

Lowercase Letters

gi gravitational acceleration in i direction, m/s?
k turbulent kinetic energy, m?/s>

p pressure, Pa

t time, S

u; flow velocity in i direction, m

u; flow velocity in j direction, m

X; position along i direction, m

X; position along i direction, m
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X position along j direction, m
Greek Symbols

p density, kg/m3

7 dynamic viscosity, Pa.s

T Kolmogorov time scale, s

n Kolomgorov length scale, m

b4 Turbulence length scale, m

g turbulent dissipation rate, m?/s>
Subscripts

i,j coordinate system directions
Superscript

averaged value over time
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Figure Captions List

Full scale generic aircraft half-cabin mockup model [14].

Dimensions of the generic cabin model and the location of PIV monitoring

windows on the cabin central plane (units in mm) [15].

A schematic view of the experimental setup for tracer gas measurements. The xy
view of the setup shows the tracer gas sampling points above and below the

injection tube.

The results of uncertainty study for the cabin with full-height nozzle when x
component of velocity data are predicted for the location 5 of the PIV measuring

windows. The PIV data were produced by Lebbin [14].

The converging behavior of x-component of velocity deviations with respect to
the corresponding prediction from the finest grid for the location 5 of PIV

measuring windows.

The converging behavior of x-component of velocity deviations with respect to
the corresponding prediction from the finest grid from steady RANS solution for

all the PIV measuring windows.

Comparison of the predicted values (this study), PIV measurements [14] and
predictions produced by Lin et al. [6] for the airflow velocity data corresponding

to the location 1 of the cabin with full-height nozzle.
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Fig. 7

Fig. 8

Fig. 9

Fig. 10

Fig. 11

Fig. 12

Fig. 13

Comparison of the predicted values (this study), PIV measurements [14] and
predictions produced by Lin et al. [6] for the airflow velocity data corresponding

to the location 4 of the cabin with full-height nozzle.

Study the effect of choosing monitoring surface on the predicted velocities,
corresponding to location 2 of the cabin with full height nozzle, through

comparison with PIV measurements [14].

Comparison of the steady RANS predictions for the x-component of velocity data
with the corresponding time dependent PIV data [14] at location 3 of PIV

measuring window.

Comparison of the steady RANS predictions for the x-component of velocity data
with the corresponding time dependent PIV data [14] at location 5 of PIV

measuring window.

Comparison of the LES predictions and PIV measurements [14] for the x
component of velocity data corresponding to the location 1 of the cabin with half-
height nozzle.

Comparison of the LES prediction and PIV measurements [14] for velocity data
corresponding to the location 3 of the cabin with half- height nozzle.

Study the effect of decreasing the cabin nozzle height through a comparison

between the PIV measured velocity data [14] corresponding to the location 5 of

the PIV measuring windows for two cases of full and half-height nozzle.
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Fig. 14

Fig. 15

Fig. 16

Fig. 17

Table 1

Table 2

Table 3

Study the effect of decreasing the cabin nozzle height through a comparison
between the PIV measured velocity data [14] corresponding to the location 3 of

the PIV measuring windows for two cases of full and half-height nozzle.

3-D schematic of the unstructured grid (for the generic cabin with the injection
tube) used in CFD simulation of the carbon dioxide diffusion in the generic cabin

model.

Comparison between the times averaged predictions and measurement of
dimensionless CO, concentration data [14] for the sampling points located along

the x-axis above the injection tube.

Comparison between the times averaged predictions and measurement of
dimensionless CO, concentration data [14] for the sampling points located along

the x-axis below the injection tube.

Table Caption List

Comparison between the important parameters in the simulations.

Comparison of RMS values for computed CO, concentrations using two different

grid sizes.

Comparison of mean values for computed CO, concentrations using two different

grid sizes.
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ABSTRACT

Study of paticde disparsion in ventilated indoor
anvifonments iz a very usaful and sffective way to understand
the mechanizm for disesss tramemission in an enclosad
anvironment. In thiz imvestigation, a computational appooach iz
adoptad in ordar to gain mode Inowladge sbout the transport of
patticulate materislz in a zimplifisad half cahin modal of a
Eoeing 767. The simulations are performed using 8 commercial
Computational Fluwid Dynamicz (CFD) zoftware and am
validated throurh comparing the prediction: with the
cofresponding  axpsrimental messwsmentz.  The Lasranga-
Eular approach iz inveked in the simulations. In thiz approach,
whila tha air iz considersd a= the continwous firzst phaza tha
particles are treated as the dizcrete second phasa. Ev solving
the particle: aguation of motion, the trajsctory of particles iz
computad. The disorete phasa eguation of motion i= couplad
with the continnow: phasa goveming aguations thiough the
calculation of drar and buovancy forces actine on particles.
The continwows phaza flow iz turbulent and Faymolds Averamad
Wavier Stokes (FANE) iz emploved in the caloulation of
continuous phasa wvalocity fisld. A complate study on grid
dependance of FANE simulation iz performed through a
controllable  locsl mesh refinemsnt schema. The grid
depandance study shows that weing unstrochered grid with
tatrahodral smd hybrid slement: in the refinemsnt erion ae
more afficient than uwsing strochwed grid with hewshedral

alsmantz. The effact of twrbulence on particle dizparzion iz
takan inte account by using a stochastic tradking method
{andom  walk modal) Through the coomparizon of
computationsl predictions with comesponding ewperimentsl
messuremeants the capability of Dizcrsts Phaza Modal (DPM) in
pradicting the behavior of particles iz studied.

INTRODUCTION

Dning the past decadss, the avistion industry has
expariencad 4 dramatic inoreass in both the pumber of paople
travaling by commerrial sirplanss a= wall a= tha number of long
distance commercial flights. According to the Eurean of Labor
Statiztics (2011), the pumbar of commercisl sifline passengas
axperienced =n gveraze prowth of 340% betwesn the vess
1970 and 2008. Also the statistics publizhed by the Burean of
Transpodtation indicates $30-B00 million paszengars traval by
aifcrafts sach vear in the United States, apound 20% of thossa a=
intsmational pazzemears.  The cloz= proxmimity of thiz huss
numbar of commerrial sifline passsngarz azpecislly in lone
distance flights has increased the rizk of spreading biological
contaminant: and diseass: batwesn passengers. Thiz potentisl
thieat to paszengers heslth iz the primary reazon for finding of
thiz ressarch project and study of sir guality in commercisl
aircraft cabins.

Stody of air quality requires the study of different transport
phenomsna: transport of mass, momentum and snargy. Duoe to
advances in  computer technologies which have emablad
razaanchers to zolve the eguired movemding partisl differentisl

e
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eguations pumerically, with relatively high desres of accuracy,
in & cost and time offactive manner, the wss of computational
methods in thiz fisld of esesrch has increased considersbly in
re0ant dacadas.

Since biolomical contaminants and'or vimses may spoead
among siroait passsngers in the form of fine particolates, the
primary attsntion is focessd on the understanding of the particls
dizparzion patteme in such anclosures. There a2 3 nember of
relevant ressarch  articlss in the litershers that usa the
computationsl methods in ordar to study the particle disparsions
in indoor snvironments.

Fhap ot &l {(2003) investigated the air movement and
asmeol particls concentration apnd deposition in a ventilatsd
oom pumerically  Two different ventilation systems wers
conzidersd: dizplacsment and mixing. In ogder to simulats
gifflow and particle dizpsrsion, the LasmsngeEuler approach
was adoptad. Thiz study showsd the strong affact of the room
ventilation type on the airflow pattem the partids
ComCantration, and daposition rate It was found that under the
zama aif supply fate and particle property conditions, using the
dizplacement ventilation typs lead: to smaller daposition rate
and a larper particle femoval fate than the mixineg type
ventilation. Howsver the gverass particle concentration is
highar in a dizplacemsnt typs ventilation systsm.

In another study by Zhao ot &l (2004), an Eular-Eular
approach was uweed to study the affects of air ventilation type
and particle size on the behavior of particle dizparzion in a
ventilated room.  Athres dimensional drift flur modal was wead
combined with daposition boundsry conditions for the wall
surfaces. Through this computationsl ressarch it was found that
the deposited particls mass of flux iz strongly dapandsnt on the
ventilation typa. More particle depositions wers obsarvad in
the mixing ventilated robm fior a cartsin zize of particles.

In 2008, Fhao =t sl. devaelopad their drift flux modsl by
conzidaring the affects of both thermsl and sravitations] forces
in caloulating the particles :lippama walocity for non-izothamal
cases. After an experimental validation of the modified modsl,
it was uzad to study the aifact of the indoor ventilation type and
particle size on disperzion pattem of ultrafine (particles with
sub-100mm dismeter) patticle: in a test room.  Thooush thiz
study, it was determined that slthourh using mixing ventilation
typa leads to lower conoantration of micron particlss in the zona
balow one mater high it will canse higher concentration of
ultrafine particles in the mixing zone in comparizon to the
dizplacsmant ventilation typs. It was slso concluded that both
ventilation types a2 not sansitive to the particle size when the
dismstars are in the range of 0.01 to 0.1 micron.

Fhang at al. {2010) wsad an Eulear-Euler approach to study
the deposition of particles of tenz of microns zize. The
particles wer2 oreated due to agpesation of nano-particles
injactad throush an injaction port to the test chambsr The
transient deposition of particles camsed by the sravitatiomal
zattling was simulatad. For thiz purposa the mas: conssrvation
eguation for the disoete phass was modified to indude the
gravitational zattling affact a= well a= convection and diffuzion

aifectz.  The simulations were verified through the comparizons
betwesn  prediction: and messwsment: for the particlas
deposition-rats  dats The comparizons indicated best
asreemant betwesn axperimentsl | messements oand
computationsl prediction: for the intemmediste particle-size
fENES,

Thiz stwdy iz a contineation of the prewious esasch
conductad by the authoss of thiz paper in the pumerical
imvestigation of the terbulent sirflow and tracer gas diffision in
a ganaric cabin modal (The genaric cabin modsal eeembla: ome-
half of a twin-aizls Bosing 787 aircraft cabin neglscting the
ouves in the comers and the walls). However, in this paper,
the aiflow pattern iz different fom what was stodisd
previously, bocanss the injection of partticles in thiz case is
accompaniad with the high flow-rate injected sir A steady
FANE method iz uwsad to simulae the fwbulent aiflow
bshavior TUszing tha steady FANS to caloulate the siflow
velpcity data a composhensive grid dependency study i
paformad by concantrating on rerional r=finemsnt wsing both
structesd and unstrochered gride.  The affectivenssz of both
erid r=fining schemsa: in producing the convergad valocity data
iz investigated and dizoussed. The optimum mesh size and typs
iz them usad to simulats the dizpemion of 10 micon size
particlss by applying 2 Discrsts Phase hlodsl (DEML. The
particles ars mads of Di-Octyle Phthslats (DOP) and injactad
continuously into the cabin through a wertical tubs instsllsd on
the cabin’s flsor The computationsl modsl iz varifiad throush
the comparizon of the predicted particles concentration data
with the comesponding sxperimentsl messuremsnt conductad
by Padilla (2008) Anocther fastwe of thiz stody iz the
investigation of the affact of the pumber of tries on the acouracy
of razults. Bubzaguantly, the optimum number of tries to obtain
the most acourate predictions for the particle disparzion data iz
determined.

GOVERMNING EQUATIONS AND
SOLUTION METHOD

In the LasrsnsaFular approach, which iz also callad
Dizcrete Phasa Modal (DPMI), the disorete phass computations
s paformmed in a Lasrangisn frams {calculation of particlas
trajectories). The continwous ga: phasa however, iz dealt with
in an Eulerisn frame and doos interact with the dizoste phasa
throurh the ewchsnee of momentem, hest and mas=. In this
approach, the interaction betwesn particles iz mot tsken into
aocoumt.  Inm oeder to hawve pegligible interactions betwesn
particles, the dizorste phass neads to be sufficiently diluta. For
thiz reazon  the spplication of DPML i recommendad only for
the two-phass flows that have low volume fraction of dizcste
plaza,

NUMERICAL

! Chamical Freomsta: CoeHsp0
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In opder to simulats the dizparzion of particles, uzing DPMLL
the following azsumptions have beon adoptad:

The continuous phasa flow iz incompasszibla.

;',. The heat trsmefer iz neslected in the cabin. The
temparate iz azzvmad to be constant at 27°C.

3. The patticles are not cobled, heated or evaporated
{inert particlas).

4. The particles neither coasulate nor beesk.

5.  The affacts of buoyancy are taken into account.

6. Mo chemical reaction takes place betwesn dizcrsts and
continnous phases.

7. Bteady PANS modsl iz usad to solve tha continuwous
phaza poveming aquations.

2. Except the drar and gravity foroes, other force: ane
aszumad to be zero.

0. The particlas ar= azzumad to be trappad on the walls
when thay cellide with the walls,

Diiscrete Phase Equation of Motion
The trajectory of particles iz computed thoush intagrating
the goveming aquation for the particles motion:

du’ F {1

a  m,

whata me(ke) iz the mass of particle, wF{m/s) iz the valocity of
particls in { dirsction. F: (M) denotas gl the forces acting on the
particle which iz a combination of vizoous, pressure drag: and
bwovancy fosos (Clayton =t al. | 1908):

1 - - g.-F
Focpd-Co-(u-uf ) —uf|+m g, = — @
2 =t

whars 5 and pp (kz/m?) ame the densitis: of the continuous phass
{gif) and patticles, gespectivaly, Co iz the dias cosfficient for
the spherical particla, A {m®) iz the poojactsd amea for the
patticla, w {m's) iz the instantanepus velocity of continuous
phats in § diraction, and finally g {m's”) iz the gravitationsl
accaleration in i dirsctiom.

Equations (1) and (2) indicat= that the continwous phazs
aifectz the trmjectory of particles through the dras and buoyancy
foqoas.

Continuous Phase Governing Equations
The goveming aquations for the continwous phaza ara:

Continwity:

du, -

_L_' = {Jj

dx,

hlomentum {Mavie-5tokas):

ke S )

= E,

lap. 18/ 2u) F
5%‘;3[-“? |‘§-‘

wheare ule/m =) iz the continwous phass vizopzity, p (Pd), iz the
continuous phase presswe and Fiwe (Wke) iz the fosos acting
on the contipwous phass axerted by the dizoete phaza (the
feaction of dras and buovancy force: acting on the particlas).

In coupled {I-way coupling) appooach the offect of
dizorata phass on the continuons phasa caloulations iz tsken into
account by kespine the last term in Eg. (4). However, in
uncouplad approach (l-way coupling) the offect of dizoste
phaze on the continwous phazs iz neslacted by droppine the last
term of Eq. (4).

Solution Miethod

Tha zimulation bagzin: with the quasi-staady solution of the
continpous phasa goveming aquations, i.e. Egz. (3) and (4). At
tha baginning, thevalus of the last term in Eq. {4) iz considarsd
as zeo. Thersfore the nember of unlmowns (thres welocity
componsnt: and one presswes) matches with the oember of
oquations {one continuity and thies momentem  egustions).
Aftar tha first 5 itarations of the continwous phaza computations,
using the calculated wvelocity data (for the contipwous phass)
from the last iteration, the trsjsctory of particlss iz caloulated by
zolving Ege. (1) and (2). By caloulsting the particles trajectory,
tha lazt term in Eg. {4) will not ba zaro for the next 5 {tarations
of the continnous phass computations. After every 5 iterations
of the continwous phasa caloulations, the last term of Eq.4 iz
updated by zolving Egs. (1) and (1) simultaneously. Thiz
computationsl scheme iz continwed umtil the converpsmce
criteria {1077 for velocity components as well 2 k and & and
10 for comtinuity) for the continnous phass goveming
aquations arz satisfisd.

Turbulence mod el

In zolving Egs. {3) and {4), which govem the instantanspus
valpcity fiald of the contipnous phasa (sirflow]), Feaynolds
Avaramad MNavier Stokes (FLANT) iz applied. In this study, for
staady FLANE:

—==0 5
= s3]
srE & E
R N} — L -—= @
R | —Fdy+{u+ u.}{ + } +.G‘E' m,

kN

TUzing the standard & turbulence modsl, the turbulant
vizgoeity iz caloulatad through the following squation:

A=

G ™
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whate C; iz an ompirical constant which iz ogual to 0.09
{Launder and Spalding, 1972

Particle-Turbulence Interactions

The major izswe in the LasrangeFular sppaoach,  of tha
Lasrangisn particls tracking, iz caloolating the =fect of
turbulenca on particles trajectory (Dchbd, 2008). Az explained
bafora, the trajectory of particles iz computad by intesrating tha
aguation of motion | Newton's second 1aw) of the patticles. By
combining Eg. (1) and {2} the following sgquation iz darived for
the zpherical particles Integrating thiz eguation determines tha
path of particlas.

dt 3,0

o,— o) ®
dr Brg,

A,

O

In the aguation abowva r {m's) denotas the particls radin: and a=
RANS method iz wsad, the instantaneous valocity, u , consists
of 2 time-averazed of mesn comporent (F,) apd a fecuating
componant (). The continuwous phass mesn velocity data iz
computad from the BANS mathed. The turbulence affactad tha
trmjectory of particlas through the fluctesting valocity {w ).

In thiz study, in ordar to caloulate the affact of turbulenca
on trajectory of particles, the Dizcrsts Faandom Walk (DETW)
maodal iz usad. The main ides of this modsl iz the intsraction
batwesn the particlas and turbulent sddisz. In other words, in
thiz modal it iz assumed that the particle is tapped by an oddy
during an addy life time The sddy life tima (r )iz caloulated
uzing the aquation balow:

p.
r,=2C,= )
TE

Tha valus of Cr in Eq. (%) doe: dapsnd on the emploved
twbulmos modal.  For the k& modal, ©, = 0.15. During
lifatima of the addy, the continuous phasa valocity flucteations
are randomly diztributed Ganssian varisbles whose Fuoot Mean
Sguared (FMS) wvalue: are ogual and deduced from the
turbulent kinstic enargy:

u, =47 (10)
E = k3 {113

In aquations shove, A = s Ganszisn somdom varisblas with tha
mesn value of 0 and the standsrd deviation of 1. Im the
simulations, in osdar to caloulate the random =ffects of
twrbulence on the dizoste phase dispersion, it iz requited to
pick a sufficiant numbsr of repressntative particle: which iz
callad the pumber of triss (Dehbi, 200 apd the ANSYS
FLUENT 12.0 Manusl, 200%). Tha =fact of number of triss
will be dizouzzad in the next saction.
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Particle Tracking Parameters

In oxder to take the imtsgration of Eg. {B), two parsmstsrs
zshould be zpacified: The time step size and the mawimuem
numberof tima steps. The tims step size can be calculated wsing
the following aguation:

L

A=
[+ Il

{1z

whara L {m) iz tha length scala, IE__I{m-5j._ iz the masnituda of
particla valocity and |ﬁ| {m/z), iz tha masnituda of continuows
phas= walocity. In thiz study the length scala, which iz the
lemgth travelad by particle betwesn two successive particle
tracking updatss, iz azsumead to be constant and agual to {.01m.
The manimum value of Afiz such that the call iz traversad in
on2 stap. Smaller tima staps leads to mode acourats results. The
maximuem pembar of staps should be agual to the nember of
eprid calls that partice: traverss in a computstions] domsin
{ANSYTS FLUENT 12.0 Manual, 2005

Numerical 5cheme

In the FANE mathod, the sacond ooder upwind schems iz
uzad to discretize spatisl dorivatives in the goveming continuwity
and momentem aguations. Also the standsrd wall fonction iz
usad as the mear wall trestment. In caloulating the particle
trajactorias, which iz performed through the intesration of Eg.
{E), = sutomated tracking algorithm iz emploved. This
dlmorithm switche: batwesn the numerically stabla lowsr ogdar
and higher ogder schemes, depending on whether of not the
particla iz cloza to the hydrodynamic aguilibrivm (AMRYS
FLUENT Mapual, 200%9). In thiz stody, the teaperoddsl
intagration iz usad in higher order scheme however for the
lower order schemea an implicit Euler interration is applisd.

EXFPERIMENTAL FPROCEDURE: MEASUREMENT AND
INJECTION LOCATIONS

Particles are injectad continuously through an injectiom
tuba located at x=1447 mm, v=3505 mm  and =0 {z==2 Fig.1).
The injection tubs, which installad vertically on the cshin's
flopt, iz made of stainless stes] and has the inner dismeter of
12 ] mm (Figure: 1 and I). The injection port i= the uppar eand
of the injection tubs which has 595 mm bheight (Padilla 2008).

Figura 1 zhow: the generic cahin with the particlas
injection fube insids it. Alzo, the measwement locations ame
zhown in thiz schematic. It should be memtioned that for the
five messurement location: on the cabin central plape, the
Asrodvnamic Patticla Bizer (APR) iz usad to messue the
concentration of the dizcete phase (particles). However, for the
nine mesnemant lecation: at the cabin outlat, Optical Particla
Counter {OPC) iz usad for the concentration messurements. The
maasemant locations at the outlat hava the haight of 51mm.




|z

Ouitlet

z

Fizure 1: Schematic of the zeneric cabin, injection tube and
mersurement locations (units in mm}). (Padilla, 2008)

Uzing the dimenzion: shown in Fig.2, the coosdinates of
the five messurement location on the cabin centrsl plans can be
determinad. Thiz figurs alzo prasants information sbout the inlst
volumstric airfleow rata a: well a8 the velemstric flow i of
carying sir injactad into the cabin through the particla injaction
tub2.  Particles are produced by the Vibrating Orifice Asrosol
Gemarator (VOA(G) a2 shown in thiz figue. VOAG was zat to a
vibteatine fiequency of ~49 Hz that yisld:s a theosetical
concentration of $4 patticlesicm®. Particles ate mads of Di-
Octyl Phihalata (DOP odl).

— et 1

B |
vy (5 1|
043 3 TN e

. = Mimmm

X
Fizure I: XY View of the test confizuration for the straizht tube
injection {units in mm}. (Padilla, 2008)

In eoxh oxporiment, the measwement of particles
concentration was started when the air flow inside the cabin
reachad a guasi-steady stats condition. Indtislly 15 minutes and
later 30 minutss tims was considered a: the wam-up time for
the system in opder to reach the steady state conditioms. The
particla massuwrement: wers camiad out continuously at each
zampling location over the pericd of &0 minutes. The
axparimentsl data wae pressnted in tem: of nommalized
patticle  concentration  data The npommalized partics
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conoentration data were caloulated using the following aquation
(Padilla 200E):
EERGL
Cr=0
whara(C'_ iz the messwred ssmple concentration comected for
tha particle los: in the sampling tuba, C: iz the calibratad
injectad comcantration, Qwﬁiz. the supply flow {inlst and
injecba:f)._amdQI iz the injected flow of the camying air

{13}

RESULTS AND DI SCUSSIONS

Part 1- Simulation of Turbulent Airflow and the Grid
Dependency Study

In the spariments, the average sirflow rats coming into the
cabin wes maintsined at the constant valus of 4.2 m®/min,
resulting in an averase inlat velocity of 0.64 miz. The
comesponding  Fovnold: pombar bazsd on the hyvdraulic
diamster of nozzle inlst was caloulated as 4,200, At the outlst
of the 22.1 mmpamdﬂmjecnmmb&theamﬂmﬂemj]m
inte the cabin was held af a constant rats of 0.05 m"/min
resulting in an gverame aiflow velecity of 2.27 m's. The
comesponding  Favnold: pumbar basad on the injection tuba
dismeter was 3300,

Tha XY view of the grid iz shown in Fig.3. Thiz figue also
zhows the region whers the grid refinemsnt iz focusad. Figurs 4
shows the 3D view of the cabin as well a: the refinement
region. The volumea of the refinement agion iz les: than 3% of
tha whole volume of the generic cabin modal. Tha r=finemsnt
erion, & zhown in Fizg4, consist: of two sub-volumss.
Locations 1, 2 and 3 ar= located on the interface betwesn thesa
two sub-volumes. At the baginning | a pesndo-structursd coarza
mazh iz generated for the cabin, Thiz mesh iz usad a= the bass
erid for the nawt refinemsnts. Two approache: are followed in
the refinements. In the first appooach, it iz tried to kesp the erid
insida the mofinement megion stucted with osthosonal
hemshodral mesh clsments, however in the zecond approach,
unstructred  grid with differsnt type: of mesh clements
{hemshedral  totrshedrsl, wedess) iz used for the refining
puposes. In both of the appopache: the grid in other regions
and zub-volumes are kapt stroctered.

In ogder to check the erid indspendsncy, the velocity data
caloulated using differsmt grid size: are compared with the
comesponding  fesultz fom the finest grid. If this
differsnca{daviation) smperisnces decreasing a: the number of
msash calls inoreasad them the solution would mest the erid




REFINRRMESNT I

REGIOMN

Fizure 3: XY View of the zrid. The refinement rezion and AFS
measurement locations

REFINRMEMNT
REGION

Fizure 4: 3D View of the cabin and the sub-volumes in order to
create the grid. The refinement rezion is alo marked by red edzes

Figuraz 50 show the behavior of the result: a= the both
appaoache: explained shove are weed in grid refining. In each
figura, thare ar= four tables and graphs. The tabla: and graphs
in tha l=ft zide of sach figwe show the affect of erid refinement
whan the stuctured grid r=finding iz followsad howsvar the tablas
and graphs in the right zide show the uncertainty study results
whan the grid iz s=fined in the refinement ferion using an
unstrecturad schema. Each tabls has four columns. The first
colemn shows the totsl nembser of mesh slements in the whola
geometry.  The sacond column shows the number of meash calls
in the mefinement segion. The third column zhows: the
caloulated walocity data for each grid zize. And finally, the last
column is the comesponding devistion percentass for each grid
zize which iz caloulatad u=ing the following squation:

Deviation% = 1005 —=. {14
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In the sguation sbove, Vi {m's) iz the caloulated valocity
for a spacified prid size and Vil f=od{m/s) iz the comesponding
valocity caloulated from the finsst grid.

Figure 5 shows the offeqt of grid refinement on the
bshavior of x and ¥ componsnts of caloulated wvelocity data
comesponding to the location 1 of the APE messuremsnt
locations. It iz 2asn that the valocity data are convergsd nsing
aithar structured of unstructured fefining scheme however
unstructrad grid refinemant resulted in  comwergad walocity
data for grids with lesz numbsr of mesh cells comparineg to
structured refining appooach.

Figure § zhow: the =ffect of grid refinement om the
bshavior of caloulated x and v valocity data comesponding to
tha APS location 2. Similar to the APS locatiom 1, it is
obsarved that unstruchered grid sefining scheme iz mose
afficisnt in reaching comvergad velocity data

Figure 7 zhows the =iffect of mesh refinement on the
valocity caloulations for the APS location 3. It iz zeon that the
bshavior of velocity data for this location is differont fom what
was obsarved in the APS locations 1 and 1. Indesd the
CONVeIEsnCe criteria are not met for the valocities caloulated for
thiz location. In ondar to find a physical eason for this
behavior, a special attention should be paid to the position of
tha APE location 3 in the cabin modal (Figme 1, 2and 3). In
thiz location, which iz slmost in the middle of the cabin the
flow iz almost stationary and it iz 2asn foom the table: prezentad
in Figzs. @ and 10 that the marnitude of both x and ¥ welocity
data a2 vary Cloge to zero. Tharefods the deviations for this
location are much higher than thos= caloulated for the locations
1 and 2.

Although the mesh r=finement iz focuzad on the rafinsment
remion that containe the APS locations 1, 2 and 3, the grid in
other regions ar2 also r=fined dus to the mesh refinement in the
refinemsant rerion. Howsvaer the refinement in other remions iz
not a2 much a: that happens: in the r=finement rezion. Thar=fore
the caloulated wvelocity data in the APS locations 4 and 5 ae
alzo affacted by the comsacutive grid refinement:. Figue §
indicates the effect of mesh refinement on the behavier of
valocity data in tha AP location 4. It iz 2=on that although thiz
location iz outside of the refinement regiom, using the
unstrocterad efining schema for the refinement egion leads to
reach converged velocity dafa for grids with less mesh slement
comparing to tha casa when the struchered grid r=fining iz uead.

Figure @ indicates that using unstroctured grid refining in
tha refinement rerion ha: a very significant impsovemsant in the
convergence of the caloulated x-velocity data in the APS
location 5. However for y-velocity data in location 5, it shows
that using sither structersd of unstrectursd grid gives esults
with accaptsbls convergence behavior
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Fizure §: The effect of zrid size on the calculated x and ¥ components of airflow velodty corresponding to the location 1 of the APS
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Fizure 8: The effect of zrid size on the calculated x and v components of airflow velodty corresponding to the location 4 of the APS
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Fizure 9: The effect of grid size on the calcolated x and v components of airflow velodty corresponding to the location 5 of the APS
messurement location

All the APS messwrement locations a2 located on the
cantrsl plane of the cshin {#=0). Due to the symmetry of the
geomatry a8 wall a: the boundary conditions respect to the
cantral plana, the zcomponant of valocity data for the ppints on
thiz plane are axpected to be very closs to zero and of course
the computationsl result: confirmed thiz ewpectation. Becansa
of the very small values of = componant of valocity data for the
APE locations 1-5, the behavior of z-velocity data don't show a
convereing trend and the deviations are much larger than what
wata caloulatsd for @ and ¥ componsnt: of valocity data

From the graphs and tables pressnted throush Fig. 5-0, the
significant advantame: of uzing the unstuchwed grid refining
approach comparing to the structured one is revesled. As shown
in the above mentionad figes, in the stuchwed grid refining

appaoach, by 1400% increaza in the number of mash slsments
in the r=finement megion, fom 13,058 to 201, 600, the totsl
numbar of mesh alements for the whols geometry iz incressad
by 250% i, from &72,736 to 2,440 480 However, in the
unstroctured grid refining appooach, the total nembar of mesh
alsments iz lass sensitive and by 2518% increaza in the numbsr
of mesh calls in the r=finement region fiom 13,056 to 343,108,
tha totsl pumbar of mash alsmant: awperisncas just a 100%
growth e, fom 671,736 tol, 407,460, In the other word, the
unstroctured mazh refinemsnt schama snahls: us to maks a high
resplution grid in the refinement erion with the minimupm
incr=aza in the totsl number of mesh alsment: for the whols
geometry.  Especially when the better converping behavior of
esult: fom the unstruchwed grid refinement iz taksn into

: Copyright € 2011 by ASME

209



account, it can be concluded that wsing unstroctured erid for
the local refinement pupose:, not only lead: to the moss
accurate and relishle results , but also it would be considershly
mofe computationsl time and cpst sffective comparing to the
struchirad mesh refinement,
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Fizure 10: Airflow velocty mamitude contours on the central
plane (z=0}) of the generic cabin model

Part 2- DPFM Simulation Results for the Particles
Concentration Data- Study the Effect of Number of Tries

Az mplainad aslior, the inet DOP'  spherical particles
with 10 micron dismeter are injected continuously through the
top end surface of the particls injection tube {serfEce injaction).
The vertically upward valocity of the injectad particles, at the
injaction surface iz uniform and egual: to 227 mis. The
concentration of particdles at the injection pott iz 34
particlaiom®.  There am  thes  sats  of  exparimentsl
measuremeants, antitled with: test 2-APS, test 3-APS, and test 3-
APE usad in ogdar to avaluate tha simulations. The uncartainty
of the expeorimentsl dats iz sround 39%. Becamsa of some
daficienciss in messuring the particlss injection at the APS
location 5, the comparizon betwesn the computation: and
measemants does not includa thiz lecation and just mads for
the locations 1, 2, 3, and 4. The finest unetrectured grid with
1,407,460 mesh clsment: {which disuesad earlier in gprid
indapendancy study) iz picked to be usad in the simulstions.
Figure 11 shows: an evaluation of the explained computatiomnal
zsimulation by comparing the modsl prediction: with the
comesponding  axperimental measwements for the APS
location: on the contral plane of the cabin {za= Fiz.1). In thiz
figwre the concentration dats were nommalized uwsing Eg. {14).
Az dizmuezzad praviously in the particlatwbuloncs intsraction
zaction, the accuracy of result: depends on the number of tries.
The numbar of tries for the simulation results shown in Fig. 11
iz 175. Considering the uncertsinty bars for the experiments]
data it iz zsen the modal gives sesults with accaptabla
acouraciss af least for APS location 3 and 4.

! Di-Cionyle Pirbalase

-

Normualued Conceniration
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Figure 11: Comparisons between the computational predictions
(when the number of tries is 175) and the corresponding
experimenta]l messurements for the APS location on the cabin
central plane.

Tzble 1 shoaws the chulsr owfomnss afths imvestization abont the
effect of oumber of tries on the aconmcy of predicted panticle
concentration for the APS locations an the cabin's central plane It is
s2an that there i3 nota unigus optimom vals for the nomber oftris o
lead the mast aconrae resnlts for the a1l APS location on the central
plans.

Table 1: Effect of number of tries on the accuracy of predicted
particle concentration data for the APS locations on the cabin
central plane

Tha raleioscn | The Remberol T |
AP location NumBer | Lapenmaental Text| comepondimgiothe T
Ermaei)
Tl Wanimum Erron
1 11 1A = m
i i AR in 1]
[ 10 1 AFS i a7
i 1 1A L3S ki

If for esach zalacted number of tries, the arithmstic averama
of emoez for the APS locations on the central plane {=moept of
location 5) are caloulated and compared to the comesponding
gverass amors caloulated for other pumbers of tries, then the
optimum pumbar of triss which leads to the minimum averasa
amors can be found. Such a comparizon iz shown in Fig 12, As
impliad from thiz figwa zalacting 175 a= the numbers of triss
gives the most accurate prediction rather than other number of
trisz. The averams omod coresponding to thiz nember of tries iz
340%.

e
-\\w""'“‘

Aarage Erroefia)

o LT -] a%h b Bad
Kembar ol Trias

Fizure 11: Comparisons between the arithmetic averaze errors for
the predicted particle concentration data corresponding to the AFS
locations 1, 2, 3, and 4 when different numbers of tries are
examined. Eizht different numbers of tries were examined in this
comparison: 10,50, 100, 120, 150, 175, 200, 225,
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Another evaluation of DPM simulations are presentad in
Fig.13. In thiz figu=, the predicted resultz for the particls
congentration dafa for the sampling points lecated at the cabin
nuﬂ.et{whci.chaiﬂslsor:s]ledﬂpc' locations) ar= comparsd to
the comesponding dats measwe by Optical
Particle Countar Figme 13 indicates that bow inceasing the
number of tries from 10 to 150 affects the averame acouracy of
the pradictions. Figure 14 shows: the relationship batwaesn the
number of tries and the averams acowracy. As it is indicated in
thiz figure, amongst the sxamined nember of triss(ie 10, 50,
100, 120y, 150, 175, 200, and 225), the least averams smor is
achisvad when 150 iz salacted & the number of tries. The
averass smor comespond to thiz pumber of tries iz 168%. Ttis
neadad to mention that similar to what was observed for the
zampling points on the cabin cantral plana, the optimuem nembsar
that lead: to the most aoourate prediction for each of the
zampling points located at the cabin outlst iz not necaszarly
ogual to the optimum pumbsr was found to have the least
avarama smogs for all the OPC locations. It iz also implisd from
Fig.14 that the simulation results are closer to the messurements
for the OPC zampling point: locatad in 2= ragion.

B -
E — ""ill._,.f--.--—-— -

«: Number of tries=100
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Fizure 13: Comparisons between the computational predictions
{when different number of tries are evamined) and the
corresponding experimental mersurements forthe OPC locstion at
the cabin owtlet.
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Fizure 14: Comparisons between the arithmetic averaze errors for
the predicted particle concentration data corresponding to the
OPC locations at the cabin outlet when different numbers of tries
are examined. Five different numbers of tries were examined in
this comparison: 10,50, 100, 120, 150.

CONCLUSIONS

In thiz study, the fessarch sbout the capabilities of
computationsl approache: in investigating differsnt transport
phenomsna in sircraft cabin: was continued by simulating the
turbulent siflow and disparsion of inert spherical particlss
injected inte a generic half cabin modal. In order to simulate the
tubulent siflow a steady FANE zcheme wa: applisd using
standard k-g modal. A detsiled compeshensive grid dependency
analyziz wa: conductad and basad om itz results the optimum
grid was selected to perfoem DPM zimulation of particla
dizparzion in the cshin. In the DPM zsimulations, the affact of
motion of paticles on the continnow: phase wa: tsken into
account by uwsing a 1-way coupling appooach The aifect of
turbulenca on the particles motion was simulated by employvine
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tha Dizorste Fandom Walk (DEW) Modsl. The affsct of
number of tries on the accuracy of prediction: was al=o stodiad
in datails.

From the grid dependsncy, the benefits aszociated with the
rezional mesh refinement was r=veslad. Based on the structurs
of the flow; it iz not necsszary to do the r=finsmant in all of the
flow rerions. In thiz study, the refinement was fousad on a
erion in which the flow wa: mose complicated. Uszing the
reripnal refinement, enshlad us to have more control on the
number and the type of the mash alsmantz. The othar benafit of
using fegionsl refinement was poeventing to be encountersd
with nop-uzafil eweoassive pumber of mash slsments that
increasss the computationsl costs and time dramatically.

Although the initisl mensrated coarss mesh was stroctered,
two gpproaches ware uzad in refinding the mesh in the salectad
refinemsant femion. After seversl tests, it can be concludad that
unstroctured local erid refinement not only leads to the mone
accurate and falishla results | but also it is considersbly mose
oomputationsl time and opst affactive rather than the struchersd
local erid refinemsent.

Comparizon of the Bteady FANE-Bteady Particls Tracking
{DPWI) simulation results with the comesponding experimental
data revaslad that considering the messwsments uncartainty,
there iz a good ameement betwesn the peediction: =nd
meanemants af least for the APS location: 3, and 4 {on the
cabin centrsl plans). Eecauss of the experiments] deficienciss
in measwring tha comect value of particle: concentration at the
APE location 5, the simulations were not verified by comparing
the predictions and messuremsnt: comesponding to the thiz
location.  For the APS location: 1 and 2 | zince the value of
axparimantsl messremsnts are  vary  imall,  achieving
pradictions with good acoeracy for thess locations are difficult.

A datzilad study sbout the sffect of the number of tries on
tha accwracy of predicted particls concantration data was slso
performad.  The investigation showsed that slthoush incressing
the numbear of tries may have a positive affact on improving the
gverara apouracy, bevond & specific number of tries (which iz
callad a= the optimum pumber of tries in which the averasa
omog has itz mindmwem value), any inoressing in the number of
triss does Dot have considarabla affact in improving the averasa
BOCUTACY.
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ABSTRACT

This study 15 a conboushon of a previous research m
mumencal smmlation of a turbulent anrflow In 2 genenc arcraft
cabm model. Specifically, the prmary objectve of this project
15 to use Computationzl Flod Dhnamies (CFD) o smmlate
transpert of a tracer zas myected mio the genenc awcraft cabin
The research work reported herem 15 composed of three parts.

First, both Large Eddy Smmlation (LES) and Reynolds
averaged Navier Stokes (RANS) methods are used to smmlate
anflow from a full-height nozzle and cowespondms arflow
charactenishes withm the mockup aweraft cabm  The
computathonal results are validated by comparing them with
Particle Image Velooty (FIV) data and published CFD
predictions  avalable nm the lteratwre. Through thess
compansons, the potential for usmg the CFD methods to predict
wumsteady 2= well as time-averaged velocity for a genenc arcraft
cabm mode] 15 exammned

Second, aurflow charactenshics are studied by reducing the
mlet nozzle height to one-half of its original size but keeping
the total vohmetrie auflow rate the same as that of the full-
height nozzle. Acouracy of the IES approach m predictimg
anflow mm the halfheight nozzle 15 evaluated by conparmg
predichion results with the PIV measwement data for the
mockup cabm.

Thod, smmlzhon of a tecer gas myecoion through the
mjecting tube placed m different locations m the half-height
nozzle cabin is investigated. In this part, carbon diceade (C0)
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1z chosen 2= the tacer gas. The LES method 15 used to solve the
equations of motion and the wmsteady species tansport equation
for tracer gas concenfration. The predichions are compared with
the average measwrement data for OO, -concentration m vanous
locations m the cabm.

INTRODUCTION

Computational Fhud Dhmamies has been wsed for a few
decades to evaluate the performance of air conditioning systems
through the sinmlation of flmd flow and heat transfer for the
indoor emviomments. Due to the advances m the compuder
technology and m twhbulence models, use of CFD as a powerful
and econcmcal design tool for mproving the efficency and
performance of s condiiomng systems has been mereased In
areraft industry, CFD mwodels are wsed to mvestigate the effect
of awr venhlation system on the passenger comfort as well as the
dispersion of parbeulates and pases as part of understanding the
possible spread of contanmmants withm an awcraft cabin
{Lebbm, 2006).

There are a mumber of research articles m the hterature that
discuss the use of CFD} approaches fo study the anflow and
contaminants fansport n averaft cabins, Garper et al. (2004)
presented a CFDY model which was developed to smmlate the
arflowr field character=tics m 2 Boemg 747 areraft cabm. The
apphied CFD mode] 15 descnibed by the unsteady, time-accurate,
buoyant venhilabon flow field In an awcraft cabm at cnuse
condinons. The similzthon was conducted uzsing a finvte slement
implementation of an sugmented lamunar Taylor stabilized finrte
turbulent kinetic energy (TEE) model.

Lin et al (200%) parformed 2 mmmerical simmlation of
arflowr and sirvborne pathogen transport m a commercial areraft

1 Copyright © 2010 by ASME



cabm (Boeinz 767). Two different turbulence models were used
m that study; Large Eddy Smmlation (LES) and Reynolds
Areraged Navier Stekes (FANS) models. It was observed wiule
FANS somlation substambially  under-predicted  furbulent
mien=ity, the L ES predicted values were m good agreement wath
the test data. Based on the LES results, the K -£ equations in
'Eﬂ.e]ANSnndElnmmdLﬁ.edandthmusedm;mﬂahng&e
disease transmission using less than 17100 of compuims
resources required for the equivalent LES spmulation of paracle
transport m the same cabin.

Lin e al. (2006) performed another study m which the CFD
predicted velooity data for turbulent airflow m a genenic cabin
model were compared wath comesponding Parficle Tmage
Velocimetry (PIV) experimental data. The mam foeus of that
study was usmg LES simmlation to conmpare the temporal
vanatons m the expenmental data. The zood agreement
between the sinmlation results and measwed data validated the
LES predictions. Also it was observed that energy-spectum
finction caleulated from the LES velocity prediction had
excellent conelation with the Eolmogrov spechum law m the
universal aqmbthrmom ranpe.

The present study 15 desizned to simnlate the turbulent
anflow and tracer gzas difficion m the same zenenc cabm as
uzed m Lin et al. (2008) research. A conmercial CFD softeware
15 used for sinmlations presented heremn In the first part of ths
study which deals with anflow characteristics m the cabim, two
widely used twbulence models are employed: LES and BANS,
The LES method provades the temporal velocity vanations and
the RANS procedure grves fime-independent velocity data. The
predichions from both the LES and RANS models are compared
with the FIV measwred data for five momtonng areas along the
cabin center plane parallel to the bulk anflow direction (Lebbin,
2006). Through these compansons the capability of the two
aforementoned twbulence models m predicing the auflow
velocities 15 discussed and compared to each other

In the second part of this study, the effect of reducing the
mlet nozzle height to ons-half of 1= crginal se on hobulence
level and anflow velocifies 15 studied wihile memtamine the
same Feynolds number for mlet anflow In this part the
predichons are vahdated by comparng them wath the
comesponding experimental PTV measwrements. In the thurd part
of thus study, the tacer gas ((C02) myechon 15 smmalated usmg
the LES model for sohang the goverming mass, momentum and
transpert species equations. The simulaton resalts ave validated
through the conpanson of fme-averazed predicted
concentrations of the tracer gas m specified locatons i the
cabm with the corespondimg expenmental measurements.

GOVERHNING  EQUATIONS  AND
SOLUTION METHOD

HUMERICAL

In thes study the following assumptons are emploved for
numencal simlaten of twbulent apflow and fracer zas

mjectton m the cabm Theses assumpoions conform to the
expermmentzl conditions. The asswmptions are:

1. The anflow feld 15 3-dimensional

2. In the LES medel the flow i= considered umsteady
while in the RANS model, the flow 15 assumed to be at
steady state conditions.

3. Inbeth cases of pure anflow and ao-CO: maxture, the
flwd 15 assumed to be incompresable.

4. The heat transfer m the cabim 15 neglected. The miet
anflow 15 at the temperature of 27°C. In sinmlating the
carbon dieade diffusion the temperature of myected
0, 15 also considered to be at 27°C.

5. In sipmlating the tracer zas mjecton the effects of
buovancy are taken mito account.

6. Mo chemueczl machion tzkes place In fracer gas
i

The governing equations of tuwbulent airflow in the cabin

are histed 2= follows:

Contrmuty:
du
— =10 1
= )]

Momentum (Navier-Stokes equations):

ot o, D o, pax

In solving the above equabions wsng LES, st the larpe
scale motons of the fow are solved by filtering out the small
and wmrversal eddies. In other wowds, m this approach the
velocity field 15 separated mio resclved and sub-grid domsins.
The msohred domam of the velocity field represents the large
eddies which are dependent on the peometry while the sub-grid
domam represents the msmall scale eddies which are Dot
dependent on the geometv of flow and have a umiversal
behavior such that thewr effect on the resolved domam 15
ncluded through the sub-gnd scale (SGS5) model Se, in ths
method the mstanfanecus wvelocity 15 considered as the
simmetion of resobvable scale velocity (ur} and sub-gnd scale

1.'&10::11‘_'.-{1{:)

a'u' R
[# +e @
a 1)

u, =1 +u, 3

It should be mentioned that m the most commercial CFD
packazes, the pnd e 15 used to filter out sub-grd scale eddies.
Substitutimz the decomposiion forms of I, (as mdicated by
Equation-3) and p (P=§+Pr} in the mstantanecus
govermng contmoty and Mavier-Stokes equations, and then
filtering the resulting equatioms, grves the followmg filtered
equations of confimuty and mohon:
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where ff, m Equation (3) 1= the zub-gnd secale turbulent
viscosity. In this study, the Smagermsly-Lilly 5G5S model
(Smagorincky, 1963 and Lilky, 1966) 15 used to caleulate [, -

E!u,

i,
S |

o

()

L =S5 (CAy

n'hm'e.ﬂ.istb&ﬁlmmdﬂlandcmbe caleulated using the
following equation:

A= (Volmne of the grid element)'® 0
and C, 15 the Smapormsky constant which varies between 0.1
and 0.2. In this study the selected value for Co15 0.14.

Az was mentioned earhier, the heat transfer = neghimble m
the cabm so that the energy or heat equation 1s not needed.
Meadless to sav, the poveming equations are second order with
respect to space and first order with respect to fime, so that mn
solving the governing equations we need to have two boundary
condifions in each direchon and one imtal condition

When the FANS models are used to smmilate the tarbulent
anflow m the cabin the instantameons flow vanables ame
decomposed mio the mwan value (Hoe-aversged) and
fluctating cormponerts:

(&)

where If; and i, denote the mean and fiuchiating components
of the flow velocity, respectvely. Substuting the decomposad
form of flow varables m the mstantanecus poverning equations
(2} and (3) and tzking a tume average of those equahons zves

the following tme-averaged governing equations for the steady
state Incompresaible flow:

= ¥
U =u +u,

o,

g )]
owi, A _. Jm i,
e Al R fater et 1
|t 5+L“+”f3'{axj+ax.}]+‘ﬂg' o

where (I is the turbulent or eddy viscosity and using the
Boussinesg bypothesis, 15 defined as:

g SRR i
! Elur Bu
ax, T
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In this study, in order to caleulate the zbove defined
twbulent viscomty, the K —& model which is a typical two
equation turbulence model = emploved Usmg this model, the
turbulent viscosity is caleulated through the following equation
{Tu et al, 2008):

C#pk

L, = p az

where Cy =0.09 iz an empirical constant, Kand £ denote

the fobulent kmetic enevgy and fwrbulent dissipation
Therefore, I addibon to the fme-averaged govermng
sohed (along with requred boundary condihons) at the same
time o find Kand £ .

To smmlate the carbon diosade diffision m the cabm, the
LES 15 used as the turbulence model. In thus part of study, not
only the gecmety of the cabin 15 changed due to locating the
carbon diocade mmjection tube in the cabin, bt also the equation
furuanspmtnf’peciﬁisadchdmﬂngmmng&quaﬁum:
d(p}’} ke i, . oY

—u Lﬂu,f'} [ (PD+ ch}ax, (13)

In the above equation Fis the carbon diowmde mass
frachon 1 the resolved domoin of eddies i the ar-CO,
mivture, 1 15 the diffusion coefficent of carbon diomde m the
ar-C0, muxhoe. In this stedy, it 15 assumed that the esimated
value for D =1.57x10"m" /5 is constant throushout the
smmilations (Bard el al., 2001). The tobulent Schrmdt momber 15

e

r

coefficiert. In the smmlations we selected Se=0.7. Smece Eq.

(13}, m terms of I, is second order wath respect to space and
first order with respect to tme we need to determune two
bowndary condifions for J in each direction and one mitial
condifion.

Another impeortant point 15 that the v1scosity and density of
the ar-carbon diosade mivhre are not umformby constant 1 the
cabin and thew wvalues in each location m the cabin are
dependent on the concentrafion of constiments at that locaton
There are 3 mumber of methods n the commercial soffware to
calculate the density and viscosity in a nuxtwe. In this study the
“vohmetric-weighted mixing law™ and “mass weighted mpang
law™ ave used to caleulate the muxfure density and viscosity,
respactively, as presented below:

defined asSe, = .where I 15 the twbulent diffusion

Volumetne Weighted Miong law:

1 _ d i 1-¥ a1
L — p-!‘-:}:. Pz
Mass Weighted Miang lawr
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Prosre = Ttlco, + Q- (15)

S0 1t can be seen that in order to simmlate the tracer gas
diffusion in the cabin, Equations (4-6) and (13-15) are solved
sinmiltanecusly wath the determuned bowmdary and 1mtial
condifions.

To sohve the above goverming equatons using L ES method,
the second crder cential differencing as well as the second order
mplicit schemes are used to discrefize spatizl and temporzl
demmatves, mspectively. Also m this method, Werner-Wengle
wall fimction (Werner and Wengle, 1991} is used as the near
wall approach. The reason for wsing Werner-Wengle wall
fimction for the near wall treatment, as explaned elaborately by
Werner and Wengle (1991), 15 its sumplicity as well as its mome
accuracy I comparison with the other wall finchons. Whle
other fimchions are mulh-domain fimchons based on nom-
dlmmonahnedrelcmtyanddbhn:eﬁomﬂnmﬂ Werner-
Wengle wall fimction defines wmique relationships betusen
shear stress and velocity that enhances accuracy and reduces the
computational time. In the EANS method. the second order
wpwind scheme 1= used to diserefize spabal derivatives m the
zovermng equations. Two different wall approaches am
selected: the enhanced wall treatment and non-equbtbmum wall
finction, for the near wall treatment in the BANS method.

RESULTS AND DISCUSSIONS
Part 1- Study of airflow in cabin with full height nozzle

Thiz sechon starts with the Large Eddy Smmlation of
turbulent awflow mm the genenc cabm with the full-heght
nozzle. The geometry of the cabm as well as the location of PTV
measmring windows are shown m Fig. 1:

The genenc cabmn mxodel has the key featmres of one-half of
a tein-asle aireraft cabm The upper left and upper nght
comers represent the overhead bins. The sht nght below the
upper left corner represents the nozzle port through winch the
fresh condihoned awr comes mio the cabin and the sht m the
lower right comer represents the outlet port for exating exhaust

=118

nss
= TP e 3] et BN —

1.

Figure 1: Simplified zemeric cabin model and the location of FIV
monitoring windows on the cabin central plane (umifs im mm).
(Lebbin, 2004)

In the expenment, the adizbatic condition was assumed for
the cabin and the measuremeants were tzken at five meanmement
locations when the anflow mside the cabin was fully developed
(Lebbim, 2006}, as shownin Fig. 2.

Figure 2: The exact locations of five FIV measurement windows on
the central plane (umits in mm). (Lin et al | 2004)

In the expermments, the averaze anflow rate coming o the
cabin was maintained at the constant vaue of 4.2 m*/min. The
Feynolds mummber at the mlet was held constant at 2226, In
LES, the spacmg of the mesh has a very mmportant role m the
quality and the acowacy of amulation predichons not only
because of using that m discretizing the povernmg equations but
also because it 1s used in filtenmg the metantanecus governing
aquations. Another immortant parameter affecting the acowmacy
of simmlztions 5 the size of the fume steps Enowmng the
Fevnolds mumber at the mlet, the Eolmogrov length () and
time (T ) scales are calculated as 0.928 nm and 0.0589 sec.,
respectively. Although the Eolmogyov ].engthandume_u:alﬁ
are used as a basis i the gnd and tme spacmsz, makng a
decision on the gnd and tme spacing requires a compronuse
between the solution aceuracy, the conputztion time and cost as
well a= the exishne restnictions in the compubing resources. The
CFD gnid wsed m this part of study comsists of 2,340,000
bexahedral cells with the gnd spacmg vaned m the range of
717- 341 . Also the time step size of 0.05 sec is used in all
Large Eddy Simmlztions presented m this paper.

Fizure 3 shows the twhulent awflow: patterns in the czbm at
four different time levels predicted usmz LES. This sequence
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also shows the development of the flow field mside the cabin,
such as formahon of boundary layers and large eddies.

Ll Florw Time=3 i e

% 123 Flom Ture=16.6 e

I“:-.u - {l): Flow Tane=38 | sec

it

Figure 3 The murbulent aioflow patterns (The contowr
representations of airflow velocity magnitudes) predicted by LES
at different flow tmes: (a) flow fme=3.6 5, (b) flow tme=D0.5 s, ()
flow time=16.5T9 s and (d) flow time=38.1 s (umits in m's).

In crder to validate the simmilation, the LES predichions are
compared with the PIV measurement data as well as the CFD
predictions by Lm et al. (2006) at each of the five PIV
measurmg areas. The PIV measurements were taken when the
arflow nmide the cabm reached quasi-steady conditons. The
fime mberval beteeen each two succesdmgz FIV sampling data
was 02 sec (Lebbim 2006). A comparison between the
comrespondmg LES parameters used 1n thas study and those used
in Lin et al. (2006) 15 listed m Table 1.

We first conmider the value of velocity at the center pomt of
each PTV mezsunng windows as the measured value of veloaty
in that window, as assumed by Lin et al. (2006). The predicted
temporal histories of velocity components at these points are
compared with the PIV data obtamed with a sampline frequency
of 5 Hz, as well as the CFD predichons by Lin et al (2006) that
had 2 sampling frequency of 20 Hz. Fimures 4-5 show some of
those compansons for the locations 1 and 4. Since the values of
z-component of anflow velocities m the central cuthng plane
(z=) 1z so small, just the comparisons for x and ¥ components
of arflow velocines are presented here.

Table 1: Comparison between the importamt parameters in the
simmla ions
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{a): z-component of velocity data
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Figure 4: Comparison of the predicted valmes (fthis stmdy), FIV
measmrement: (Lebbin, 2MW) amd Lim et al (2006) predictiom:
(uzing FDS and a commercial software) for the airflow velodty
data corresponding to the location 1 of the cabin with full heizht
noxzle.
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Figure 5: Comparison of the predicted valwes (this stwdy), FIV
measurement: (Lebbim, Mk} amd Lim et al (2006) predictiom:
(nzing FDS and a commercial software) for the airflow velodty
data corresponding to the location 4 of the cabin with full heizht
noxzle.

As can be seen from Figs. 4-6, there 15 a good agresment
among the simmlaton results of ths study, FIV measurements,

and Lm et al (2006) CFD predichons. Especially, the
companizons mdcate that the smmlations predict the ranges of
vanaton: of metantmeows velorities fandy close to the
vanzton ranges of the measuwrements.

In the above companson, the predicted velocity values
were selected at the cenfer of each FIV meamumins window:
However mn the expenments, the PIV velocity data were
averaped over the area of each measmmng window: In order to
study the effect of chanzing the prediction velooty from the
center pomnt value to the area averape valie of the PIV
meanrng windows, the somilaton results were reprocessed
based on the area weighted average values of veloates over the
meanrng windows areas. [igwme & shows the compansons
betwesn the predichons from two differently processed velocity
values and the comesponding expenmental data for location 2
of the PTV window.

In Fig. 6, 1t 15 observed that although the mean temporal
behaviors of the predictions are almost the same between the
twn different sioulaton datz sets, the area-averaged data set
shows 3 smoother curve, which pwans the area-averaged
velocity expenences less fluctuzhons than the local velocaty at
the center point of the windew.

BAEf ———————mm e -

(05" NPRUTENY MY Y |

T 1]

Figure 6: Study the effect of choosing menitoring surface on the
predicted velocifies, corresponding to location 2 of the cabin with
full height nozzle, through comparizon with PTV measurements.

Figwe: 7 and 8 present the compansons between the
prediction: from the steady-state EANS simmlzhons wimg three
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vanations of the k-£ twbulence models for the xcomponent of
velocity m locatons 3 and 5 of the PIV windows and the
comesponding tme-dependent PTV data. Although the acouracy
of RANS predichions 15 comsidersbly less tham LES, the
computzhon time and cost associated with LES simmlations are
much more than EATS.

Ameong the three sxamned FANS models, the standard
k—& (Lamder and Spalding, 1972), the re-noemalization
group (BMNG) k—£& (Yakhot and Orszapg, 1986} and the
realizable k — £ (Shin ef al., 1995), the RMNG predicted value is
closer to the mean vale of the expermmental data. The
standard k — £ predicted vahie 15 less than the measred mean
vahe; however, the BMNG and realizable © — £ predicted values
are greater than measwed mean values. Based on the
simmlations perfomed i this study, the ENG is the most
acourate model

010

Fizure 7: Comparisom between the RANS prediction: of time
independent T-component velocity data in location 3 of measuring
windows: and corresponding time dependent FIV data.

01s

R A L ey

Figure §: Comparison between the RANS prediction: of time
independent T-component velocity data in location § of measuring
window: and corTesponding time dependent PTV data.

Part 2- Study of the airfflow in cabin with half height nozzle:

This sechon presents the study of flow charactenistics when
the cabin nozzle height 15 reduced to one half of it previows
size. As the flow rate of the meomming aw to the cabin shll
remains the same, by halving the nozzle beight. the mapmitde
of the anflow velocity at the inlet is doubled. 5o it 1s expected

that the magmtude of each arflow velooity component i the
cabin expenience an mcrease Figures 9-12 conmpare the PIV
meanrements (Lebbin, 2008) with the LES predictions from
thas study for the anflow velooity components mn locaton 1,2, 3
and 5 of the FIV mwasming windows. The sampling frequency
in PTV meanurements 15 7.5 He. A structured grid consisting of

range of 4 §]-431] was used in the LES siomlations for this part
of study. Smmlar to the simmlations done for the cabin with full
beight porzle, the tme-step size of 005 =sc was used m
simmlating the anrflow m the cabm with half-height nozzle as
well A=z can be seen from the companson, except for the
location 3 of the measring windows, LES predicts the range of
flow velocity vanahons fanly well In locaten 3, duse to the
complexyty of flow m thi= region, the agresment between the
LES predictions and PTV measwements 1 not as geod for all
flow tmes. For exarople, 1m Fig. 11, for the tomes between 12
sec to ~30 szec and greater tham ~35 sec there 15 mot an
acceptable agreement between LES and PTV. It seems m order
to get better predichions for such regmions In which the anflow
patterns are mere complicated local znd refinements are
neaded.

0.2 4
& PIV{T.E Hzl- Lebbin (2008
0.2
Time [}
{a): T-component of velocity data
0.3

# LEE [20 Hz]

= PV [T.& Hz) Lebibin
00g

Time [z}
{b): F-component of velodty data
Figwre 9: Comparison of the LES prediction and FPIV

measurement: (Lebbin, 2004) for velocity data corresponding to
the location 1 of the cabin with half height nozzle.

Compansons of velocity data between the full and half
beizht nozzle cases mdicate that by halving the nozzle heapht,
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the mean value of the predicted az well as measwed flow
velocity data comesponding to locations | and 2 of the PIV
meznring windows are approdmately doubled. However for
the locatons 4 and 5, the expected merease m the velocity 1=
slight and not 2= rmch 25 that expenenced in the locztons 1 and
2. In addiion, conmpanson of the PTV measwrements for the
velocity data commesponding to the loczhon 3 (Fig 13} moplies
that by habing the nozzle hevght and consequently doublng the
mlet airflow velocity, the flow m the location 3, which used to
be almost stabionary m the full height nozzle case, takes the
tendency of moving to the upper left comer of the cabin

e

+ LES (20 He)

[

FIV (7.5 Hl- Lebbin
(2005)

£

b

Tores i Rt 5. Wl 2y )
& .

o

Tims {c}

(2): Tcomponent of velocity data

=
!

= LES [0 Hzj

& PV (7.8 Hel-Labbis (2008

bk b
]

wa

Tima =]

(b): ¥-component of velocity data

Figure 10: Comparizon of the LES predicion amd FIV
measurements (Lebbin, 204 for velodty data corresponding to
the lecation 2 of the cabin with half height nozzle.
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Instantaneous wVelookty
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Time )
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s

® LIES (20 M)

h

Erin Sy Aol v - loaty (m'e
-

& Pl [T4 Haf Leittin [2009)

5

Time {s)
{b): F-component of velodty data
Figwre 11: Comparison of the LES prediction and PIV
measurement: (Lebbin, 2004) for velocity data corresponding to
the location 3 of the cabin with half height nozzle.
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Figwre 1I: Comparison of the LES prediction and FPIV
measurement: (Lebbin, 2006) for velocity data corresponding to
the location 5 of the cabin with half height nozzle.
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w-PIN (5 Hz- Lebbin (2008}
uv-PIV (7.5 Hzl- Lebbin {2008)
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Time (5}
(b): y-component of velocity data
Fizure 13: Stody the effect of decreaszing the cabin nozzle height
through a comparison between the PIV measured velocity data
(Lebbin, 2004) corresponding to the lecation 3 of the PIV
measuring windows for two cases of full (FTV-5 Hz) and half nozzle
height (PTV-7.5 Hz).

Part 3-Study of the tracer gas diffusion in the cabin with
half height nozzle

This section 15 devoted to the study and imderstandins of
the patterns of pollotant: diffosion m a mockup areraft cabin
and 1t mmpact on the cabin mdoor emvromment In the
expenments performed by Lebbm (2006}, a 12.7 mom schedule-
4 porous polythene tube was mstalled honzontally m=ide the
cabim perpendicular to the x-y plane. One end of the tube was
connected to a OO, tank through the back wall (commespondms
to z=1.06Tm) of the cabin while the other end was caped and
postizoned 134 mm from the opposite wall The tube passed
through the central pomt of the location 2 of the FIV measummz
windows as identified mn Figwe 2. A pressunzed CO: tank
(p~-300 p= contammg CO, wath the punty of more than %9.6%)
was used to supply the carbon diowide requured for the
expenments. By passmg through an expansion valve, the
pressure of carbon diomde was regulated down from ~-800 psa
to an atmospheric pressure. Since the density of OO0, at the
atmosphenc pressure 15 higher than the air density at the same
presoure and temperatire, m order to mointam the peutral
buoyancy condihon, before flowing mnto the imection tube, C02
was blended with Mitrogen such that the density of the diluted
C0, m the imjecton tube reached approsamately the density of
aw. Carbon diomde was injected throush small holes uwnifoamaly
dismbuted over the cueumferennial swface of the mjechon
tube.

Fizme 14 shows a rough graphical representation of the
genenc cabm model with the installed mjection tube. In
specifying the boundary condihons requived for the mumenecal
solution of the transport species equation, the concenfration of
the carbon diccode in the meoming aw, whech 15 in the ranze of
~300 ppm to ~400 ppm. shkould be taken mio copsideration. In
the experments, the 0, was mjected after quaz steady
condihons were acheved for the fwbulent anflow m the cabim.
Alzo the mezsurement of the carbon diomide concentration was
performed when the flow of an-C02 muxhwe reached quasi
steady state condifions.

- val1
F, 8 T =
LAY
o vk s
o o o |
vl wall ) Vil AW

it v}

Iigwe]i:wg:pﬁtﬂrqrmi;ndﬁemnﬁgmaﬁmd
the gemeric cabin model and installsd injection tube (The
numbersd volmme: indicated in the above sketch where msed im
erid generation for the geometry of the zemeric cabin model and
the injection tube.

After the twbulent flow of the aw-C0, muxhure reached
quasi-steady state conditions, the measwement of the tme-
dependent values of carbon diomde concentrahon at specified
samphing points, as shown 1 Fig 15, was started and contmued
for about 10 pumtes. The measured data, denoted by Clf), were
pon-dimensionalized wsing the concentration of CO, at the mlet
of the cabm and the aversge vale of the U0, concenfrations at
the outlet between two tmes: at the beginmng of the
meanurement and at the end of the pwasmement through the
following equation-

¥y =

Cit)-C,
—E (16)

c
where;

¥(1) : dimensionless concentration of carbon dicxde

C(t) : temporzl data of C0), concentration at different
sampling points

iy - the CO: conceniration at the mlst measured one
time and assumed to be constant duwring the experment

EM.N sthe averzge of the two measwred vahies for the O0-

concentrzfion at the outlet (the measwed valies are
coresponded to the beginmimg and the end of meanwemsnt
duration).

The gnd generzhon for this grometry was performed by
divading the whols veolume of the cabm model mio 10 sub-
vohmmes, as shown i Fig 14, and producing grid for the each
of theses 10 sub-volumes separately. The zenerated gnd 1s
unstruchmed and confains 1,728,000 mesh elements of
tetrahedral, hexahedral and wedge shapes. A schemahe of fhas
gnd 15 shown m Fig. 16
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Fizure 15: Foints 1-14 are the ;ampling points above and below the
injection tube. The concentration values of CO0, are predicted nsing
LES at these points and compared with the comresponding
experimental data for CFD validation purposes.

Figure 16: A 3-D schematic of the wnstroctored grid (for the
generic cabin with the injection fobe) wsed in CFD simulation of
the carbon dioride diffosion in the generic cabin model.

Fizmmes 17 and 18 show compansons between the ILES
predicted values for the time dependent concentratbon data and
the comresponding time-averzged expermmental measmement for
the samphng points above and below the mjecton tube,
respectively.

yit): Dimensionless
Comncentration

= Msacursmeantc
02 t-———--————— {Lebiin, 2008}
o T T ) . ¥
B = . a0 80 100
Times (o)
{a) Sampling peint 1
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Time =]
(d): Sampling point 7

Figure 17: Comparison between the fime dependent predictioms
and tome-averaged mexsurement for the dimemsiomles: CO0,
concentration data at some sampling points above the imjection
tube (arbitrary selected).
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Fizure 18: Comparison between the tfime dependent predictiom:
and dme-averaged measurement for the dimensionless CO;
conCeniration data at ome zampline point: above the injection
tube (arbitrary selected)

In Fiz= 19 and 20, the time-averaped predicted and measmred
vahes of the €O, concentation are compared to each other For
the sampling points above the tube, if 15 cbserved that there 15
an excellent agreement between predichions and mezswements
at sampling pomnts 3, 5 and 6 above the mjecton tube.
However, the apresment for the sampline point 4 15 not 25 zood.
There 15 an emor between 11-30% In predicting the
concentrahon data for the sampling points 1, 2 and 7 (Fig. 1%
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— M}

-

» _ [ Predictions
§ =

=

E i

E=

-1

ik

=

r (=]

-

<

oE

oz aa d 1 na or [ E L 1
- Axie Loaafion (m)

Figure 19 Comparizon between the times averaged predictioms
and measurement of dimensionless CO, concentration data for the
sampling points located along the x-amis above the injection tube.
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o o r r y
0.z 0.4 0.6 0. 1
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Figure ! Comparison between the times averaged predictioms
and measurement of dimensionless CO, concentration data for the
sampling points located along the x-axis above the injection tube

Fizwe 20 presents z gaphical comparison between the
time-aversped predictions and measwements for OO
concentrzion comesponding to the saopling pomt located
along the x- as below the mjechon tube As can be seen the
best agreements have been aclueved for point 12 {(nght below
the fube) and pomt 14. The worst results correspord to pomnts 8,
% and 10. The emvor n computations for this case varies from
~4% (point 12} to ~40% (pomt 9).

Uncertainty (mesh emor) study

In order to studv the effect of gnd size on the siomlation
results, the mmmber of mesh cells was nereased from 1,728,000
to 2,630,000, The CO; mass fraction at different sampling
pomts computed usmg two different gnd sizes were compared
Fizme 21 shows this companson for the sampling points above
the mjection tube, points 1-7 as shown in Fig 15
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Figure 11: Uncertaimty (mesh error) study for simmlating tracer
gas injection throwgh monitoring the €O, comenfration at
different sampling points above the injection fube.

A companson of the root-mean-squared (ERS) values of
computed data from tero different z1id sazes 15 shown mm Table
2. As it 1= seen by increasing the mumber of mesh cells, the
computed C0, concentration data vanes betwesn 1% to 16%.

Table 1: Comparison of EAS wvalwe: for computed CO.,
concentrations nsing two different grid sives

Sampling | 1,630,000 1,728,000 Relative
point mesh cells | Mesh cells difference
MNumber (%)
{Figz.15)
1 0.0114 0.0116 238
2 0.0151 0.0155 287
3 0.0117 0.0114 285
4 00111 0.0116 416
5 0.0097 0.00E8 10.22
& 0.0055 0.0082 16.06
7 0.0079 0.0094 159

Table 3 shows compansons between the mean values of
computed data from tero different srid izes. As it is seen by
increasing the mumber of mesh cells, the comprated CO,

concentration data vanes between 2% to 1 7%
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Table 3: Comparison of mean valoes for computed CO,
concentrations wiing two different grid sizes

Sampling | 1630,000 | 1,718,000 Eelative
point mesh cells | Alesh cell: difference
Number L
iFiz.15)
1 0.0113 0.0116 208
2 0.0155 0.0151 289
3 0.0115 00112 2E5
4 0.0109 00114 486
5 0.0083 00052 978
& 0.0095 0.0082 17.1
T 0.0078 0.0093 16.13

As seen from the prediction data presented m Tables 2 and
3, the relasime difference between the predicted CO0,
concentrahon data uwsng two gnd mizes 1= meater for the
sampling pomts located m the upper nght of the myechon tube.
In crder to explam the rezson for this behawior, recall the study
of the anflow m the cabin presented earhier m thas paper. It was
observed that the anflow in the location 3 of the PTV windows
(see Fiz. 1) demonstrates more complesaty than other locations.
Smee the sampling pomts located m the upper nght of the
mjecuuntuhearever}dmmﬂutremun.changngﬂﬂgﬂ
sizé has a considerable effect on computational acouracy.
Therefore, one expects higher computatonal wneertaimties for

the samplne pomt: located m regions with meore complex
anflow structure.

COMNCLUSIONS
In thes study, the capability of a CFD commercial software
m simmilatng turbulent anflow as well 25 tracer gas diffision
a generic half cabin was evaluated I'umd]ﬁu'mrn'pﬁnf
turbulence models were used to find the twbulent viscosity in
the zovermng equations: wunsteady Large Eddy Smmlation
(LES) and steady-state Reynolds Averaged MNavier Stokes
(FANS) methods. While LES predicts the temporal vanahons
of arflow velocity, the steady-state BANS method predicts a
steady-state value for the veloaty. Through the comparisons, it
was concluded that the IES at least 15 able to predict the range
of velocity vanatons fanly well Exanuning the three different
k—& (standard FMNG and Realizable) mndicated that, as
expected, the emors assocated with the EANS method ame
much more than that of LES. It was also recogmized that among
the above mentioned K —&model the standand

k — £ underestimated the velocity value, and the RNG and
realizable models overeshmated the velocity data. The most
acourate ichons among the three EANS models wem
achieved using the NG model.
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In order to momtor the velocity data m PIV measuring
wmndows, two different approaches were employved. The first
approach used velocitv data at the cenfer pomts of the PIV
wmdows and the second method used the area-averaged
velocity values of the PIV windows. The compansons mdicated
that the area-averaged velocity value decrezsed the flnctuations
i the velocity but the peneral behavior of predicted velocinies
did not change Conpansons with the expenmental data
showed that the center point values had a better agreement with
expenmentzl measurements.

In the second part of this study, the effect of hahang the
cabin inlet nozrle height with the same anflow rate was stedied.
It was cbserved that zlthough IES methed gave a gzoed
astimoriion of the velocity data m the locanons 1, 2, 4 and 5 of
measurmg windows, the agreement between the smmlatons and
meamrements was not as good m the other locations. A local
refinement m gnd size 15 recommended to get more accurate
results m this regon 1n the fithare study. Companng to the cabin
with the full-beight nmozzle 1t was seen that by halving the
nozzle height and consequently doubling the inlet velocity, the
mag:timdeefﬂnwreloaiﬁﬂinlmaﬁnnsland4inmuad
dramatically (kv 100%). However, in locations 2 and 5, the
increase m the velooty valwe was shght and almost neghgible.
It was also realized that the awflow located m locaton 3 that
used to be almost stationary in the full-heizht nozzle case had
the tendency of moving to the upper left comer of the cabin
maodel.

In the last part of this study, the capability of conmmercial
CFD software m smmlating the tracer gas diffusion m the
genenc cabm model was examined In the comesponding
simulations, LES was uwsed to solve the Mawer Stokes
equations. Using LES, the temporal vanabons m tacer gas
concentrztion m the specified sampbng pomts were predicted.
Following the same proceduwre as used m expenments the
predicted vahies were non-dimensionalized and compared with
experimental data. Althoush excellent azeement was observed
in some samphing pomts, the predictions had an average error of
13%.
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