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## ABSTRACT

Integer programs (IPs) are a commonly researched class of decision problems. These problems are used in various applications to help companies, governments, or individuals make better decisions by determining optimal resource allocations. While IPs are practical tools, they require an exponential amount of effort to solve, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$. This fact has led to much research focused on reducing the time required to solve IPs.

Cutting planes are a commonly used tool for reducing IP solving time. Lifting, a process of changing the coefficients in an inequality, is often employed to strengthen cutting planes. When lifting, the goal is often to create a facet defining inequality, which is theoretically the strongest cutting plane.

This thesis introduces two new lifting procedures for the Node Packing problem. The Node Packing problem seeks to select the maximum number of nodes in a graph such that no two nodes are adjacent. The first lifting method, the Simultaneous Lifting Expansion, takes two inequalities and combines them to make a stronger cut. It works for any two general classes of inequalities, as long as the requisite graph structures are met.

The second method, the Cliques On Odd-holes Lifting (COOL) procedure, lifts from an odd-hole inequality to a facet defining inequality. COOL makes use of the Odd Gap Lifting procedure, an efficient method for finding lifting coefficients on odd holes. A computational study shows COOL to be effective in creating cuts in graphs with low edge densities.
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## Chapter 1

## Introduction

In the field of mathematical optimization, Integer Programs (IPs) are a powerful tool. IPs are optimization problems where some or all of the decision variables must take on integer values. Restricting variables to integer values is often necessary in modeling decision problems, making IPs widely applicable for a vast array of industries. For example, truck routing $[33,46,47,1]$, sports scheduling [16, 48], and capital budgeting [19, 31] problems are all industry applications that have been modeled and improved using IPs.

Though they are useful in modeling various applications, IPs are difficult to solve. The most common method for solving IPs is called Branch and Bound. The first step in this method is to solve the IP's linear relaxation, which is identical to the IP except that no variable is required to be integer. This linear relaxation is said to be the root node of the branching tree. If the solution contains any non-integer variables, branching
occurs.

When branching from a node in the tree, two new problems are created. Each of these problems, called child problems or child nodes, include every constraint from the parent node. In addition, each child node contains a new constraint on one of the noninteger variables. For example, say that $x_{1}=2.4$ in the linear relaxation solution. Of the two child problems created, one of them includes the constraint $x \leq 2$. In the other, the constraint $x \geq 3$ is added. This procedure continues until all nodes are fathomed.

No branching will occur from a node that has been fathomed. Fathoming occurs under three conditions: When the problem is infeasible, when the linear relaxation solves to an integer value, or when the objective value for the node is worse than the best known integer solution.

Clearly, this method can be quite inefficient, since exponentially many branches may be created before a solution is found. Unfortunately, IPs are known to be $\mathcal{N} \mathcal{P}$-Hard [32]. This means that there is no algorithm that can efficiently solve a general problem, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$. For this reason, there has been much research focused on developing methods to decrease IP's solving time.

One research area that can improve IP's solving time is cutting planes. Cutting planes are inequalities that eliminate a portion of an IP's linear relaxation space. They are said to be valid if and only if they are not violated by any integer solution that is feasible in original problem. These inequalities are often created by examining the current set of constraints, and using that information to create stronger constraints. The
theoretically strongest possible cutting planes are called facet-defining inequalities. The study of IPs and their facets is called Polyhedral Theory.

One method for creating strong cutting planes is through a process called lifting. The main idea behind lifting is to take a known valid inequality and alter one or more of its coefficients. By doing this intelligently, it is possible to create a valid cut that is stronger than the original inequality. Lifting is a topic often covered in literature $[3,6,7,24,43]$, and lifting techniques have been shown to be useful for a wide range of applications, from general IPs to Graph Theory problems.

A graph is an abstract representation of a system. A graph consists of a set vertices and a set of edges. Vertices (also called nodes) typically represent entities in a system, while edges (or arcs) represent some relationship between the entities. For example, the vertices in a graph may represent cities on a map, while the edges represent a road between two cities. Two nodes are said to be adjacent if there is an edge connecting them.

The field of Graph Theory studies graphs, including various graph optimization problems. Popular Graph Theory problems include shortest route [5, 42], min-cost flow [18, 20], and graph coloring problems [11, 12]. Graph Theory problems have found applications in transportation [21, 23, 52], scheduling [15, 30], forecasting [45, 50], and even law enforcement [4]. Due to the discrete nature of the elements in a graph, Graph Theory problems are often modeled and optimized using IPs.

This thesis focuses on one Graph Theory problem, the Node Packing problem (al-
ternatively known as the Independent Set problem). The objective of this problem is to find the largest possible set of nodes, such that no two adjacent nodes are in the set. This problem is known to be $\mathcal{N} \mathcal{P}$-Complete [32].

The Node Packing problem has been deployed in a diverse range of real-world situations, displaying its usefulness in practical applications. One such application is shown in a paper by Zwaneveld, et. al. [53]. This paper discusses a method for routing trains at a railway station. As one could imagine, there are many variables at play here (trains, entering and departing routes, etc.). Solving this routing problem is very important for the operators. An incorrect routing is not just bad for business, but a hazard to the well-being of train passengers. As the paper shows, the Node Packing problem is ideally suited to handle this logistical problem.

In other applications, the Node Packing problem has been deployed in genome mapping [27], machine scheduling [51], and sensor coverage [36]. Additionally, the concept of conflict graphs can be extended to other IPs [2], and much of the Polyhedral Theory developed on the Node Packing problem can be extended to these IPs as well.

### 1.1 Motivation

A common method for solving the Node Packing problem is to formulate it as an IP. The main motivation of this thesis is developing methods to find valid inequalities for these Node Packing IPs. There has been a significant amount of recent work in the area of simultaneous lifting and Polyhedral Theory at Kansas State University [10, 17, 28, 34].

Much of this work has been focused on knapsack problems, a special class of IP problems.

In 2009, Conley [14] extended this research to the Node Packing problem. The result was the uncovering of two previously undiscovered classes of graph structures, both of which generate valid inequalities for the Node Packing polytope. Both of these structures are combinations of previously known graph structures. This work left a new research question: can new inequalities be created from the combination of any general graph structures? One motivation for this thesis was to determine conditions under which this is possible, as well as a method for creating them.

While working on this question, a new method for lifting to an odd-hole inequality was discovered. While lifted odd-hole inequalities are not always helpful when solving general Node Packing problems, they have been shown to be useful under certain conditions [39]. The second aim of this research was to code and implement a this lifting technique to determine when it is most effective.

### 1.2 Contributions

This thesis outlines two new methods for creating valid inequalities for the Node Packing problem. The first method introduces the concept of a Simultaneous Lifting Expansion. In certain circumstances, this method allows for the combining of two separate valid inequalities into one, higher dimensional cut. The power in this method lies in the fact that it allows for any two inequalities to be combined. This method is shown to generalize Conley's work, and creates previously undiscovered classes of facet defining
inequalities for the Node Packing polyhedron.

The second contribution is a method for lifting from a common graph structure, the odd hole, to a facet defining inequality. Lifted odd-hole inequalities have been studied previously [38, 39], but this research introduces a new method for finding lifting coefficients, the Odd Gap Lifting (OGL) procedure. The exciting aspect of this procedure is that it can find exact lifting coefficients without having to solve a decision problem. The OGL procedure is a main component of the Cliques On Odd-holes Lifting (COOL) procedure. COOL intelligently orders nodes for lifting to the odd hole, resulting in a facet defining cut. A computational study was completed to test the COOL procedure against a typical odd-hole lifting strategy. This study found COOL to be most effective in graphs with a low edge density. COOL also performs well when the initial hole is small.

### 1.3 Outline

Chapter 2 provides definitions and background information necessary to understand the work done in this thesis. It provides the reader with a more rigorous understanding of the subjects mentioned in this chapter. Topics in Integer Programming, Polyhedral Theory, and Graph Theory are discussed.

Chapter 3 describes the lifting techniques derived for this thesis. The main results are Simultaneous Lifting Expansions, the Odd Gap Lifting procedure, and the Cliques On Odd-holes Lifting procedure. Relevant theorems are provided and proven for each
concept.

Chapter 4 describes a computational study testing the COOL procedure against a common odd-hole lifting scheme. The study's objectives and methodologies are outlined. Results are provided, along with an analysis of the findings.

Finally, Chapter 5 provides a conclusion of the thesis work. Important findings and concepts are discussed. Possible areas of future research are explored, along with suggestions for pursuing them.

## Chapter 2

## Background Information

This chapter outlines the background information needed to understand the work done for this thesis, including relevant concepts and definitions. The thesis draws from work done in Integer Programming, Polyhedral Theory, and Graph Theory. A particular focus is placed on lifting.

### 2.1 Integer Programming

Integer Programs (IPs) are optimization problems where decision variables are restricted to integer values. These problems are solved to either maximize or minimize some linear objective function, where the values of the variables are restricted by a number of constraints. Let $N=\{1,2, \ldots, n\}$ contain the indices of the IP's variables. In general, IPs take the following form:

$$
\begin{array}{ll}
\text { Maximize } & c^{T} x \\
\text { subject to } & A x \leq b \\
& x \in \mathbf{Z}_{+}^{n} .
\end{array}
$$

where $c \in \mathbf{R}^{n}, A \in \mathbf{R}^{m \times n}$ and $b \in \mathbf{R}^{m}$.

The most commonly used technique for solving IPs is called Branch and Bound. The first step in this method is to solve the linear relaxation of the IP. The linear relaxation problem is identical to the original IP, except the integer restrictions are taken away. If the linear relaxation solution contains one or more variable $x_{i}$ at a non-integer value, one particular $x_{i}$ is chosen. The linear relaxation then branches into two new child problems, both are identical to the linear relaxation with one added constraint. In particular, if $x_{i}=q$, one child problem adds the constraint $x_{i} \geq\lceil q\rceil$, and the other adds $x_{i} \leq\lfloor q\rfloor$. One child is chosen to be solved, and process continues. If a node is infeasible, solved to all integer values, or solved to an objective value worse than the best known integer solution, it is fathomed and no branching occurs. The process continues until all nodes are fathomed.

Unfortunately, Branch and Bound is computationally intensive. It requires solving a linear program for each new branch, and the number of branches can grow exponentially. For this reason, many techniques have been studied to try to improve solving time. One such method is to use cutting planes, which are studied in Polyhedral Theory.

### 2.2 Polyhedral Theory

Polyhedral Theory is a fundamental area of research in mathematical programming. This discipline studies the feasible space in integer and linear programs. This section addresses important definitions and results from Polyhedral Theory that are essential to this thesis.

A set $S$ is said to be convex if and only if $\left(\lambda s_{1}+(1-\lambda) s_{2}\right) \in S$ for all $s_{1}, s_{2} \in S$ and $\lambda \in[0,1]$. The convex hull of some set $R$, denoted as $R^{c h}=\operatorname{conv}(R)$, is the intersection of all convex sets $S$ such that $R \subseteq S$.

The solution space of a linear inequality $\sum_{i=1}^{n} \alpha_{i} x_{i} \leq \beta$ is a half-space. Formally, the half space is the set $\left\{x \in \mathbf{R}^{n}: \sum_{i=1}^{n} \alpha_{i} x_{i} \leq \beta\right\}$. Clearly, this set is convex. A polyhedron is a finite intersection of half-spaces. A polytope is a bounded polyhedron.

Define $P=\left\{x \in \mathbf{Z}^{n}: A x \leq b\right\}$ to be the set of all feasible points in an integer program. A well known result is that $P^{c h}$ is a polyhedron. The feasible region of an IP's linear relaxation is denoted as $P^{L R}=\left\{x \in \mathbf{R}^{n}: A x \leq b\right\}$. It is trivial to see that $P^{c h} \subseteq P^{L R}$.

Branch and Bound involves solving the linear relaxation of a problem, and any solution that is in $P^{L R}$ but not in $P$ is infeasible for the integer program. Therefore, a solution found in $P^{L R} \backslash P^{c h}$ may result in another set of branches. Clearly, removing some of this extra linear relaxation space would lessen the likelihood of a problem solving to a point that is not in $P$. This is the primary reasoning behind cutting planes.

A cutting plane is an inequality that is added to the set of constraints in the integer program. A cutting plane $\sum_{i=1}^{n} \alpha_{i} x_{i} \leq \beta$ is said to be valid if and only if $\sum_{i=1}^{n} \alpha_{i} x_{i} \leq \beta$ for all $x \in P$. In other words, there are no points in $P$ that do not satisfy the inequality. Clearly, not all valid inequalities will be useful. The usefulness of a cut is often related to the dimension of the face that it induces on $P^{L R}$.

The face $F$ induced by a cutting plane is the intersection of the inequality at equality with $P^{c h}$, or $F=\left\{x \in P^{c h}: \alpha^{T} x=\beta\right\}$. The dimension of this space is equal to the maximum number of linearly independent vectors found on the face. These vectors can be constructed by finding affinely independent points on the face.

A set of points $x_{1}, x_{2}, \ldots, x_{d} \in \mathbf{R}_{+}^{n}$ are affinely independent if and only if $\sum_{j=1}^{d} \lambda_{j} x_{j}=0$ and $\sum_{j=1}^{d} \lambda_{j}=0$ is solved uniquely by $\lambda_{j}=0$ for $j=1,2, \ldots, d$. To find linearly independent vectors from a set of affinely independent points, select one $x_{i}$ then calculate the vector between $x_{i}$ and $x_{j}$ for all $j=1,2, \ldots, d$ where $j \neq i$. This process defines $d-1$ linearly independent vectors in the space. Thus, the dimension of any face is one less than the maximum number of affinely independent points in the face.

A facet defining inequality induces a face on $P^{c h}$ of $\operatorname{dimension} \operatorname{dim}\left(P^{c h}\right)-1$. This is the strongest class of cutting planes. If an integer programming formulation contains every facet defining inequality, then $P^{c h}=P^{L R}$, and every basic solution to the linear relaxation is an integer solution. This would mean that no branching is necessary to solve the integer program.

To better illustrate the concepts of cutting planes and facet defining cuts, consider
the following integer program:

Maximize $x_{1}+2 x_{2}$

Subject to $5 x_{1}+4 x_{2} \leq 20$

$$
\begin{aligned}
& 3 x_{1}+5 x_{2} \leq 18 \\
& x_{1}, x_{2} \in \mathbf{Z}_{+} .
\end{aligned}
$$

Figure 2.2 provides a graphical view of this IP. Feasible solutions for $P^{L R}$ lie in the area below both constraints in the first quadrant. All feasible integer solutions, the points in $P$, are represented in the graph by large circles. The dashed line defined by $x_{1}+x_{2} \leq 4$ is a valid cutting plane, as it is satisfied by every point in $P$. Further, it is a facet defining cut.

To show this, observe that $P^{c h}$ is a two-dimensional space. The inequality $x_{1}+x_{2} \leq 4$ is met at equality by two affinely independent points, $(0,4)$ and $(3,1)$, so it defines a face on $P^{c h}$ of dimension 1. Since the inequality is valid and creates a face of size $\operatorname{dim}\left(P^{c h}\right)-1$, it must be facet defining.

This example illustrates the usefulness of cutting planes in solving IPs. Notice that the inequality eliminates all of the linear relaxation space in the triangle defined by points A, B, and C. This reduces the chances for a linear relaxation to solve at a non-integer point, meaning it is likely that less branching will occur while solving the problem.


Figure 2.1: A facet defining cut [28]

### 2.3 Graph Theory

In mathematics, graphs are abstract representations of systems. They are used to highlight certain relationships between entities, and are often useful as visualizations of optimization problems. Their properties are studied in the field of Graph Theory.

A graph $G=(V, E)$ is a set of vertices $V$ and a set of edges $E$. The elements of $E$ are of the form $\{u, v\}$ where $u, v \in V$. In visual representations, vertices (also called nodes)


Figure 2.2: A sample graph
are usually drawn as circles. If $\{u, v\} \in E$, an edge (arc) is drawn as a line connecting vertices $u$ and $v$. In this case, $u$ and $v$ are said to be adjacent. An example of a graph is given in Figure 2.2.

The degree of vertex $i$, denoted $\operatorname{deg}(i)=|\{\{i, j\}:\{i, j\} \in E\}|$, is the number of edges incident to $i$ in $G$. A walk is a set of vertices $\left(v_{1}, v_{2}, \ldots v_{q}\right)$ such that $\left\{v_{i}, v_{i}+1\right\} \in E$ for $i=1,2, \ldots, q-1$. Informally, a walk is a list of vertices such that it is possible to travel from one vertex to the next through a connecting arc. A path is a walk without any repeated vertices. A cycle is a path with the added condition that the last vertex in the path is also the starting vertex.

Using Figure 2.2 as an example, note that $\operatorname{deg}(2)=3$ and $\operatorname{deg}(4)=2$. An example of a walk is $(2,3,8,2,1)$, which has a length of 4 . The set $(1,7,6,8,3)$ represents a path of length 4 , and $(2,8,6,7,1,2)$ is a cycle of size 5 .

Many problems that are often set up and solved on graphs. The first famous example
of this was Euler's Seven Bridges of Königsberg problem [9]. Other examples include network flow problems $[25,35]$, the traveling salesman problem [8, 26], edge covering problems [37, 44], and graph coloring problems [11, 12]. This research focuses on the Node Packing problem, which is presented later in this chapter.

### 2.3.1 Classical Induced Subgraphs

Sometimes it is useful to consider only a section of a graph, called a subgraph. A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is a subgraph of $G=(V, E)$ if and only if $V^{\prime} \subseteq V, E^{\prime} \subseteq E$, and if $\{u, v\} \in E^{\prime}$ then $u, v \in V^{\prime}$. A subgraph is called an induced subgraph if and only if $E^{\prime}$ contains all edges $\{u, v\} \in E$ for all $u, v \in V^{\prime}$. Various subgraph structures are often isolated and studied due to their special features in certain applications. The following paragraph defines some of these structures; the clique, the hole, the anti-hole, the wheel, and the star.

A clique with $p$ nodes, denoted $K_{p}$, is a graph with edge set $E\left(K_{p}\right)=\left\{\left\{v_{i}, v_{j}\right\}: i, j \in\right.$ $\left.V^{\prime}\right\}$. A hole with $p$ nodes, $H_{p}$, is a graph with edge set $E\left(H_{p}\right)=\left\{\left\{v_{i}, v_{(i \bmod p)+1}\right\}: i=\right.$ $1,2, \ldots, p\}$. An anti-hole on $p$ nodes, $A_{p}$, is a graph with edge set $E\left(A_{p}\right)=E\left(K_{p}\right) \backslash E\left(H_{p}\right)$. A wheel on $p$ nodes, $W_{p}$, has edge set $E\left(W_{p}\right)=E\left(H_{p-1}\right) \cup\left\{\left\{v_{p}, v_{i}\right\}: i=1,2, \ldots, p-1\right\}$. A star on $p$ nodes, $S_{p}$, has the edge set $E\left(S_{p}\right)=\left\{\left\{v_{i}, v_{p}\right\}: i=1,2, \ldots, p-1\right\}$.

Examples of these structures can be seen in Figure 2.3. The subgraph induced by nodes 1-6 is a wheel of size 6 , or a $W_{6}$. Nodes 7-10 induce a $K_{4}, 11-15$ induce an $H_{5}$, and 16-21 induce an $A_{6}$.


Figure 2.3: Induced subgraph examples

### 2.3.2 The Node Packing Problem

In a graph $G=(V, E)$, a node packing is a set of vertices $V^{\prime} \subseteq V$ such that there is no edge $\{u, v\} \in E$ for any $u, v \in V^{\prime}$. The cardinality Node Packing problem seeks to maximize $\left|V^{\prime}\right|$. Alternately, in the weighted Node Packing problem, each vertex in $i \in V$ is assigned weight $w_{i} \in \mathbf{R}$, and the optimization problem seeks to find the set $V^{\prime}$ such that $\sum_{i \in V^{\prime}} w_{i}$ is maximized.

The Node Packing problem is frequently solved as an IP. Each node $i$ is assigned to an IP variable, $x_{i}$. If $x_{i}=1$ in the IP, then node $i$ is included in the packing. Otherwise, $x_{i}=0$ and node $i$ is not in the packing. The weighted Node Packing problem is formulated as an IP in the following manner:

$$
\begin{array}{ll}
\text { Maximize } & \sum_{i=1}^{n} w_{i} x_{i} \\
\text { subject to } & x_{i}+x_{j} \leq 1 \quad \text { for all }\{i, j\} \in E \\
& x_{i} \in\{0,1\} \quad \text { for all } i \in V .
\end{array}
$$

The set of all feasible solutions to the IP is denoted as $P^{N P}$. Defining new facets of the convex hull of this set, $P_{N P}^{c h}$, is the focus of this thesis.

### 2.3.3 Induced Subgraph Inequalities for Node Packing

While the $x_{i}+x_{j} \leq 1$ inequalities are sufficient to fully define a Node Packing problem, there are more valid inequalities implicit in the structure of the graph. Many induced subgraphs generate specific valid inequalities for the Node Packing problem [41]. For example, take nodes 7-10 from Figure 2.3. These nodes induce a clique of size 4. Because all nodes in a clique are adjacent to each other, no packing can contain two members of the clique. Thus, if a $K_{p}$ exists in the graph, the inequality $\sum_{i \in K_{p}} x_{i} \leq 1$ is valid in the IP formulation.

This clique inequality is also facet defining in $P_{N P}^{c h}$ if the clique is maximal. For a graph with $n$ vertices, the set of $n$ affinely independent points is simple to obtain. Clearly, any point with $x_{u}=1$ for some $u \in K_{p}$ and $x_{i}=0$ for all $i \neq u$ will be feasible and meet the clique inequality at equality. Let the set $A_{1}$ contain each of these points, $p$ in total.

Since the clique is maximal, for any $v \notin H_{p}$, there will be some $u \in H_{p}$ such that
$\{u, v\} \notin E$. This means that $\{u, v\}$ is a feasible packing, and the point with $x_{u}=1, x_{v}=$ 1 and $x_{i}=0$ for all $i \neq u$ or $v$ meets the clique inequality at equality. If set $A_{2}$ contains all of these points, then $A=A_{1} \cup A_{2}$ contains $n$ affinely independent points, showing that the inequality is facet defining.

A hole with $p$ vertices has the associated valid inequality $\sum_{i=1}^{p} x_{i} \leq\left\lfloor\frac{p}{2}\right\rfloor$. This inequality is valid for any size hole, and it is facet defining on the induced subgraph if $p$ is odd. This means that an $H_{5}$ has an associated odd-hole inequality of $\sum_{i=1}^{5} x_{i} \leq 2$, and this inequality defines a face on $P_{N P}^{c h}$ of at least dimension 4. Figure 2.4 gives the five affinely independent points that show this.

A wheel of size $p$ creates the $W_{p}$ inequality $\left\lfloor\frac{p-1}{2}\right\rfloor x_{p}+\sum_{i=1}^{p-1} x_{i} \leq\left\lfloor\frac{p-1}{2}\right\rfloor$. This inequality is facet defining on the induced subgraph if $p$ is even. So for a $W_{6}$, the inequality $2 x_{6}+\sum_{i=1}^{5} x_{i} \leq 2$, defines a face on $P_{N P}^{c h}$ of at least dimension 5. Figure 2.4 gives the six affinely independent points to illustrate this.

Similarly, for an anti-hole $A_{p}$, the inequality $\sum_{i=1}^{p} x_{i} \leq 2$ is valid, and facet defining on the induced subgraph when $p$ is odd. An $A_{5}$ creates the inequality $\sum_{i=1}^{5} x_{i} \leq 2$, and this inequality defines a face on $P_{N P}^{c h}$ of at least dimension 4. Again, Figure 2.4 shows the five affinely independent points.

Unlike the maximal clique inequalities, the inequalities for wheels, odd-holes, and odd anti-holes are not facet defining for $P_{N P}^{c h}$ in general. This thesis discusses a method for lifting onto the odd-hole inequality to create a facet defining cut for the entire graph.

$$
\left.\begin{array}{l|lllll}
x_{1} & 1 & 0 & 0 & 1 & 0 \\
x_{2} & 0 & 1 & 0 & 0 & 1 \\
x_{3} & 1 & 0 & 1 & 0 & 0 \\
x_{4} \\
x_{5} & 0 & 1 & 0 & 1 & 0 \\
x_{5} & 0 & 1 & 0 & 1
\end{array}\left|\begin{array}{l|llllll}
x_{1} & 1 & 0 & 0 & 1 & 0 & 0 \\
x_{2} & 0 & 1 & 0 & 0 & 1 & 0 \\
x_{3} & 1 & 0 & 1 & 0 & 0 & 0 \\
x_{4} & 0 & 1 & 0 & 1 & 0 & 0 \\
x_{5} & 0 & 0 & 1 & 0 & 1 & 0 \\
x_{6} & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right| \begin{array}{ll|llll}
x_{1} & 1 & 0 & 0 & 0 & 1 \\
x_{2} & 1 & 1 & 0 & 0 & 0 \\
x_{3} & 0 & 1 & 1 & 0 & 0 \\
x_{4} & 0 & 0 & 1 & 1 & 0 \\
x_{5} & 0 & 0 & 0 & 1 & 1
\end{array} \right\rvert\,
$$

Figure 2.4: Affinely independent points for $H_{5}, W_{6}$, and $A_{5}$

### 2.3.4 Conflict Graphs

Many of the Polyhedral Theory results developed for the Node Packing problem can be extended to general binary IPs through conflict graphs [2, 40]. Conflict graphs are created from IPs by creating a node to represent each variable in the problem, and drawing edges between two nodes in conflict.

Let the conflict graph of a binary integer program be represented by $G=(V, E)$.
Every variable $x_{i}$ in the IP is represented by a node $i \in V$. The edge $\{i, j\}$ is in $E$ if setting both $x_{i}$ and $x_{j}$ to 1 is infeasible in the IP. To illustrate this, consider the following binary IP:

$$
\begin{array}{cc}
\text { Maximize } & 5 x_{1}+7 x_{2}+3 x_{3}+x_{4}+4 x_{5} \\
\text { subject to } & 2 x_{1}+3 x_{3}+2 x_{5} \leq 4 \\
& 4 x_{1}+2 x_{2}+x_{5} \leq 5 \\
& x_{1}+2 x_{3}+3 x_{4} \leq 3 \\
& x_{i} \in\{0,1\} \text { for all } i .
\end{array}
$$



Figure 2.5: Conflict graph

Examining the constraints reveals relationships between variable values in a feasible solution. We can see from the first constraint that any solution where $x_{1}=1$ and $x_{3}=1$ is infeasible, since $2 x_{1}+3 x_{3}=5>4$. So the conflict graph contains an edge between nodes 2 and 3. Following this logic for all inequalities, the conflict graph in Figure 2.5 is obtained.

From this graph, one can deduce the Node Packing inequalities $x_{1}+x_{2} \leq 1, x_{1}+x_{3} \leq$ 1, $x_{1}+x_{4} \leq 1, x_{3}+x_{4} \leq 1$, and $x_{3}+x_{5} \leq 1$. Clearly, each of these constraints is valid for the IP. Observe that nodes 1,3 , and 4 induce a $K_{3}$, thus the inequality $x_{1}+x_{3}+x_{4} \leq 1$ is valid. Further, since the clique is maximal, this inequality is facet defining for $P^{c h}$. Now consider the point $x=(0.5,0,0.5,0.5,0)$. This point is in $P^{L R}$, but is cut off by the clique inequality. This illustrates that conflict graphs can help create useful inequalities for binary IPs.

### 2.4 Lifting

Lifting is a technique used to strengthen a given inequality. It involves altering the coefficients in an inequality in such a way that cuts out more non-integer space. This technique takes a lower-dimensional inequality and builds up to a stronger, higher dimensional cut. The technique was first introduced by Gomory [22], and many advancements have been made since $[3,6,7,24,43]$.

First, define the restricted space of $P^{c h}$ on the set $D \subseteq N$ as $P_{D, K}^{c h}=\operatorname{conv}\{x \in$ $P: x_{j}=k_{j}$ for all $\left.j \in D\right\}$ where $k_{j} \in \mathbf{Z}$ and $K=\left(k_{1}, k_{2}, \ldots, k_{|D|}\right)$. That is to say, the restricted space only considers a subset of the variables in the problem. Each variable with an index in $D$ is forced to take on a fixed value, $k_{j}$.

Let $\sum_{j \in D} \alpha_{j} x_{j}+\sum_{j \in N \backslash D} \alpha_{j} x_{j} \leq \beta$ be a valid inequality for $P_{D, K}^{c h}$. A lifting procedure creates an inequality of the form $\sum_{j \in D} \alpha_{j}^{\prime} x_{j}+\sum_{j \in N \backslash D} \alpha_{j} x_{j} \leq \beta^{\prime}$ which is valid over $P^{c h}$. Lifting techniques are classified based on how coefficients are changed (up, down, or middle lifting), how many variables are considered (sequential versus simultaneous lifting), how strong the resulting cuts are (exact versus approximate lifting), and the number of inequalities obtain (single or synchronized lifting).

In up lifting, every element in $K$ is equal to zero, and the right-hand side $\beta$ is not altered in the lifted inequality. For down lifting, each element in $K$ is set to its upper bound, and the value of $\beta$ is often decreased. There is also a middle lifting technique, which is a combination of the other two.

Distinctions of sequential or simultaneous refer to how many variables are being lifted. For sequential lifting, one variable is lifted at a time, thus $|D|=1$. Often, this type of lifting is sequence dependent, where the coefficients of previously lifted variables can have an effect on the coefficient of the next variable. For simultaneous lifting, $|D| \geq 2$, and each variable in the set $D$ is lifted at the same time.

Exact lifting procedures yield an inequality that is as strong as possible, such that any increase in $\alpha^{\prime}$ or decrease in $\beta^{\prime}$ would make the inequality invalid. However, finding an exact lifting coefficient is often difficult and may require solving a separate optimization problem. In order to avoid the computational burden of finding exact lifting coefficients, several approximate lifting techniques have been developed. These are faster, heuristic approaches to determining lifting coefficients. While they may not yield the strongest possible inequalities, the resulting inequalities are guaranteed to be valid and are often strong enough to be effective $[3,6,24]$.

To help illustrate the concept of lifting, consider the cardinality Node Packing problem on the graph in Figure 2.6. Notice that nodes 1-7 induce an $H_{7}$, so $\sum_{i=1}^{7} x_{i} \leq 3$ is valid for $P_{N P}^{c h}$ and facet defining for the induced subgraph. To find an exact single sequential up-lifting coefficient for node 8 , solve the following IP:

$$
\begin{aligned}
& \text { Maximize } x_{1}+x_{2}+x_{3}+x_{4}+x_{5}+x_{6}+x_{7} \\
& \text { subject to } x_{i}+x_{j} \leq 1 \text { for all }\{i, j\} \in E \\
& \qquad x_{8}=1 \\
& x_{i} \in\{0,1\} \text { for all } i .
\end{aligned}
$$



Figure 2.6: Node packing graph for lifting example

This formulation looks for the largest node packing that includes $x_{8}$. If the optimal objective value is $Z$, then $\alpha_{8}=\beta-Z$. In this example, if node 8 is forced to be in the node packing, then of nodes 1-7, at most one can be in the packing (namely, either 6 or 7). So $\alpha_{8}$ is equal to $3-1=2$. Now, the lifted inequality is $\sum_{i=1}^{7} x_{i}+2 x_{8} \leq 3$. Moving on to node 9 , a new IP is set up to determine the maximum value of $\sum_{i=1}^{7} x_{i}+2 x_{8}$ if $x_{9}$ is forced to 1 . In this case, $\alpha_{9}=0$, because nodes 8 and 6 create a valid node packing whose $Z$ value is 3 . Node 10 is lifted in similarly, with coefficient $\alpha_{10}=1$.

When this procedure is complete, the inequality $\sum_{i=1}^{7} x_{i}+2 x_{8}+x_{10} \leq 3$ is obtained. When determining the lifting coefficient for each point, the IP solution reveals a new point on the face induced by the lifted inequality. Each new point is affinely independent to the others since it contains a new variable. Thus, the dimension of the inequality is increased by one with each new variable lifted. Figure 2.7 shows a matrix containing

| $\mathrm{x}_{1}$ | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{x}_{2}$ | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 |
| $\mathrm{x}_{3}$ | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{4}$ | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| $\mathrm{x}_{5}$ | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| $\mathrm{x}_{6}$ | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| $\mathrm{x}_{7}$ | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 |
| $\mathrm{x}_{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| $\mathrm{x}_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| $\mathrm{x}_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

Figure 2.7: Affinely independent points for lifting example
the 10 affinely independent points from this example. The first seven columns are the independent points from the induced $H_{7}$. The next three points are the solutions to the IPs used to determine $\alpha_{8}, \alpha_{9}$, and $\alpha_{10}$, respectively.

It is also worth noting that, because the variables were lifted sequentially, a different lifting order may create a different facet defining inequality. For example, if node 9 had been lifted first, followed by 8 then 10 , the resulting inequality would have been $\sum_{i=1}^{10} x_{i} \leq 3$.

Simultaneous lifting is less common than sequential lifting in Node Packing problems, but has been shown to be possible for certain structures. One example is the odd bipartite hole presented by Conley [14]. An odd bipartite hole is a graph $G=(V, E)$ such that $V$ can be partitioned into two sets $H_{p}$ and $H_{q}$ which both induce odd holes. Further, $E$ must contain every edge $\{i, j\}$ with $i \in H_{p}$ and $j \in H_{q}$. This graph is denoted as $O B P_{p, q}$. An $O B P_{5,7}$ can be seen in Figure 2.8.

This structure is nearly identical to a complete bipartite graph, but with the excep-


Figure 2.8: An odd bipartite hole [14]
tion that the nodes in each of the bipartitions induce odd holes. In this structure, it is clear that a valid node packing may not contain nodes from both odd holes. From this fact, Conley deduces the following valid inequality for the structure, which is also facet defining in the restricted space: $\sum_{i \in H_{p}} x_{i}+\sum_{i \in H_{q}} \frac{p-1}{q-1} x_{i} \leq\left\lfloor\frac{p}{2}\right\rfloor$.

If a node packing contains nodes in $H_{p}$, it may only contain $\left\lfloor\frac{p}{2}\right\rfloor$ nodes, thus the inequality is valid. If the node packing contains nodes in $H_{q}$, it will only contain $\left\lfloor\frac{q}{2}\right\rfloor$ nodes. To keep the inequality valid, this is multiplied by $\frac{\left\lfloor\frac{p}{2}\right\rfloor}{\left[\frac{q}{2}\right\rfloor}=\frac{p-1}{q-1}$. Thus, the inequality is valid for $P_{N P}^{c h}$.

This odd bipartite hole was one of the inspirations for the research in this thesis. Where the odd bipartite hole combines two holes to create a new inequality, this thesis presents a method for combining two general inequalities.

## Chapter 3

## Lifting in the Node Packing

## Polyhedron

This chapter provides the main results of the thesis. The main topics are Simultaneous Lifting Expansions, the Odd Gap Lifting procedure, and the Cliques On Odd-holes Lifting procedure. Each result is defined and relevant theorems are provided. For clarity, examples for each topic are included.

### 3.1 Simultaneous Lifting Expansions in the Node Packing Polyhedron

The main focus of this research was to develop new methods for developing cutting planes for the Node Packing problem. One inspiration for this research was work done by

Conley [14]. The focus of that paper is finding previously undiscovered classes of graph structures that allow for simultaneous lifting in a Node Packing problem. Of particular interest was how the paper was able to define inequalities for subgraphs that contain combinations of classical graph structures, such as cliques and holes. One motivation for this paper was to extend these findings to discover conditions when any two graph structures could be combined to create a new inequality.

The result of this research is the Simultaneous Lifting Expansion (SLE). It requires two valid inequalities for a Node Packing problem, with both inequalities sharing exactly one node. Further, for each node in one inequality, the adjacencies to the other inequality must be identical. In this situation, a method for combining the two original inequalities to generate a new valid inequality is presented. The dimension of this new cut is equal to the sum of the dimensions of the first two inequalities.

Prior to providing the major result of this section, the formal definition of a Simultaneous Lifting Expansion is required. Given a set of nodes $D \subset V$, the set $D^{\prime} \subseteq V \backslash D$ is said to be an SLE of $D$ if there exists a $u$ in $D$ such that for all $i \in D,\{u, i\} \in E$ if and only if $\{v, i\} \in E$ for all $v \in D^{\prime}$.

In other words, $u$ and every member of $D^{\prime}$ are adjacent to the same members of $D$. So, for any $v \in D^{\prime}$, the subgraph induced by $D$ is identical to the subgraph induced by $(D \cup\{v\}) \backslash\{u\}$. For an example, refer to Figure 3.1. Let $D=\{1,2,3,4,5\}$ and $D^{\prime}=\{6,7,8,9,10\}$. Here, $D^{\prime}$ is an SLE for $D$, with $u=5$. Note that the nodes in $D$ induce an odd-hole, as does $D \backslash\{u\} \cup\{v\}$ for all $v \in D^{\prime}$. In addition, $D^{\prime} \cup\{5\}$ induces


Figure 3.1: An example Simultaneous Lifting Expansion
a wheel, making this structure an SLE of a wheel on a hole. In such a situation, the following theorem provides the valid SLE inequality.

Theorem 3.1.1 Let $D \subset V$ and $D^{\prime}$ be a simultaneous lifting expansion of $D$ in regards to node $u$. Furthermore, let $\sum_{i \in D} \alpha_{i} x_{i} \leq \beta$ and $\sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta^{\prime}$ be valid inequalities of $P_{N P}^{c h}$. Then the Simultaneous Lifting Expansion inequality $\sum_{i \in D \backslash\{u\}} \alpha_{i} x_{i}+$ $\frac{\alpha_{u}}{\beta^{\prime}} \sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta$ is a valid inequality of $P_{N P}^{c h}$.

Proof: Let $x \in P^{N P}$. Clearly $\sum_{i \in D \backslash\{u\}} \alpha_{i} x_{i}+\alpha_{u} x_{u} \leq \beta$ and $\sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta^{\prime}$ since they are valid inequalities. Furthermore $\frac{1}{\beta^{\prime}} \sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq 1$. Since $x_{u} \leq 1$, and all members of $D^{\prime} \cup\{u\}$ are adjacent to the same members of $D \backslash\{u\}$, one obtains $\sum_{i \in D \backslash\{u\}} \alpha_{i} x_{i}+\frac{\alpha_{u}}{\beta^{\prime}} \sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta$. Thus, the SLE inequality is valid.

Recall the example in Figure 3.1, with $D=\{1,2,3,4,5\}, D^{\prime}=\{6,7,8,9,10\}$, and $u=5$. Notice that $D$ induces an odd-hole, so the inequality $\sum_{i=1}^{5} x_{i} \leq 2$ is valid for $P_{N P}^{c h}$. Also, $D^{\prime} \cup\{5\}$ induces a wheel, with valid inequality $2 x_{10}+\sum_{i=5}^{9} x_{i} \leq 2$. So the SLE inequality $\sum_{i=1}^{4} x_{i}+\frac{1}{2}\left(2 x_{10}+\sum_{i=5}^{9} x_{i}\right) \leq 2$ is valid for $P_{N P}^{c h}$.

While having a valid inequality is certainly important, it is more useful to know the dimension of the face it induces. The next theorem provides a lower bound for the dimension of the SLE inequality. Prior to providing this result, let $\xi_{i}$ be the point in $\mathbf{R}^{n}$ created by the $i^{\text {th }}$ column of an $n \times n$ identity matrix.

Theorem 3.1.2 Let $D \subset V$ and $D^{\prime} \subseteq V \backslash D$ be a simultaneous lifting expansion of $D$ in regards to node $u$. If $\sum_{i \in D} \alpha_{i} x_{i} \leq \beta$ defines a face of dimension $r$ in $P_{D}^{N P}$, $\sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta^{\prime}$ defines a face of dimensions in $P_{D^{\prime} \cup\{u\}}^{N P}$ and the face in $P_{D}^{N P}$ contains at least one point with $x_{u}=1$, then the SLE inequality $\sum_{i \in D \backslash\{u\}} \alpha_{i} x_{i}+\frac{\alpha_{u}}{\beta^{\prime}} \sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq$ $\beta$ defines a face of dimension at least $r+s$ in $P^{N P}$.

Proof: By assumption, there exists a set of $r+1$ affinely independent points, $B_{D}$, in $P^{N P}$ where $\sum_{i \in D} \alpha_{i} x_{i}=\beta$ for all $x \in B_{D}$. Additionally, there exists a set of $s+1$ affinely independent points, $B_{D^{\prime} \cup\{u\}}$, in $P_{D^{\prime} \cup\{u\}}^{N P}$ where $\sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i}=\beta^{\prime}$ for all $x \in B_{D^{\prime} \cup\{u\}}$. Let $y$ be some point in $B_{D}$ where $x_{u}=1$ and $y^{\prime}$ be any point in $B_{D^{\prime}}$.

Define $B_{1}=\left\{x: x \in B_{D}, x_{u}=0\right\} \cup\left\{\left(x-\xi_{u}\right)+y^{\prime}: x \in B_{D}, x_{u}=1\right\}$ and $B_{2}=\left\{x+\left(y-\xi_{u}\right): x \in B_{D^{\prime} \cup\{u\}} \backslash\left\{y^{\prime}\right\}\right\}$. Let $B=B_{1} \cup B_{2}$, so $B$ has $r+s+1$ columns. Figure 3.2 shows the format of $B$, where $X$ is a $\left|D^{\prime} \cup\{u\}\right| \times\left|D^{\prime} \cup\{u\}\right|$ matrix whose columns contain either all zeros or $\left.y^{\prime}\right|_{D^{\prime} \cup\{u\}}$ depending upon the value of $x_{u}$ in

$$
B=\left|\begin{array}{cc}
B_{1} & B_{2}
\end{array}\right|=\begin{array}{ccc}
x_{|D \backslash\{u\}|} & \left.B_{D}\right|_{D \backslash\{u\}} & \left.y\right|_{D \backslash\{u\}} \\
x_{|D \backslash\{u\}|+1} & & \\
\vdots & X & \left.B_{D^{\prime}}\right|_{D^{\prime} \cup\{u\}} \\
x_{r+s+1} & &
\end{array}
$$

Figure 3.2: Form of the SLE $B$ matrix
the corresponding point in $B_{D}$.

To show that $B$ is affinely independent, let $B_{2}^{\prime}$ be the matrix created by subtracting the column in $B$ equal to $\left(y-\xi_{u}+y^{\prime}\right)$ from every column in the $B_{2}$ matrix. Let $B^{\prime}$, shown in Figure 3.3, be $B_{1} \cup B_{2}^{\prime}$. This makes every entry in the upper-right portion of the $B$ matrix zero and every entry in the lower-right portion equal to $x-y^{\prime}$ for $x \in B_{D^{\prime} \cup\{u\}}$ and $x \neq y^{\prime}$. Since the points in $B_{D^{\prime} \cup\{u\}}$ are affinely independent, the points $x-y^{\prime}$ for $x \in B_{D^{\prime} \cup\{u\}}$ and $x \neq y^{\prime}$ are linearly independent.

By assumption, the $r$ points in the upper-left portion $B^{\prime}$ are affinely independent. They are also independent from the points on the right, due to the zero entries in the upper right portion. Further, each point of these $r+s+1$ points clearly meet the SLE inequality at equality. Thus this inequality has dimension at least $r+s$ and the result follows.

As an example, refer back to the discussion of the graph given in Figure 3.1. Recall that $D^{\prime}=\{6,7,8,9,10\}$ is an SLE of $D=\{1,2,3,4,5\}$ in regards to node 5 , and the SLE inequality for this structure is $\sum_{i=1}^{4} x_{i}+\frac{1}{2}\left(2 x_{10}+\sum_{i=5}^{9} x_{i}\right) \leq 2$. Figure 3.4 shows the

$$
B^{\prime}=\begin{array}{c|cc}
x_{1} & & \\
\vdots & \left.B_{D}\right|_{D \backslash\{u\}} & 0 \\
x_{|D \backslash\{u\}|} & & \\
x_{|D \backslash\{u\}|+1} & & \\
\vdots & X & B_{D^{\prime}-\left.y^{\prime}\right|_{D^{\prime} \cup\{u\}}} \begin{array}{l}
\text { a } \\
x_{r+s+1}
\end{array} \\
&
\end{array}
$$

Figure 3.3: Form of the SLE $B^{\prime}$ matrix

$$
B=\left|\begin{array}{lllll:lllll}
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right|
$$

Figure 3.4: $B$ matrix for SLE example
$B$ matrix for this structure. All 10 points in the matrix meet the inequality at equality.

The $B_{D}$ and $B_{D^{\prime} \cup\{u\}}$ matrices, which contain the affinely independent points for the original structures, are found in Figure 3.5. Note that $B_{D}$ contains five affinely independent points which define a face of dimension four in $P_{D}^{N P}$, while $B_{D^{\prime} \cup\{u\}}$ contains six affinely independent points defining a face of dimension five in $P_{D^{\prime} \cup\{u\}}^{N}$. Let the point $y$ be the third column in the $B_{D}$ matrix, and let $y^{\prime}$ be defined by the second column in the $B_{D^{\prime} \cup\{u\}}$ matrix.

The points to the left of the dashed line in Figure 3.4 define the matrix $B_{1}$. For these points, the top 4 entries are identical to the $B_{D}$ matrix. If the fifth entry was equal to

$$
B_{D}=\left|\begin{array}{lllll}
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right| \quad B_{D^{\prime} \cup\{u\}}=\left|\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right|
$$

Figure 3.5: $B_{D}$ and $B_{D^{\prime} \cup\{u\}}$ for SLE example
zero in the $B_{D}$ matrix, the rest of the entries in the column are zeros. If the fifth entry was equal to one, then the final five entries come from point $y^{\prime}$.

For the $B_{2}$ matrix (the final five points in $B$ ), the first four entries come from $y$. The final six entries are identical to one column in the $B_{D^{\prime} \cup\{u\}}$ matrix. Note that the column in $B_{D^{\prime} \cup\{u\}}$ associated with $y^{\prime}$ was excluded, because this column would have been a duplicate of the third column in $B_{1}$ (the column associated with $y$ ).

The $B_{2}^{\prime}$ matrix is created by subtracting the column associated with $y$ from every column in $B_{2}$. The union of $B_{2}^{\prime}$ and $B_{1}$ defines $B^{\prime}$. Figure 3.6 shows this matrix partitioned into four quadrants. Due to the presence of the zeros in the upper-right quadrant, it is clearly evident that the five points on the left are independent from the five on the right. Since each of the five leftmost points came from $B_{D}$, an independent matrix, they are affinely independent. Similarly, the five points on the right all come from $B_{D^{\prime} \cup\{u\}}$. The only alteration to these points was the subtraction of $y^{\prime}$, which also came from $B_{D^{\prime} \cup\{u\}}$. Thus all of these points must be affinely independent.

$$
B^{\prime}=\left|\begin{array}{ccccc:ccccc}
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hdashline 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & -1 & -1 & -1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & -1 & -1 & 0 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right|
$$

Figure 3.6: $B^{\prime}$ for SLE example

Since there are ten affinely independent points meeting the SLE inequality at equality, this inequality must define a face of $P_{N P}^{c h}$ of at least dimension 9 . This is exactly $r+s$, as the theorem states. The results of this example illustrate the following corollary, which follows directly from Theorem 3.1.2:

Corollary 3.1.3 Let $D \subset V$ and $D^{\prime} \subseteq V \backslash D$ be a simultaneous lifting expansion of $D$ in regards to node $u$. If $\sum_{i \in D} \alpha_{i} x_{i} \leq \beta$ is facet defining for $P_{D}^{N P}$ and $\sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta^{\prime}$ is facet defining for $P_{D^{\prime} \cup\{u\}}^{N P}$, then the SLE inequality $\sum_{i \in D \backslash\{u\}} \alpha_{i} x_{i}+\frac{\alpha_{u}}{\beta^{\prime}} \sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta$ is facet defining for $P_{D \cup D^{\prime}}^{N}$

In addition, the SLE inequality can be facet defining for $P_{N P}^{c h}$ when the conditions of the next corollary are fulfilled.

Corollary 3.1.4 Let $D \subset V$ and $D^{\prime} \subseteq V \backslash D$ be a simultaneous lifting expansion of $D$ in regards to node $u$. If $\sum_{i \in D} \alpha_{i} x_{i} \leq \beta$ defines a face of dimension $r$ in $P_{D}^{N P}$,
$\sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta^{\prime}$ defines a face of dimension $s$ in $P_{D^{\prime} \cup\{u\}}^{N P}$ and $r+s+1=|V|$, then the SLE inequality $\sum_{i \in D \backslash\{u\}} \alpha_{i} x_{i}+\frac{\alpha_{u}}{\beta^{\prime}} \sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta$ is facet defining for $P_{N P}^{c h}$.

### 3.1.1 SLE Examples

In his paper [14], Conley introduces two new structures, the odd bipartite hole and the cliqued hole. The valid inequality for both structures can be derived using SLE.

Recall the odd bipartite hole discussed in chapter 2. An odd bipartite hole is a graph $G=(V, E)$ such that $V$ can be partitioned into two sets $H_{p}$ and $H_{q}$ which both induce odd holes. Further, $E$ must contain every edge $\{i, j\}$ with $i \in H_{p}$ and $j \in H_{q}$. This graph is denoted as $O B P_{p, q}$. An $O B P_{5,7}$ can be seen in Figure 2.8.

To derive the SLE inequality for the $O B P_{5,7}$, let $D=\{1,2,3,4,5,6\}, D^{\prime}=\{7,8,9,10,11,12\}$,
and $u=6$. Note that the nodes in $D$ create a wheel, while $D^{\prime} \cup\{u\}$ creates an oddhole. For a general case, if $u$ is some element of $H_{q}$, then $D=\left\{i: i \in H_{p}\right\} \cup\{u\}$ and $D^{\prime}=\left\{j: j \in H_{q} \backslash\{u\}\right\}$. From this, we can see that the SLE inequality for the $O B H_{p, q}$ is $\sum_{i \in H_{p}} x_{i}+\frac{\left\lfloor\frac{p}{2}\right\rfloor}{\left\lfloor\frac{y}{2}\right\rfloor} \sum_{j \in H_{q}} x_{j} \leq\left\lfloor\frac{p}{2}\right\rfloor$.

Conley's other primary structure is the cliqued hole. This is a structure with $m$ cliques such that if one vertex is selected from each of the $m$ cliques, the resulting induced subgraph graph is a hole. Formally, a graph $G=(V, E)$ is a cliqued hole if and only if $V$ can be partitioned into $m$ sets, $P_{1}, P_{2}, \ldots, P_{m}$ such that $E=\cup_{i=1}^{m}\{\{v, w\}$ :


Figure 3.7: Cliqued hole transition [14]
$\left.v, w \in P_{i}\right\} \cup \cup_{i=1}^{m}\left\{\{v, w\}: v \in P_{i}, w \in P_{(i \bmod m)+1}\right\}$. Such a graph is denoted $C H_{m, P}$ where $P$ is a vector containing the size of each clique in the graph. Figure 3.7 shows a transition from a hole to a cliqued hole for a $\mathrm{CH}_{5, P}, P=(2,2,2,2,2)$.

In this structure, the SLE procedure can be applied iteratively to derive Conley's cliqued hole inequality. In this case, $D$ consists of the nodes that make up the hole, while $D^{\prime}$ is made from the nodes in one of the cliques. Recall that the SLE inequality is of the form $\sum_{i \in D \backslash\{u\}} \alpha_{i} x_{i}+\frac{\alpha_{u}}{\beta^{\prime}} \sum_{i \in D^{\prime} \cup\{u\}} \alpha_{i}^{\prime} x_{i} \leq \beta$. Since $D$ induces a hole, $\alpha_{u}=1$, and since $D^{\prime} \cup\{u\}$ induces a clique, $\beta^{\prime}=1$ and $\alpha_{i}^{\prime}=1$ for all $i \in D^{\prime} \cup\{u\}$. Because of this, the inequality becomes $\sum_{i \in D \cup D^{\prime}} x_{i} \leq\left\lfloor\frac{m}{2}\right\rfloor$. Repeating the same procedure for each clique in the $C H_{m, P}$, the final inequality becomes $\sum_{i \in V} x_{i} \leq\left\lfloor\frac{m}{2}\right\rfloor$.

For both of these structures, the SLE results agree with Conley's findings. This illustrates that SLEs generalize Conley's work. In addition, SLEs allow for the creation
of a wide range of valid inequalities in seemingly chaotic graph structures. Consider the following example from the graph shown in Figure 3.8.

This graph exhibits multiple SLEs. First, consider the $H_{5}$ induced by nodes 1-5. Node 6 may be lifted to the $H_{5}$ inequality to obtain $\sum_{i=1}^{6} x_{i} \leq 2$. Because nodes $7-11$ have the same adjacencies as node 6, they are an SLE of nodes 1-6 in regards to node 6. Nodes 6-11 induce a $W_{6}$ with inequality $\sum_{i=6}^{10} x_{i}+2 x_{11} \leq 2$. So $\sum_{i=1}^{5} x_{i}+\frac{1}{2}\left(2 x_{11}+\sum_{i=6}^{10} x_{i}\right) \leq 2$ is a valid inequality.

Next, notice that nodes 12-17, together with node 5 , induce an $H_{7}$ with inequality $x_{5}+\sum_{i=12}^{17} x_{i} \leq 3$. Nodes 12-17 are an SLE of nodes 1-11 in regards to node 5, thus $\sum_{i=1}^{4} x_{i}+\frac{1}{2}\left(2 x_{11}+\sum_{i=6}^{10} x_{i}\right)+\frac{1}{3}\left(x_{5}+\sum_{i=12}^{17} x_{i}\right) \leq 2$ is valid.

Finally, nodes 17-21 induce an $A_{5}$ with inequality $\sum_{i=17}^{21} x_{i} \leq 2$. Nodes 18-21 are an SLE of nodes 1-17 in regards to node 17. So, the final SLE inequality is $\sum_{i=1}^{4} x_{i}+$ $\frac{1}{2}\left(2 x_{11}+\sum_{i=6}^{10} x_{i}\right)+\frac{1}{3}\left(x_{5}+\sum_{i=12}^{16} x_{i}\right)+\frac{1}{6}\left(\sum_{i=17}^{21} x_{i}\right) \leq 2$ is valid. Further, each SLE inequality was created from two structures that were facet defining on their induced subgraphs. Thus, the final inequality is facet defining for $P_{N P}^{c h}$. Figure 3.9 shows a set of 21 affinely independent points that meet this inequality at equality, confirming that the cut is indeed facet defining. These points were constructed in the manner described in Theorem 3.1.2 for creating the $B$ matrix, applied iteratively in the order that the sets were lifted.

Prior to this research, the inequality $\sum_{i=1}^{4} x_{i}+\frac{1}{2}\left(2 x_{11}+\sum_{i=6}^{10} x_{i}\right)+\frac{1}{3}\left(x_{5}+\sum_{i=12}^{16} x_{i}\right)+$ $\frac{1}{6}\left(\sum_{i=17}^{21} x_{i}\right) \leq 2$ would not have been obtainable by any other obvious lifting procedure.


Figure 3.8: A larger SLE example

| $\mathrm{x}_{1}$ | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{x}_{2}$ | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $\mathrm{x}_{3}$ | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{4}$ | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{5}$ | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{6}$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{8}$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{9}$ | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{10}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{11}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{12}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| $\mathrm{x}_{13}$ | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{14}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| $\mathrm{x}_{15}$ | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{16}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{x}_{17}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 |
| $\mathrm{x}_{18}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 0 |
| $\mathrm{x}_{19}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 0 |
| $\mathrm{x}_{20}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| $\mathrm{x}_{21}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |$|$

Figure 3.9: Affinely independent points for SLE example

Observe that the initial inequality with $x_{6}$ sequentially lifted was $\sum_{i=1}^{6} x_{i} \leq 2$. In any sequential or simultaneous up lifting technique, no coefficient in the initial valid inequality is modified. Since $x_{5}$ decreases from $\alpha_{5}=1$ to $\alpha_{5}^{\prime}=\frac{1}{3}$, no up lifting technique can be used to generate it. Furthermore, many coefficients have moved from $\alpha_{i}=0$ to $\alpha_{i}^{\prime}>0$ so several variables are up lifted.

In some bizarre sense, SLE is performing both simultaneous up and down lifting at the same time. Furthermore, it presents how to merge two valid inequalities in a lifting procedure. To the best of the author's knowledge, this is the first such example
presented in the literature. Consequently, this method creates previously undiscovered classes of facet defining inequalities.

### 3.2 Sequential Lifting to a Hole Inequality

Odd-holes are a common graph structure that manifest in many Node Packing problems. However, their associated Node Packing inequality is not facet defining in general for $P_{N P}^{c h}$. This section describes a sequential lifting method that creates a facet defining cut from an odd-hole inequality. This method is based on the "gaps" between node $v$ 's adjacencies in the hole. Before providing the results of this section, several definitions are needed.

Let $H_{p}$ be a hole with vertices $v_{1}, \ldots, v_{p}$. Let $v \in V \backslash V\left(H_{p}\right)$. Let the vertices $v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{q}} \in V\left(H_{p}\right)$ be adjacent to $v$ with ascending indices in $H_{p}$. Denote the size of the $j_{k}$ gap as $s_{j_{k}}=\left(j_{(k \bmod q)+1}-j_{k}\right) \bmod p$. If $s_{j_{k}}$ is odd, then the $j_{k}$ gap is said to be an odd gap with $o_{j_{k}}=1$, and $t_{j_{k}}=0$. If $s_{j_{k}}$ is even, then the $j_{k}$ gap is said to be an even gap with $o_{j_{k}}=0$, and $t_{j_{k}}=1$. An odd gap is said to be minimal if $s_{j_{k}}=1$, while an even gap is minimal if $s_{j_{k}}=2$.

The number of odd gaps between $v$ and $H_{p}$ is defined as $g_{v}^{o}=\sum_{i=1}^{q} o_{j_{k}}$. Similarly, the number of even gaps is defined as $g_{v}^{e}=\sum_{i=1}^{q} t_{j_{k}}$. Clearly, $\sum_{k=1}^{q} s_{j_{k}}=p$ and $g_{v}^{e}+g_{v}^{o}=q$. Note that, for an odd hole, $p$ is odd. So, for $\sum_{k=1}^{q} s_{j_{k}}=p$ to hold, $g_{v}^{o}$ must be odd.

The connection between $v$ and $H_{p}$ can be classified by $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ where $S$ is an ordered


Figure 3.10: A (3,2,(1,3,2,3,2)) connection
set containing the sizes of each gap in the connection, $\left(s_{j_{1}}, s_{j_{2}}, \ldots, s_{j_{q}}\right)$. A $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection is said to be minimal if $s_{j_{k}} \in\{1,2\}$ for all $v_{j_{k}}$ adjacent to $v$.

Figure 3.10 provides an example for calculating these values. The value of $s_{j_{i}}$ can be seen as the number of edges between vertex $x_{j_{i}}$ and $x_{j_{i}+1}$. In this figure, $s_{j_{1}}=2-1=1$, so the $j_{1}$ gap is an odd gap of size 1. Continuing on for all $x_{j_{i}}, s_{j_{2}}=5-2=3, s_{j_{3}}=$ $7-5=2, s_{j_{4}}=10-7=3$, and $s_{j_{5}}=1-10=-9 \equiv 2(\bmod 11)$, so $s_{j_{5}}=2$. This means there are three odd gaps and two even gaps, so $g_{v}^{o}=3$ and $g_{v}^{e}=2$. The connection to $v$ is denoted $(3,2,(1,3,2,3,2))$.

For a graph with induced odd-hole $H_{p}$, the inequality $\sum_{i=1}^{p} x_{i} \leq\left\lfloor\frac{p}{2}\right\rfloor$ is valid for the Node Packing polyhedron. The face it induces on $P_{N P}^{c h}$ is of dimension at least $p-1$, as
mentioned in Chapter 2. To lift vertex $v$ into this inequality and increase the inequality's dimension, it is necessary to find the maximum $\alpha_{v}$ for which the resulting inequality is still valid. The following theorem shows that this coefficient, $\alpha_{v}$, can be calculated from the value of $g_{v}^{o}$ in a minimal connection.

Theorem 3.2.1 Given a graph $G=(V, E)$, an induced odd-hole $H_{p}$ with the associated inequality $\sum_{i \in H_{p}} x_{i} \leq\left\lfloor\frac{p}{2}\right\rfloor$, and a node $v$ with a minimal $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection to $H_{p}$, the exact coefficient for lifting $v$ to the odd-hole inequality is $\alpha_{v}=\left\lfloor\frac{g_{v}^{o}}{2}\right\rfloor$.

Proof: To find $\alpha_{v}$, it is necessary to know the maximum number of hole nodes that can be in a valid packing that contains $v$. Alternatively, one needs to find the point $P^{N P}$ with $x_{v}=1$ that maximizes $\sum_{i=1}^{p} x_{i}$. Call this maximum value $h_{\max }$. Clearly $\alpha_{v}$ is equal to $\left\lfloor\frac{p}{2}\right\rfloor-h_{\text {max }}$.

Since $v$ is the only node being lifted, it suffices to consider only the induced subgraph of $H_{p} \cup\{v\}$. Further, since $v$ is in the packing, any node adjacent to $v$ cannot be in the packing thus $v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{q}}$ can be removed from the subgraph. After the deletion of these nodes, the resulting subgraph is a collection of vertex disjoint paths.

Since $v$ has a minimal $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection to $H_{p}$, all that's left in the graph after these deletions is a set of $g_{v}^{e}$ disjoint nodes. Clearly, the maximum node packing will contain all of these nodes, so $h_{\max }=g_{v}^{e}$. This gives $\alpha_{v}=\left\lfloor\frac{p}{2}\right\rfloor-g_{v}^{e}$. Since $p$ is odd, $\alpha_{v}=\frac{p-1}{2}-g_{v}^{e}$. and $2 \alpha_{v}+1=p-2 g_{v}^{e}$.

From the equations given above, $\sum_{k=1}^{q} s_{j_{k}}=p$. Since the connection is minimal, there must be $g_{v}^{o}$ many $s_{j_{k}}$ 's equal to 1 and $g_{v}^{e}$ many $s_{j_{k}}$ 's equal to 2 . Thus, $g_{v}^{o}+2 g_{v}^{e}=p$,
and $g_{v}^{o}=p-2 g_{v}^{e}$. So $2 \alpha_{v}+1=g_{v}^{o}, \alpha_{v}=\frac{g_{v}^{o}-1}{2}$, and since $g_{v}^{o}$ is odd, $\alpha_{v}=\left\lfloor\frac{g_{v}^{o}}{2}\right\rfloor$.

To extend this result, it is necessary to expand a minimal $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection to any general $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection. This can be done by increasing the size of the hole through adding pairs of nodes. The new nodes are non-adjacent to $v$, and are both inserted into the same $j_{k}$ gap. This way, $o_{j_{k}}$ and $t_{j_{k}}$ are not effected. The only change is that and $s_{j_{k}}$ and $p$ are both increased by 2 . It is obvious that this process can be repeated iteratively to create any arbitrary $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection. Using this hole expansion method, a stronger theorem can be shown.

Let the hole expanding function $X_{i}:\left(\mathbf{Z}^{+}, \mathbf{Z}^{+}, \mathbf{Z}_{+}^{\mathbf{q}}\right) \rightarrow\left(\mathbf{Z}^{+}, \mathbf{Z}^{+}, \mathbf{Z}_{+}^{\mathbf{q}}\right)$ be defined as $X_{i}\left(\left(g_{v}^{o}, g_{v}^{e}, S\right)\right)=\left(g_{v}^{o}, g_{v}^{e}, S^{\prime}\right)$ where $S^{\prime}=S+2 \xi_{i}$ and $\xi_{i}$ is the $i^{\text {th }}$ column of a $q \times q$ identity matrix. This $\left(g_{v}^{o}, g_{v}^{e}, S^{\prime}\right)$ connection describes a new graph, $G^{\prime}$, with an induced hole $H_{p+2}^{\prime}$. The exact lifting coefficient for node $v$ on this new connection is denoted $\alpha_{v}^{\prime}$.

To illustrate this function, consider the example in Figure 3.11. The figure shows the graph described by the connection $(3,2,(1,1,2,3,2))$, and how the $X_{3}$ function effects the associated graph.

Theorem 3.2.2 Given a graph $G=(V, E)$, an induced odd-hole $H_{p}$ with the associated inequality $\sum_{i \in H_{p}} x_{i} \leq\left\lfloor\frac{p}{2}\right\rfloor$, and a node $v$ with $a\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection to $H_{p}$, the exact coefficient for lifting $v$ to the odd-hole inequality is $\alpha_{v}=\left\lfloor\frac{g_{v}^{o}}{2}\right\rfloor$.

Proof: Theorem 3.2.1 shows that, for any minimal $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection, $\alpha_{v}=\left\lfloor\frac{g_{v}^{o}}{2}\right\rfloor$.


Figure 3.11: The $X_{i}$ function

Since the $X_{i}$ function can be applied iteratively to the minimal $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection to create any $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection, it is sufficient to show that one application of the function does not affect $\alpha_{v}$.

Assume that, for some $\left(g_{v}^{o}, g_{v}^{e}, S\right)$ connection, $\alpha_{v}=\left\lfloor\frac{p}{2}\right\rfloor-h_{\max }=\left\lfloor\frac{g_{v}^{o}}{2}\right\rfloor$. Apply $X_{i}$ to this connection. Then it is necessary to find $\alpha_{v}^{\prime}=\left\lfloor\frac{p+2}{2}\right\rfloor-h_{\text {max }}^{\prime}$.

As in the last theorem, since $v$ is the only node being lifted, it suffices to consider only the induced subgraph of $H_{p+2}^{\prime} \cup\{v\}$. Since $v$ is in the packing, the nodes $v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{q}}$ cannot be in the packing and can be removed from the subgraph.

After deleting these nodes, the resulting subgraph is a collection of vertex disjoint paths. Further, the only difference between the induced subgraphs on $H_{p+2}^{\prime} \backslash$ $\left\{v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{q}}\right\} \cup\{v\}$ and $H_{p} \backslash\left\{v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{q}}\right\} \cup\{v\}$ are the two nodes added by the $X_{i}$ function. Since these two nodes are adjacent, only one of them can be added to the packing. So, $h_{\max }^{\prime}=h_{\max }+1$. This means that $\alpha_{v}^{\prime}=\left\lfloor\frac{p+2}{2}\right\rfloor-\left(h_{\max }+1\right)=\left\lfloor\frac{p}{2}\right\rfloor+1-h_{\max }-1=$
$\alpha_{v}$. Thus $X_{i}$ does not affect the lifting coefficient for $v$ and the result follows.

The consequence of Theorem 3.2.2 is that finding $\alpha_{v}$ can be done in $O(n)$ time by checking the adjacencies between $v$ and $H_{p}$, then calculating the corresponding $g_{v}^{o}$. This process is referred to as the Odd Gap Lifting (OGL) procedure. This is an improvement over other odd-hole lifting schemes, which typically find these coefficients by setting up small Node Packing problems.

OGL provides a means for creating a sequential lifting scheme for odd-hole inequalities. It provides the exact coefficient for the first node lifted to the inequality, as well as an upper bound on the coefficient for any nodes lifted thereafter. Exact coefficients for the rest of the nodes can be determined by running OGL on groups of nodes.

For some graph $G=(V, E)$ and some $A \subseteq V$, let $\tau_{A}$ be the contraction of $A$ in $G$. Let the contracted graph be $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ where $V^{\prime}=\left\{\tau_{A}\right\} \cup V \backslash A$ and $E^{\prime}=\{\{i, j\}$ : $\{i, j\} \in E, i, j \notin A\} \cup\left\{\left\{\tau_{A}, j\right\}:\{i, j\} \in E, i \in A, j \in V \backslash A\right\}$. The node $\tau_{A}$ is also known as the supernode of $A$.

Recall that finding an exact lifting coefficient for node $v$ involves knowing the node packing that maximizes value of the existing inequality, given that $v$ must be included in the packing. Thus, OGL finds the maximum allowable contribution of $\alpha_{v} x_{v}$ to the odd-hole inequality, assuming $x_{v}$ equals one. Similarly, if OGL is run on supernode $\tau_{A}$, it assumes all member of $A$ are equal to one and finds the maximum allowable contribution of $\alpha_{\tau_{A}} x_{\tau_{A}}=\sum_{i \in A} \alpha_{i} x_{i}$ to the odd-hole inequality. Clearly, it must be true
that $\alpha_{\tau_{A}}=\sum_{i \in A} \alpha_{i}$.

Let $L \subset V \backslash V\left(H_{p}\right)$ be the set of vertices that have been lifted to the odd-hole inequality in some sequential lifting scheme. Call $v$ the next node to be lifted, and let $L_{v}=\{i: i \in L,\{i, v\} \notin E\}$ be the elements in $L$ not adjacent to $v$. Let $Y$ be a subset of $L_{v}$ that defines a valid node packing, so $\{i, j\} \notin E$ for all $i, j \in Y$. Note that $Y$ may be the empty set. If OGL is used to find $\alpha_{\tau_{Y \cup v}}$, then $\alpha_{\tau_{Y \cup v}}-\sum_{i \in Y} \alpha_{i}$ is a candidate for $\alpha_{v}$. Once a candidate has been found for every feasible $Y, \alpha_{v}$ equals the minimum of these candidates. The smallest candidate value is chosen because it is the one that keeps the inequality valid for all node packings.

To illustrate this, refer back to the sequential lifting example from Figure 2.6. Assume that nodes 8 and 9 have already been lifted to the odd-hole, giving the inequality $\sum_{i=1}^{7} x_{i}+2 x_{8} \leq 3$. The next node to be lifted is node 10. Currently, $L=\{8,9\}$ and $L_{10}=\{8\}$. There are two subsets of $L_{10}$ that define a valid node packing, namely $\{8\}$ and $\emptyset$. The value of $\alpha_{\tau_{\emptyset \cup\{10\}}}$ is simply the OGL coefficient for node 10 , which is 1 . For $\tau_{\{8,10\}}$, the contracted graph is shown in Figure 3.12. The OGL coefficient for this supernode is 3 , so the candidate for $\alpha_{10}$ is $\alpha_{\tau\{8,10\}}-\alpha_{8}=3-2=1$. The true value of $\alpha_{10}$ is the minimum of these two candidate values, so $\alpha_{10}=1$.

Of course, checking all subsets of $L_{v}$ could necessitate running OGL $2^{\left|L_{v}\right|}$ times. This means that finding lifting coefficients in this manner takes exponential time. Luckily, there are ways to intelligently determine lifting order and cut down on the necessary computation. This is the aim of the Cliques On Odd-holes Lifting procedure, which is


Figure 3.12: Contraction of nodes 8 and 10 from lifting example (Figure 2.6)
discussed in the next section.

### 3.2.1 OGL Extensions: Cliques On Odd-holes Lifting

To minimize the number of subsets of $L_{v}$ that need to be considered, another well known graph structure can be utilized. Any node in a clique is connected to all other clique members. So if the only nodes lifted before node $v$ are members of a clique containing $v$, node $v$ may be lifted in with its OGL coefficient. Then when determining the lifting coefficient of a node outside of the clique, it is immediately known that any subset of $L_{v}$ that contains two members of the clique does not constitute a valid node packing. Thus, by lifting large cliques of nodes together, the number of subsets of $L_{v}$ that need
to be checked is cut down drastically. This is the idea behind the Cliques On Odd-holes Lifting (COOL) procedure.

The COOL procedure seeks to efficiently determine a facet-defining inequality based on an odd-hole. Of course, depending on lifting order, an odd hole can give rise to multiple facet-defining inequalities. COOL seeks an order that lowers the necessary computational load. The main idea is to keep the number of feasible subsets of $L_{v}$ as low possible.

The first step in the COOL procedure is to determine the OGL coefficient for each node in $V \backslash H_{p}$. This only requires $O\left(n^{2}\right)$ effort, and the results are valuable. Since OGL gives an upper bound for the sequential lifting coefficient, it is immediately known that any node with an OGL coefficient of zero will be lifted in with that zero no matter when it is lifted. Thus, to keep $\left|L_{v}\right|$ as low as possible, these nodes are removed from the graph.

Next, the COOL procedure examines the nodes whose OGL coefficient is at the maximum possible value, $\left\lfloor\frac{p}{2}\right\rfloor$. These are nodes that are adjacent to every node in $H_{p}$, and thus $H_{p} \cup\{v\}$ induces a wheel. If a node is lifted in with this value, any node not adjacent to it must be lifted in with a zero. Again, zero coefficients mean that a node can be removed from the graph. It is thus advantageous to lift in these nodes whose OGL coefficient is $\left\lfloor\frac{p}{2}\right\rfloor$.

Of course, the natural inclination is to add as many of these nodes as possible. So, ideally, the next COOL step would be to find the maximum clique containing these
nodes. Unfortunately, finding a maximum clique is $\mathcal{N} \mathcal{P}$-Hard [32]. There are, however, many polynomial time algorithms for finding a maximal clique. Once COOL finds a maximal clique of these wheel-inducing nodes, the identity of each member is stored. Any node not adjacent to every clique member will be lifted in with a zero coefficient and can be removed from the graph.

After this is done, COOL proceeds by finding large cliques of unlifted nodes. Every member of the first clique may be lifted with its OGL coefficient. Beyond the first clique, the lifting coefficient must be found by running OGL on the supernodes created by $v$ and each feasible subset of $L_{v}$. Since COOL stores the identity of each clique lifted, the structure of all such feasible subsets is known.

Let $K^{i}$ denote the $i^{\text {th }}$ clique lifted in the COOL procedure. A feasible subset $Y \subseteq L_{v}$ is of the form $\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$ where $k$ is the number of cliques lifted so far, and $y_{i} \in K^{i}$ or $y_{i}=\emptyset$. The size of any one clique is bounded by $n$, the number of nodes. Clearly, the number of feasible subsets is then bounded by $n^{k}$.

As COOL is running OGL for each feasible subset of $L_{v}$, if zero is ever found as a candidate for $\alpha_{v}$, node $v$ is removed from the graph. If a clique ever loses one of it's members, COOL checks all other unlifted nodes to determine if the clique is still maximal. If it is no longer maximal, another node is added to the clique.

Once all nodes are either lifted or known to be zero, the procedure terminates and outputs a COOL inequality. This inequality is facet defining and may be added to the IP formulation of the Node Packing problem. The above-described method was coded
in C++ for a computational study. Methodology and results of this study are found in chapter 4.

### 3.2.2 A COOL Example



Figure 3.13: COOL example graph

Consider the graph shown in Figure 3.13. Notice the $H_{7}$ induced by nodes 1-7 with associated inequality $\sum_{i=1}^{7} x_{i} \leq 3$. The COOL procedure initiates by finding the OGL coefficient for nodes 8-16. The results are shown in Table 3.1. Since nodes 8, 14, and

15 , have an OGL coefficient of 0 , they can be removed from further consideration.

Table 3.1: Initial OGL coefficients for COOL example

| Node | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OGL Coefficient | 0 | 1 | 2 | 1 | 1 | 1 | 0 | 0 | 2 |

Next, COOL searches for nodes whose OGL coefficient equals $\left\lfloor\frac{p}{2}\right\rfloor$, which in this case is 3 . None exist, so the procedure proceeds by finding a maximal clique of the remaining nodes. Say that it finds the $K_{3}$ induced by nodes 10,11 , and 12 . Each of these nodes is lifted in with its OGL coefficient, making the inequality $\sum_{i=1}^{7} x_{i}+2 x_{10}+x_{11}+x_{12} \leq 3$. Now, $L=K^{1}=\{10,11,12\}$, and COOL looks for another maximal clique.

Say that the clique detection procedure finds nodes 9 and 16 . To lift in node 9 , the subsets of $L_{9}$ must be known. In this case, $L_{9}=\{10,12\}$ and the supernodes that must be checked are $\tau_{\{9,10\}}, \tau_{\{9,12\}}$, and $\tau_{\{9\}}$. The value of $\alpha_{\tau_{\{9\}}}$ is already known to be 1 . Then $\alpha_{\tau_{\{9,10\}}}$ is calculated to be 2 , so the candidate for $\alpha_{9}$ is $\alpha_{\tau_{\{9,10\}}}-\alpha_{10}=2-2=0$. Since a candidate was calculated to be 0 , node 9 is removed from the graph.

Moving on to the next node in the clique, $L_{16}=\{10,11,12\}$. The candidate values from $\tau_{\{10,16\}}, \tau_{\{11,16\}}, \tau_{\{12,16\}}$, and $\tau_{\{16\}}$ are found to be $1,1,1$, and 2 respectively. The minimum of these candidates is 1 , so $\alpha_{16}=1$.

The second clique has now been lifted, but since it lost one of its members (node 9), COOL looks at the remaining unlifted nodes to determine if any can be added to the clique. The only candidate is node 13 , which is not adjacent to 16 , so it cannot be added to the clique. This means that the second clique is now done, $K^{2}=\{16\}$,

$$
\begin{array}{l|llllllllllllllll|}
\mathrm{x}_{1} & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\mathrm{x}_{2} & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{3} & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{4} & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{5} & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{6} & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\mathrm{x}_{7} & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{8} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{9} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\mathrm{x}_{10} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
\mathrm{x}_{11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
\mathrm{x}_{13} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\mathrm{x}_{14} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{15} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mathrm{x}_{16} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1
\end{array}
$$

Figure 3.14: Affinely independent points for COOL example
$L=\{10,11,12,16\}$, and the inequality is now $\sum_{i=1}^{7} x_{i}+2 x_{10}+x_{11}+x_{12}+x_{16} \leq 3$.

COOL proceeds by finding the next maximal clique. In this case, node 13 is the only node left, so it is the final clique. The subsets of $L_{13}=\{10,11,16\}$ that need to be checked are the ones that contain at most one member of $K^{1}$ and one member of $K^{2}$. The sets that satisfy this condition are $\emptyset,\{10\},\{11\},\{16\},\{10,16\}$ and $\{11,16\}$. While checking these candidates, COOL finds that $\alpha_{\tau_{\{10,13,16\}}}=3$, making the candidate for $\alpha_{13}$ equal to $\alpha_{\tau_{\{10,13,16\}}}-\alpha_{10}-\alpha_{16}=3-2-1=0$. So node 13 is removed from the graph, and the procedure is complete. The final COOL inequality is $\sum_{i=1}^{7} x_{i}+2 x_{10}+x_{11}+x_{12}+x_{16} \leq$ 3, which is facet defining in $P_{N P}^{c h}$ as shown by the points in Figure 3.14.

## Chapter 4

## Computational Results

Because OGL does not involve solving an integer program to find lifting coefficients, it stands to reason that COOL would be more efficient than traditional methods for lifting to an odd-hole inequality. This hypothesis was tested on various random problems, using C++ coding language and the ILOG CPLEX 10.0 callable library [13]. The study was performed on an Intel (R) Core i7 computer with a 1.58 GHz processor and 3.0 GB of RAM.

The main goal of this study was to determine the time necessary to create a facet defining inequality from an odd-hole inequality through sequential lifting. This was done using two methods; first by COOL, then again by solving Node Packing problems for each variable to be lifted.

The study was executed on randomly generated weighted Node Packing instances. Objective coefficient values are uniformly distributed between 1000 and 2000. Node
adjacencies in each problem were determined based on some edge probability parameter. This parameter is a number between zero and one that represents the probability that any two nodes are adjacent. Once the graph is created, the code uses a depth-first search method to find 20 odd-holes of a specified size. Each hole is lifted by both methods to create facet defining cuts.

The COOL procedure is run as outlined in the previous chapter, using a well-known method for finding maximal cliques: After identifying which nodes are eligible to be lifted, the induced subgraph on this set of nodes is considered. The degree of each node is calculated, and the node with the minimum degree is removed from the subgraph. Nodes are removed until all $d$ remaining nodes have degree $d-1$. Ties are broken first by the lowest objective function coefficient, then by the lowest variable index.

The second procedure creates a Node Packing problem to determine exact lifting coefficients for every variable, after completing two preprocessing steps. The first step identifies all nodes with two or fewer adjacencies in the hole. It has been observed previously that such nodes will never have a positive lifting coefficient in the odd-hole inequality [39], a result which now follows directly from the theorems provided in section 3.2.

The second preprocessing step applies an idea from COOL: It searches for nodes adjacent to every node in the hole (nodes that, together with the hole, induce a wheel) and finds a maximal clique of these nodes. These nodes are lifted with a coefficient of $\left\lfloor\frac{p}{2}\right\rfloor$. As in COOL, any node not adjacent to every member of this clique is lifted with a
zero coefficient.

After this preprocessing, the procedure (hereafter referred to as the NP procedure) creates a Node Packing problem to find the exact lifting coefficient of every unlifted node. This problem is solved using the default settings of CPLEX's mixed integer programming solver. Lifting is done in ascending order of variable indices.

Both COOL and the NP procedure lift to each of the 20 holes found by the depthfirst search. The total lifting time is tracked for each procedure. Additionally, as a measure of cut strength, the LP relaxation is solved for the original problem, the problem with COOL cuts, and the problem with NP cuts. All LPs are solved with CPLEX's linear programming optimizer. The change in objective value gives a rough measure of the usefulness of each procedure's cuts. The study also keeps track of the number of variables with non-zero coefficients in each inequality, which helps to indicate the number of variables that will be affected by the cut.

Three input variables control what type of problem is solved. These variables are the size of the graph, the edge probability parameter, and the size of hole to be lifted. Prior research [39] has suggested that odd-hole inequalities are most likely to be useful on graphs with lower edge densities. For this reason, the study was run with edge probability parameters of $0.1,0.2$, and 0.3 . The number of nodes was either 100,200 , or 300 . The hole sizes used were 5,9 , and 13 . This gives 27 total combinations, each of which was run ten times.

Statistics for each factor combination are provided in Table 4.1. This table contains
the average of each value over all ten replications. The "Cut Time" columns display the average time taken to lift all 20 hole inequalities. Entries in the "IP/COOL" column show IP cut time divided by COOL cut time. The "LP \% Change" columns contain the average percentage decrease in the problem's linear relaxation solution when cuts were added. The "\# Vars" columns contain the average number of variables in the inequalities with non-zero coefficients, including the hole nodes.

The data suggests that COOL is indeed a significant improvement over NP in most instances. Over all trials, the NP procedure took $10 \%$ longer than COOL to complete the cuts. This result is heavily skewed to the 0.3 edge density, size 13 hole problems that took longest to run. In the worst case studied, COOL was slower than NP by a factor of three. However, in most instances, COOL was hundreds to thousands of times faster than NP.

On the lowest density graphs, COOL was uniformly fast no matter the value of the other parameters. This is encouraging, because low density graphs are where odd-hole inequalities are most useful. However, COOL's limitations were seen on the most edgedense graphs when the initial hole sizes are large. In particular, the only times that NP outperformed COOL were on the 0.3 density, size 13 hole instances with 200 and 300 nodes. In both of these situations, COOL displayed large variations in total cut times.

In the 200 node case, COOL was actually faster than NP in seven of the ten replications. However, COOL's total cut times ranged from 21 seconds to 197 seconds, while NP was always between 61 and 70 seconds. Over all ten replications, standard deviations

Table 4.1: COOL vs. NP computational results

| Edge Density | Hole <br> Size | \# of <br> Nodes | $\begin{gathered} \hline \hline \text { COOL } \\ \text { Cut Time } \\ (\mathrm{Sec}) \\ \hline \end{gathered}$ | $\qquad$ | $\begin{gathered} \text { NP/ } \\ \text { COOL } \end{gathered}$ | $\begin{gathered} \hline \hline \text { COOL } \\ \text { LP \% } \\ \text { Change } \end{gathered}$ | $\begin{gathered} \hline \hline \text { NP } \\ \text { LP \% } \\ \text { Change } \end{gathered}$ | $\begin{gathered} \hline \hline \text { \# Vars } \\ \text { in COOL } \\ \text { Cuts } \\ \hline \end{gathered}$ | $\begin{gathered} \hline \hline \text { \# Vars } \\ \text { in NP } \\ \text { Cuts } \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 5 | 100 | 0.000 | 0.091 | - | 10.0 | 10.1 | 5.3 | 5.3 |
|  |  | 200 | 0.005 | 0.422 | 91.67 | 8.1 | 8.2 | 5.6 | 5.6 |
|  |  | 300 | 0.005 | 0.972 | 211.28 | 7.3 | 7.2 | 6.0 | 6.0 |
|  | 9 | 100 | 0.002 | 0.666 | 416.06 | 11.9 | 12.2 | 10.4 | 10.4 |
|  |  | 200 | 0.005 | 3.058 | 650.60 | 11.1 | 11.1 | 11.3 | 11.3 |
|  |  | 300 | 0.003 | 6.224 | 2007.61 | 11.1 | 10.6 | 12.1 | 12.0 |
|  | 13 | 100 | 0.002 | 1.911 | 1273.93 | 14.1 | 13.9 | 15.8 | 15.8 |
|  |  | 200 | 0.011 | 7.774 | 694.06 | 14.5 | 14.4 | 17.6 | 17.5 |
|  |  | 300 | 0.014 | 14.66 | 1032.47 | 13.7 | 13.2 | 18.5 | 18.3 |
| 0.1 Density Averages |  |  | 0.01 | 3.98 | 786.31 | 11.3 | 11.2 | 11.4 | 11.3 |
| 0.2 | 5 | 100 | 0.002 | 1.216 | 759.88 | 20.4 | 19.8 | 6.9 | 6.8 |
|  |  | 200 | 0.011 | 4.453 | 404.85 | 17.5 | 17.0 | 7.8 | 7.6 |
|  |  | 300 | 0.006 | 9.105 | 1468.52 | 15.6 | 13.9 | 8.4 | 8.0 |
|  | 9 | 100 | 0.006 | 5.267 | 849.52 | 26.4 | 24.7 | 14.2 | 13.8 |
|  |  | 200 | 0.030 | 23.27 | 780.84 | 24.8 | 21.9 | 16.1 | 15.4 |
|  |  | 300 | 0.084 | 40.87 | 485.38 | 22.5 | 19.3 | 17.1 | 16.1 |
|  | 13 | 100 | 0.033 | 9.394 | 283.79 | 28.2 | 26.9 | 21.8 | 21.1 |
|  |  | 200 | 0.414 | 49.42 | 119.37 | 29.2 | 24.9 | 25.0 | 23.7 |
|  |  | 300 | 1.581 | 78.19 | 49.44 | 27.1 | 23.1 | 26.4 | 25.1 |
| 0.2 Density Averages |  |  | 0.24 | 24.58 | 102.0 | 23.5 | 21.3 | 16.0 | 15.3 |
| 0.3 | 5 | 100 | 0.002 | 3.480 | 2174.94 | 30.2 | 28.2 | 8.7 | 8.5 |
|  |  | 200 | 0.013 | 15.47 | 1227.80 | 25.9 | 23.8 | 9.7 | 9.7 |
|  |  | 300 | 0.020 | 36.55 | 1818.33 | 22.0 | 20.4 | 10.2 | 10.3 |
|  | 9 | 100 | 0.034 | 12.47 | 363.52 | 36.5 | 34.1 | 18.6 | 17.7 |
|  |  | 200 | 0.408 | 50.71 | 124.28 | 34.7 | 30.0 | 21.4 | 20.2 |
|  |  | 300 | 1.802 | 120.59 | 66.94 | 32.6 | 25.8 | 23.0 | 21.2 |
|  | 13 | 100 | 1.116 | 21.60 | 19.36 | 40.6 | 37.7 | 29.2 | 27.6 |
|  |  | 200 | 74.92 | 64.77 | 0.86 | 39.0 | 33.6 | 34.3 | 31.6 |
|  |  | 300 | 618.32 | 184.05 | 0.30 | 36.2 | 30.7 | 36.4 | 34.1 |
| 0.3 Density Averages |  |  | 77.40 | 56.63 | 0.73 | 33.1 | 29.4 | 21.3 | 20.1 |
| Overall Averages |  |  | 25.88 | 28.39 | 1.10 | 22.6 | 20.6 | 16.2 | 15.6 |

were found to be 53.1 for COOL, while only 2.93 for NP. A two sample t-test found no significant difference in mean cutting time with a $p$-value of 0.561 . The $95 \%$ confidence interval for the difference of the two means (COOL - NP) is (-27.9, 48.2).

In the 300 variable case, NP was faster than COOL in every instance. COOL took anywhere from 227 to 1717 seconds, with a standard deviation of 442 . NP was again more stable, with total times ranging from 179 to 192 and a standard deviation of 4.43. A two sample t-test found a statistically significant difference in the means with a $p$ value of 0.013 . The $95 \%$ confidence interval for the difference of the two means (COOL - NP) is (118, 750).

In general, COOL's large time deviations only existed in the high-density, large hole cases. The basic problem occurs because multiple vertices with non-zero coefficients exist, and thus COOL's exponential run time manifests. Consequently, COOL should probably not be used in these type of instances.

An interesting result is that the COOL inequalities tended to contain more variables with non-zero coefficients. This may be due to the fact that COOL lifts entire cliques at one time, instead of looking for new nodes individually. The COOL cuts also reduced the LP relaxation solution by a higher percentage, suggesting that they are just as strong or stronger than the randomly lifted NP cuts. This is likely due to the higher number of non-zero coefficients, and the clique tie-breaker rule that eliminates nodes with low objective value coefficients.

Since the results of this study suggested that COOL runs efficiently on the lowest

Table 4.2: Additional computational results for edge density 0.1

|  |  | COOL | NP |  | COOL | NP | \# Vars | \# Vars |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Problem | Hole | Cut Time | Cut Time | NP/ | LP \% | LP \% | in COOL | in NP |
| Size | Size | (Sec) | (Sec) | COOL | Change | Change | Cuts | Cuts |
| 1500 | 13 | 1.92 | 1147.94 | 599.20 | 8.7 | 7.4 | 22.4 | 21.5 |
| 1500 | 17 | 19.98 | 2076.65 | 103.96 | 10.6 | 8.7 | 30.0 | 28.9 |
| 1500 | 21 | 209.52 | 3122.49 | 14.90 | 12.0 | 9.5 | 37.4 | 36.2 |
| 2000 | 5 | 0.10 | 174.21 | 1684.84 | 2.9 | 2.6 | 7.8 | 7.5 |
| 3000 | 5 | 0.25 | 628.55 | 2514.19 | 2.4 | 2.0 | 8.4 | 7.8 |
| 4000 | 5 | 0.45 | 1548.44 | 3464.07 | 1.8 | 1.5 | 8.5 | 7.9 |
| AVERAGE |  | 38.70 | 1449.71 | 37.46 | 5.0 | 4.1 | 19.1 | 18.3 |

density graphs, more tests were run with an edge density parameter of 0.1 . These tests were run with greater initial hole sizes and with a larger number of variables. Five replications of each scenario were run. Results of these trials are shown in Table 4.2.

This data suggests that COOL continues to perform well with a large number of variables as long as the initial hole is small. In these cases, COOL completed its cuts thousands of times faster than NP. As hole sizes grow, the gap between NP and COOL decreases noticeably.

These extra trials continue to show that COOL cuts decrease the LP relaxation objective value more than the NP cuts. On average, COOL dropped the objective value $1 \%$ more than NP. COOL also continues to generate inequalities with more non-zero coefficients.

Looking at all of the data, it can be said that COOL performs well on graphs with a low edge density. COOL is also very efficient when lifting to a small initial hole. COOL struggles to compete with NP on medium density graphs when lifting to larger sized
holes.

These results suggest that the creation of a modified COOL algorithm could be beneficial. This algorithm would run COOL in the right circumstances, then switch to NP or some approximate method when appropriate. For instance, it appears that inequalities with more than 30 non-zero coefficients cause problems for COOL. A modified COOL algorithm may decide to approximate lifting coefficients after the first 30 nodes have been lifted. Such a procedure could still create useful cuts, while minimizing computational time.

## Chapter 5

## Conclusion and Future Research

This research proposed two different methods for lifting in the Node Packing problem. The first was the Simultaneous Lifting Expansion, which combines two known inequalities to create one stronger inequality. Simultaneous lifting in Node Packing problems has only been addressed once in the literature [14], so this research represents a significant advancement to this area. SLE allows for the creation of valid inequalities that are unachievable by currently known methods.

The second contribution is the Cliques On Odd-holes Lifting procedure. This method takes an odd-hole inequality and sequentially uplifts variables to create a facet defining cut. This method is unique in that it does not solve an Integer Program to find lifting coefficients. Instead, it makes use of the Odd Gap Lifting procedure, which determines lifting coefficients by examining node adjacencies.

Several Node Packing branch and cut algorithms have made use of lifted odd-hole
inequalities [29, 38, 39, 49]. Research has suggested that these inequalities are generally not as useful as other cuts (e.g. clique inequalities), but are more likely to be useful under certain circumstances. In particular, lifted odd-hole inequalities are most useful when edge densities are low. This is exactly the situation in which COOL performs best, suggesting that COOL is a viable option for these branch and cut procedures. As such, an implementation of COOL in the right circumstances may be beneficial in solving IPs.

### 5.1 Future Research

The work done for this thesis points to several areas for future research. Possible future research exists for both theory and computation. In particular, SLE may motivate more theoretical research, while COOL encourages more computational research.

While SLE provides interesting theoretical properties, the requisite underlying structures are unlikely to occur in general Node Packing instances. As such, application of SLE would be of little practical use. Still, there is little known about simultaneous lifting in Node Packing problems, and continued research in this area may yet provide practical results and new facet defining structures.

Concepts from SLE may also be applied to simultaneous lifting procedures in other classes of Integer Programs. SLE takes two facet defining structures with a common node, and creates a new facet defining cut through a mix of up and down lifting. This is, to the best of the author's knowledge, the first simultaneous lifting method that can do this. It may be possible to create similar methods in other Integer Program-
ming problems. For example, there may be some analogous method for combining two overlapping cover inequalities in a knapsack problem.

Computational results for COOL indicate that it may be fit for implementation in commercial software under the right conditions. More computational studies should be completed before this can be known for sure. Further research may point to particular conditions when lifted odd-hole inequalities are beneficial in solving IPs.

While COOL provides an improved method for lifting to odd-holes, other researchers have suggested that approximated inequalities can be found quickly and perform about as well as exact inequalities [29, 38]. It may be useful to complete a computational study comparing run-times and cut qualities of COOL with an approximate method. Such a study could highlight the advantages of using COOL over an approximate method.

In every size problem tested for this thesis, COOL performed admirably in low edge weight graphs. However, the procedure's exponential nature began to show on medium density problems when lifting to larger holes. It would be beneficial to further define COOL's limitations to determine when approximation methods are preferable to COOL. This data would inform the creation of a modified COOL procedure, which runs COOL in situations when it is most advantageous, and uses another method otherwise.

Finally, once a modified COOL procedure has been created, it could be implemented in a branch and cut routine and tested against a commercial optimization software. This could further define the conditions in which lifted odd-hole inequalities improve IP solving time. Similar tests have been run previously, but not with the COOL method.
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