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\subsection*{1.0 INTRODUCTION}

This thesis touches briefly on several phases of Radiation Chemistry; however, most of the attention is given to computation of electron energy spectra arising from several types of radiation. These spectra are necessary for accurate determination of the chemical yield induced by these electrons. The purpose of this work is to accurately predict the chemical yield of a reaction induced by ionizing radiation and thereby predict the molecular yield of a certain chemical species per 100 ev of radiation \(\mathrm{ab}-\) sorbed (G values). From the electron spectra and the electron cross section, \(k(E, \tau)\), the chemical yield for a simple chemical reaction is determined. By treating a set of complex reactions as a simple reaction, \(G\) values are predicted for the oxygen-free Fricke dosimeter.

This work considers a very simple but typical reaction mechanism. It is assumed that the medium being irradiated breaks into free radicals to provide the mechanism for the chemical stage, which is justified by Kupper\(\operatorname{man}(16)\). Specifically, the reaction mechanism is:
\[
\begin{array}{lr}
R_{2} \rightarrow 2 R & 1 \\
R+R \rightarrow R_{2} & 11 \\
R+S \rightarrow R S & 111
\end{array}
\]
in which \(R\) is the free radical and \(S\) is a reactive solute.
To predict the chemical yield over a wide range of linear energy transfer (LET), both a track model and a spur model are used. For radiation of low LET, energy is transferred to the medium in discrete bundles and the spur theory is valid. If the radiation has a high \(L E E\), the \(R\) species are generated continuously along a cylindrical track and the cylindrical track
model must be used. An extensive example is presented in section 2.1 for a radical diffusion kinetics spur model. No development is given for the cylindrical track model. The necessary information from the track model is taken from a paper by Faw and Miller (10).

Usually, theoretical formulations of a problem involve several unknown parameters, and there are a number of parameters associated with the theoretical prediction of the chemical yield. If the LET of the radiation is such that the spur theory is valid, one must know, determine or assume: (a) D, the diffusion constant of the medium, (b) \(r_{0}\), the spur radius, (c) \(\ell^{\prime}\left(E, \delta_{c}\right)\), a spectrum of spur separation distances, \((d)\langle\bar{\tau}\rangle\), a weighted average spur size, and (e) \(\delta_{c}\), an effective maximum spur size. Other uncertainties are involved but the above is the extent of those considered in this work. The parameters of \(D, r_{0}\) and \(\delta_{c}\) are chosen from a previous work by Faw and Miller (10) while \(\langle\bar{\tau}\rangle\) and \(\ell^{\prime}\left(E, \delta_{c}\right)\) are obtained herein. Problems associated with predicting the chemical yield from the cylindrical track model are not considered in this work.

The uncertainty in \(\langle\bar{\tau}\rangle\) and \(\ell^{\prime}\left(E, \delta_{c}\right)\) stems from the lack of knowledge of the electron-electron collision cross section, \(k(E, \tau)\), for low energy \(E\) as well as for small energy losses \(\tau\). A reasonably good approximation of the cross section for small energy losses is obtained from a synthesized cross section utilizing inelastic collision cross section data. It is necessary to know the electron-electron collision cross section for low energy electrons to obtain accurate results for the average spur size and for the spectrum of spur separation distances. An extrapolation is performed for \(E\) below 2 Kev , which may or may not be accurate. Both \(\langle\bar{\tau}\rangle\) and \(\ell^{\prime}\left(E, \delta_{c}\right)\) are fairly strong functions of \(\delta_{c}\).

The theory is given in section 2.0 and is broken into 10 subsections. The results are presented and discussed in section 3.0. Likewise, the computer programs are explained in corresponding subsections of section 6.0 . Remaining sections are adequately described in the Table of Contents.

\subsection*{2.0 DEVELOPMENT OF THE THEORY}

\subsection*{2.1 Development of the Diffusion Kinetics Model for Application to Spur Coalescence}

Chemical yields of reactions induced by ionizing radiation may be estimated within the accuracy of the mathematical model. Results are obtained by the solution of the partial differential equations describing simultaneous chemical reaction and diffusion along the tracks of the particles. For simple reactions, various approximate analytical solutions to the equations have been published as well as have some solutions obtained by direct numerical integration of the equations. An approximate analytic solution for the chemical yield is presented in this work.

The theoretical development of the diffusion kinetics model utilizes the prescribed diffusion hypothesis (which will be explained later) to obtain an approximate analytic solution to the diffusion kinetics equation. A comparison between results obtained by prescribed diffusion and numerical integration is given by Kupperman (16).

The radiation-chemical process is conveniently separated into three distinct stages. The first stage is the physical interaction of the radiation with the medium and may be described by the following expression:
(Medium + Radiation \(=\) Highly Excited Ions and Molecules + Energetic Electrons).

This physical stage, consisting of the dissipation of radiant energy in the system, has a duration on the order of \(10^{-15}\) seconds or less.

The second stage is the physiochemical stage and consists of those processes which lead to the establishment of thermal equilibrium in the system.

According to Kupperman (16), its duration is on the order of \(10^{-11}\) seconds for aqueous solutions. During this stage, highly excited ions and molecules lost most of their excitation energy, and it is assumed that the radiationproduced electrons and ions interact with the surrounding medium. Using water for an example, the following expression for the loss of excitation energy could be written:
\[
\left.\begin{array}{c}
\mathrm{H}_{2} \mathrm{O}^{*} \rightarrow \mathrm{H}_{2} \mathrm{O} \text { (intermal conversion) } \\
\mathrm{H}_{2} \mathrm{O}^{*} \rightarrow \mathrm{H}+\mathrm{OH} \\
\left(\mathrm{H}_{2} \mathrm{O}^{+}\right)^{*} \rightarrow \mathrm{H}_{2} \mathrm{O}^{+} \text {(internal conversion) } \\
\mathrm{H}_{2} \mathrm{O}^{+}+\mathrm{H}_{2} \mathrm{O}+\mathrm{H}_{3} \mathrm{O}^{+}+\mathrm{OH}  \tag{5}\\
\mathrm{e}^{-}+\mathrm{e}^{-}
\end{array}\right\rangle
\]

It is usually assumed that the atom and the free radical \({ }^{1} \mathrm{H}\) and OH , are produced during the second stage in or near the region in which the energy is released by the radiation. According to Magee (18), "It is possible to think of the excitation produced by a primary particle as a wave packet formed as a superposition of excited states of the constituent molecules. The un-
\({ }^{1}\) Free Radical according to Longuet-Higgins, H. C., "Reactions of Free Radicals in the Gas Phase", Sugden, ed., The Chemical Society (London), 1957, p. 5. We . . . restrict the term to molecular species in which there is at least one unpaired electron associated with an atom . . . of a nonmetallic element whose valency shell normally comprises an even number of electrons, all paired.
certainty principle limits the extent to which we can localize such a wave packet. The wave length associated with momentum change ( \(\Delta P\) ) of the particle is
\[
\begin{equation*}
\lambda(\Delta \mathrm{P})=\frac{\mathrm{h}}{\Delta \mathrm{P}}=\frac{\mathrm{h} v}{\varepsilon} \tag{6}
\end{equation*}
\]
where \(\varepsilon\) is the energy loss, \(h\) is Plank's constant and \(v\) is the particle velocity. If \(\mathrm{v}=10^{10} \mathrm{~cm} / \mathrm{sec}\) and \(\varepsilon=5 \mathrm{ev}\), then \(\lambda=100 \AA\) and it is evident that such excitation cannot in any reasonable approximation be considered as localized in a molecule." This localized energy loss initiates a spurl.

The third or chemical stage consists of diffusion and chemical reaction of the reactive species and leads to the establishment of chemical equilibrium. Its duration ranges from \(10^{-8}\) seconds and upwards according to Kupper\(\operatorname{man}(16)\). During this final stage, diffusion, occurring simultaneously with chemical reaction, causes expansion of the spur to radil exceeding the initial value \(r_{0}\). For the one radical model the following three reactions denote those considered to be occurring during the third stage:
\[
\begin{gather*}
R_{2} \rightarrow 2 R  \tag{7}\\
R+R \rightarrow R_{2}  \tag{8}\\
R+S \rightarrow R S \tag{9}
\end{gather*}
\]
in which (R) denotes a free radical and (S) denotes a reactive solute molecule.

If the order of these reactions is known, the diffusion kinetics equation, which describes the chemical action during the third stage, can easily

\footnotetext{
\({ }^{1}\) Spur This localized region maintains its identity as a Spur but increases in size as a result of diffusion.
}
be written by performing a simple material balance. For the one radical model Eqs. (8) and (9) describe the chemical action. Since Eq. (8) describes a second order reaction and Eq. (9) a first order reaction, the production terms are \(k_{R R} C_{R}{ }^{2}(\vec{r}, t)\) and \(k_{R S} C_{S} C_{R}(\vec{r}, t)\), respectively. Diffusion loss terms are, in general, \(-D \nabla^{2} C_{R}(\vec{r}, t)\). The rate balance for component \(R\) is:
\[
\begin{equation*}
D \nabla^{2} C_{R}(\vec{r}, t)-k_{R R} C_{R}^{2}(\vec{r}, t)-k_{R S} C_{S} C_{R}(\vec{r}, t)=\frac{\partial C_{R}(\vec{r}, t)}{\partial t} \tag{10}
\end{equation*}
\]
in which \(D=\) diffusion constant
\[
\begin{aligned}
\vec{r} & =\text { generalized space vector } \\
C_{R}(\vec{r}, t) & =\text { free radical concentration } \\
k_{R R} & =\text { rate constant for radical recombination } \\
k_{R S} & =\text { rate constant for radical-solute reaction } \\
\nabla^{2} & =\text { Laplacian Operator } .
\end{aligned}
\]

For angularly independent cylindrical coordinates, the Laplacian operator is \(\nabla_{c}^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{\partial^{2}}{\partial z^{2}}\). For angularly independent spherical coordinates, it is \(\nabla_{S}{ }^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{2}{r} \frac{\partial}{\partial r}\). This type of non-linear partial differential equation is of second order in space, first order in time, and probably has no exact analytical solution. The approximate analytical solution will be for equally-spaced, equally-sized spherical spurs which obey the following three major assumptions given by Kupperman (16): (a) the initial distribution of radicals in a spur is Gaussian; (b) the Gaussian form is preserved as the spur expands in spite of the reactions that go on; and (c) the variation of the radius of the Gaussian distribution with time is the same as it would be if only diffusion were occurring. The basic underlying motivation of the three assumptions seems to have been the mathematical tractability of the
problem. Assumptions (b) and (c) have been called the "prescribed diffusion hypothesis" and this terminology will be used.

The first step of the mathematical development will be to present the basis for the prescribed diffusion hypothesis by solving the time dependent diffusion equation for one spur. The equation to be solved is:
\[
\begin{equation*}
D \nabla_{S}^{2} C_{R}^{\prime}(r, t)=\frac{\partial}{\partial t^{\prime}} C_{R}^{\prime}(r, t) \tag{11}
\end{equation*}
\]
with the following initial and boundary conditions for spherical coordinates:
1) \(C^{\prime}{ }_{R}(r, 0)=N_{0} \frac{\delta(r)}{4 \pi r^{2}}\)
2) \(C^{\prime}{ }_{R}\left(\infty, t^{\prime}\right)=0\)
3) \(\left.\frac{\partial C_{R}^{\prime}(r, t)}{\partial r}\right|_{r=0}=0\).

For Eq. (1l), the following variables are defined:
\(N_{0}=\) initial number of free radicals
\(t^{\prime}=\) time scale considering a point source
\(\delta(r)=\) Dirac delta function
\(C^{\prime}{ }_{R}\left(r, t^{\prime}\right)=\) radical concentration for diffusion from a point source.
This equation is solved by first solving the infinite one-dimensional case for plane geometry and then differentiating to obtain the point source expression. For the one-dimensional case, let \(\nabla_{p l}^{2}=\frac{\partial^{2}}{\partial x^{2}}\). Then Eq. (11) becomes:
\[
\begin{equation*}
D \nabla_{p l}^{2} C_{R}^{\prime}\left(x, t^{\prime}\right)=\frac{\partial}{\partial t^{\prime}} C_{R}^{\prime}\left(x, t^{\prime}\right) . \tag{12}
\end{equation*}
\]

The solution is obtained by taking the Fourier transform of the space vari-
able, the Laplace transform of the time variable, the inverse Laplace transform of the time variable, and finally the inverse Fourier transform of the space variable. The definitions of the transforms are:

Fourier
\[
\begin{equation*}
\mathcal{Z}\left(\omega, t^{\prime}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} f\left(x, t^{\prime}\right) e^{i \omega x} d x \tag{13}
\end{equation*}
\]
in which \(\omega\) is the transform variable.

\section*{Inverse Fourier}
\[
\begin{equation*}
f\left(x, t^{\prime}\right)=\mathcal{F}^{-1}\left(\omega, t^{\prime}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \not \partial\left(\omega, t^{\prime}\right) e^{-i \omega x} d \omega . \tag{14}
\end{equation*}
\]

Laplace
\[
\begin{equation*}
F(x, s)=\int_{0}^{\infty} e^{-s t^{\prime}} f\left(x, t^{\prime}\right) d t^{\prime} \tag{15}
\end{equation*}
\]
in which \(s\) is the transform variable.
Inverse Laplace
\[
\begin{equation*}
f\left(x, t^{\prime}\right)=F^{-1}(x, s)=\frac{1}{2 \pi^{i}} \int_{c-i \infty}^{c+i \infty} F(x, s) e^{s t^{\prime}} d s . \tag{16}
\end{equation*}
\]

Taking the Fourier transform of Eq. (12) gives:
\[
\begin{align*}
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} D \nabla_{p l}^{2} C_{R}^{\prime}\left(x, t^{\prime}\right) e^{i \omega x^{\prime}} d x & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \frac{\partial}{\partial t^{\prime}} C^{\prime}{ }_{R}\left(x, t^{\prime}\right) e^{i \omega x^{\prime}} d x  \tag{17}\\
D(i \omega)^{2} C_{R}^{\prime}\left(\omega, t^{\prime}\right) & =\frac{\partial}{\partial t^{\prime}} C_{R}^{\prime}\left(\omega, t^{\prime}\right)  \tag{18}\\
-D \omega^{2} C_{R}^{\prime}(\omega, t) & =\frac{\partial}{\partial t^{\prime}} C_{R}^{\prime}\left(\omega, t^{\prime}\right) \tag{19}
\end{align*}
\]

Taking the Laplace transform gives:
\[
\begin{equation*}
-D \omega^{2} C_{R}^{\prime}(\omega, s)=s C_{R}^{\prime}(\omega, s)-C_{R}^{\prime}(\omega, 0) \tag{20}
\end{equation*}
\]
in which
\[
\begin{gather*}
C_{R}^{\prime}(\omega, 0)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \delta(x) N_{0} e^{1 \omega x} d x  \tag{21}\\
C_{R}^{\prime}(\omega, 0)=\frac{N_{0}}{\sqrt{2 \pi}} . \tag{22}
\end{gather*}
\]

Substitution of Eq. (22) into Eq. (20) gives:
\[
\begin{equation*}
C^{\prime}{ }_{R}(\omega, s)=\frac{N_{0}}{\sqrt{2 \pi}} \frac{1}{s+D \omega^{2}} . \tag{23}
\end{equation*}
\]

Taking the inverse Laplace of Eq. (23) gives:
\[
\begin{equation*}
C_{R}^{\prime}\left(\omega, t^{\prime}\right)=\frac{N_{0}}{\sqrt{2 \pi}} e^{-D_{\omega}{ }^{2} t^{\prime}} \tag{24}
\end{equation*}
\]

Finally, one needs to find the inverse Fourier transform of Eq. (24) which reads:
\[
\begin{gather*}
C_{R}^{\prime}\left(x, t^{\prime}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \frac{N_{0}}{\sqrt{2 \pi}} e^{-D \omega^{2} t^{\prime}} e^{-1 \omega x^{\prime}} d_{\omega}  \tag{25}\\
C_{R}^{\prime}\left(x, t^{\prime}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \frac{N_{0}}{\sqrt{2 \pi}} e^{-D \omega^{2} t^{\prime}}[\cos (\omega x)+1 \sin (\omega x)] d_{\omega} \tag{26}
\end{gather*}
\]

Since \(e^{-D \omega^{2} t '}\) is an even function in \(\omega\), it is necessary only to find the cosine transform:
\[
\begin{align*}
C_{R}^{\prime}\left(x, t^{\prime}\right) & =\frac{2 N_{0}}{2 \pi} \int_{0}^{\infty} e^{-D \omega^{2} t^{\prime}} \cos (\omega x) d x  \tag{27}\\
C_{R}^{\prime}\left(x, t^{\prime}\right) & =\frac{N_{0}}{2 \sqrt{\pi}} \frac{1}{\sqrt{D t^{\prime}}} e^{-x^{2} / 4 D t^{\prime}} \tag{28}
\end{align*}
\]

Since
\[
\begin{equation*}
\left.\frac{\partial}{\partial x} C^{\prime}\left(x, t^{\prime}\right)\right|_{x=r}=-2 \pi C^{\prime}(r, t) \tag{29}
\end{equation*}
\]

Eq. (28) is differentiated and Eq. (29) is utilized, thus obtaining:
\[
\begin{equation*}
C^{\prime}\left(r, t^{\prime}\right)=\frac{N_{0} e^{-r^{2} /\left(4 D t^{\prime}\right)}}{\left(4 \pi D t^{\prime}\right)^{3 / 2}} \tag{30}
\end{equation*}
\]
in which \(r\) is the distance from the center of the spherical spur.
Shifting the time scale \({ }^{l}\) to \(t^{\prime}=t+T\) and defining \(T=\frac{r_{0}^{2}}{2 D}\), results in:
\[
\begin{equation*}
C_{R}^{\prime}(r, t)=\frac{N_{0} e^{-r^{2} /\left(4 D t+2 r_{0}^{2}\right)}}{\left\{\pi\left(4 D t+2 r_{0}^{2}\right)\right\}^{3 / 2}} \tag{31}
\end{equation*}
\]

By utilizing the prescribed diffusion hypothesis, the following equations result:
\[
\begin{equation*}
C_{R}(r, t)=\frac{\left.N_{R}(t) e^{-r^{2} /(4 D t}+2 r_{0}^{2}\right)}{\left\{\pi\left(4 D t+2 r_{0}^{2}\right)\right\}^{3 / 2}} \tag{32}
\end{equation*}
\]
or
\[
\begin{equation*}
C_{R}(r, t)=N_{R}(t) \phi(r, t) . \tag{33}
\end{equation*}
\]
where \(C_{R}(r, t)\) is the free radical concentration corresponding to the shifted time scale and \(N_{R}(t)\) is the number of free racicals per spur.

Substituting Eq. (33) into Eq. (10) gives:

\footnotetext{
\({ }^{1}\) The fictitious time \(T\) is the time that the radicals would require to diffuse to a radius \(r_{0}\) if they came from a point source.
}
\[
\begin{align*}
& \mathrm{DN}_{R}(t) \nabla_{S}^{2}\{\phi(r, t)\}-k_{R R} N_{R}^{2}(t) \phi{ }^{2}(r, t) \\
& -k_{R S} N_{R}(t) \phi(r, t) C_{S}=\frac{\partial}{\partial t} N_{R}(t) \phi(r, t) . \tag{34}
\end{align*}
\]

The diffusion kinetics equation may be simplified by the following redefinition of functions:
\[
\begin{align*}
C_{R}(r, t) & =\psi_{R}(r, t) e^{-k S_{R} C_{S} t}  \tag{35}\\
\psi_{R}(r, t) & =N_{R}(t) \phi(r, t) e^{k_{R S} C_{S} t} \tag{36}
\end{align*}
\]

Substitution of Eq. (35) into Eq. (10) gives:
\[
\begin{equation*}
D \nabla_{S}^{2} \psi_{R}(r, t)-k_{R R} \psi_{R}^{2}(r, t) e^{-k_{R S} C_{S} t}=\frac{\partial \psi_{R}(r, t)}{\partial t} \tag{37}
\end{equation*}
\]

With the definition
\[
\begin{equation*}
M_{R}(t)=N_{R}(t) e^{k_{R} C_{S} S^{t}} \tag{38}
\end{equation*}
\]
substitution of Eq. (38) into Eq. (36) and Eq. (36) into Eq. (37) gives:
\[
\begin{equation*}
D M_{R}(t) \nabla_{S}^{2} \phi(r, t)-k_{R R} M_{R}^{2} e^{-k k_{R S} C_{S}^{t}} \phi^{2}(r, t)=\frac{\partial}{\partial t}\left\{M_{R}(t) \phi(r, t)\right\} \tag{39}
\end{equation*}
\]

For the case of one spur and solute competition, one needs to solve Eq. (39).
For the case of \(n\) spurs with centers aligned and solute competition,
Eq. (39) may be rewritten as:
\[
\begin{gather*}
\mathrm{DM}_{R}(t) \nabla_{c}^{2} \phi\left(r_{c}, z, t\right)-k_{R R} M_{R}^{2}(t) e^{-k_{R S} C_{S}^{t}}{ }_{\phi}^{2}\left(r_{c}, z, t\right) \\
=\frac{\partial}{\partial t}\left\{M_{R}(t) \phi\left(r_{c}, z, t\right)\right\} . \tag{40}
\end{gather*}
\]

To solve the problem for \(n\) spurs equally spaced, the expression for \(\phi\left(r_{c}, z, t\right)\) from the spherical case may be utilized.

From Eq. (32) it is evident that
\[
\begin{equation*}
\phi(r, t)=\frac{e^{-r^{2} /\left(4 D t+2 r_{0}^{2}\right)}}{\left\{\pi\left(4 D t+2 r_{0}^{2}\right)\right\}^{3 / 2}} \tag{41}
\end{equation*}
\]
in spherical geometry, where \(r\) is the radius of the spur. For cylindrical geometry, the following diagram indicates that for the \(1^{\text {th }}\) spur, \(r\) must be replaced by


To help explain the formalism, consider a system of orthogonal cartesian axes whose origin is the center of the first spur and whose \(z\) axis is the track axis. Let \(r_{c}\) be the distance from the track axis and \(z\) the distance along the track axis. Due to the cylindrical symmetry of the problem, \(C_{R}\) has no angular dependence and is shown by:
\[
\begin{equation*}
C_{R}\left(r_{c}, z, t\right)=N_{R}(t) \phi_{\phi}\left(r_{c}, z, t\right)=\frac{N_{R}(t) \sum_{i=1}^{n} \exp \left[-\left[\frac{r_{c}{ }^{2}+\left(z-z_{i}\right)^{2}}{2 r_{0}{ }^{2}+4 D t}\right]\right.}{n \pi^{3 / 2}\left\{2 r_{0}{ }^{2}+4 D t\right\}^{3 / 2}} \tag{43}
\end{equation*}
\]

As before, \(N_{R}(t)\) is the total number of radicals produced and \(n\) the number of spurs.

To solve Eq. (40) for \(M_{R}(t)\) it is necessary first to integrate over the space variables \(\left(r_{c}\right)\) and \((z)\). Writing the equation in integral form gives:
\[
\begin{align*}
& M_{R}(t) \\
& \int_{V} \nabla_{c}^{2} \phi\left(r_{c}, z, t\right) d V-k_{R R} M_{R}^{2}(t) e^{-k_{R S} C_{S} t}  \tag{44}\\
& =M_{V}^{R}(t) \int_{V}^{2}\left(r_{c}, z, t\right) d V \\
\partial t & \partial \phi\left(r_{c}, z, t\right) \\
\partial t &
\end{align*}
\]

For simplicity, each term of Eq. (44) is considered separately.
\[
\underline{\text { Term } 1}=\int_{V} \phi^{2}\left(r_{c}, z, t\right) d V=\int_{-\infty}^{\infty} d z \int_{0}^{\infty} 2 \pi r_{c} d r_{c} \phi^{2}\left(r_{c}, z, t\right)
\]
in which
\[
\begin{equation*}
\phi^{2}\left(r_{c}, z, t\right)=\frac{e^{-2 r^{2} / q^{2}}}{n^{2} q^{3 / 2} \pi^{3 / 2}} \sum_{i=1}^{n} \sum_{j=1}^{n} e^{-\left\{\left(z-z_{i}\right)^{2}+\left(z-z_{j}\right)^{2}\right\} / q^{2} .} \tag{45}
\end{equation*}
\]
and
\[
\begin{equation*}
q^{2}=\left(4 D t+2 r_{o}^{2}\right)^{2} \tag{46}
\end{equation*}
\]

Integration for term 1 yields:
\[
\begin{gather*}
\int_{V} \phi^{2}\left(r_{c}, z, t\right) d V=\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} e^{\left(z_{i}-z_{j}\right)^{2} / 2\left(4 D t+2 r_{o}^{2}\right)}}{n^{2}\left\{2 \pi\left(4 D t+2 r_{o}^{2}\right)\right\}^{3 / 2}}  \tag{47}\\
\frac{\text { Term } 2}{}=\int_{V} \nabla_{c}^{2} \phi\left(r_{c}, z, t\right) d V
\end{gather*}
\]

Let \(R=r_{c} / \sqrt{q}\) and \(z_{i}=\left(z-z_{i}\right) / \sqrt{q} ; \sqrt{q} d Z_{i}=d z\) and \(\sqrt{q} d R=d r_{c}\).
\[
\begin{equation*}
\int_{V} \nabla_{c}^{2} \phi\left(r_{c}, z, t\right) d V=\frac{1}{n \pi} 3 / 2 \sum_{i=1}^{n} \int_{\infty}^{\infty} d z_{i} \int_{0}^{\infty} 2 \pi R d R \nabla_{c}^{2}\left\{e^{-R^{2}} e^{-z_{1}^{2}}\right\} \tag{48}
\end{equation*}
\]
in which
\[
\begin{equation*}
\phi_{i}\left(R, z_{i}, t\right)=\frac{e^{-R^{2}} e^{-z_{i}^{2}}}{n \pi \pi^{3 / 2} q^{3 / 2}}=E e^{-R^{2}} e^{-z_{i}^{2}} \tag{49}
\end{equation*}
\]
and
\[
\begin{equation*}
E=\frac{1}{n(\pi q)^{3 / 2}} \tag{50}
\end{equation*}
\]

Note the following:
\[
\begin{gather*}
\frac{\partial \phi_{1}}{\partial R}=-2 R \phi_{1}  \tag{51}\\
\frac{\partial^{2} \phi_{1}}{\partial R^{2}}=-2 R \frac{\partial \phi_{1}}{\partial R}-2 \phi_{1}=4 R^{2} \phi_{1}-2 \phi_{1}  \tag{52}\\
\frac{1}{R} \frac{\partial \phi_{1}}{\partial R}=-2 \phi_{1}  \tag{53}\\
\frac{\partial \phi_{1}}{\partial Z_{1}}=-2 Z_{i} \phi_{1}  \tag{54}\\
\frac{\partial^{2} \phi_{1}}{\partial Z_{i}^{2}}=2 \phi_{1}\left(2 Z_{1}^{2}-1\right) . \tag{55}
\end{gather*}
\]

Since
\[
\begin{equation*}
\nabla_{c}^{2}=\left[\frac{\partial^{2}}{\partial R^{2}}+\frac{1}{R} \frac{\partial}{\partial R}+\frac{\partial^{2}}{\partial Z_{i}^{2}}\right] \frac{1}{q} \tag{56}
\end{equation*}
\]
\[
\begin{gather*}
\nabla_{c}{ }_{c}^{2} \phi_{i}\left(R, Z_{i}, t\right)=2 \phi_{i}\left(R, Z_{i}, t\right)\left(2 R^{2}+2 Z_{i}^{2}-3\right) \frac{1}{q}  \tag{57}\\
\int_{V} \nabla_{c}^{2} \phi_{i}\left(R, Z_{i}, t\right)=\frac{4 \pi E^{-1}}{n \pi} 3 / 2\left\{\frac{\sqrt{\pi}}{4}-\frac{\sqrt{\pi}}{4}\right\} \frac{1}{q}=0, \tag{58}
\end{gather*}
\]
or
\[
\begin{gather*}
\int_{V} \nabla_{c}^{2} \phi\left(r_{c}, z, t\right) d V=0 .  \tag{58}\\
\underline{\text { Term } 3}=\int_{V} \frac{\partial \phi_{i}}{\partial t} d V \\
\frac{\partial \phi_{i}}{\partial t}=\frac{4 D \phi_{i}\left(R, z_{i}, t\right)}{\left(4 D t+2 r_{o}{ }^{2}\right)}\left\{2\left(R^{2}+z_{i}{ }^{2}\right)-3\right\} . \tag{59}
\end{gather*}
\]

Note that the spatial dependence of Eq. (59) is the same as Eq. (57). Therefore, it is evident that:
\[
\begin{equation*}
\int_{V} \frac{\partial \phi}{\partial t} d V=0 . \tag{60}
\end{equation*}
\]
\[
\underline{\text { Term } 4}=\int_{V} \phi\left(r_{c}, z, t\right) d V
\]
\[
\int_{V} \phi\left(r_{c}, z, t\right) d V=\frac{\pi \sum_{i=1}^{n}}{n \pi^{3 / 2}\left\{2 r_{0}{ }^{2}+4 D t\right\}^{3 / 2}}\left[\int_{-\infty}^{\infty} d z e^{-\left(z-z_{1}\right)^{2} /\left(4 D t+2 r_{0}{ }^{2}\right)}\right.
\]
\[
\begin{equation*}
\left.x \int_{0}^{\infty} 2 r_{c} d r_{c} e^{-r^{2} /\left(4 D t+2 r_{0}^{2}\right)}\right] \tag{61}
\end{equation*}
\]

Eq. (61) results in:
\[
\begin{equation*}
\int_{V} \phi\left(r_{c}, z, t\right) d V=\frac{1}{n} . \tag{62}
\end{equation*}
\]

Substituting Eqs. (62), (60) and (58) into Eq. (44) gives:
\[
\begin{gather*}
k_{R R} M_{R}^{2}(t) e^{-k k_{R S} C_{S} t} \int_{V} \phi^{2}\left(r_{c}, z, t\right) d v=-\frac{1}{n} \frac{d M_{R}(t)}{d t}  \tag{63}\\
\int_{M_{R}(0)}^{M_{R}(t)} \frac{d M_{R}(t)}{M_{R}^{2}}=-n k_{R R} \int_{0}^{t} d t^{\prime} \cdot\left\{e^{-k_{R S} C_{S} t^{\prime}} \int_{V} \phi^{2} d v\right\}  \tag{64}\\
M_{R}(t)=\frac{M_{R}(0)}{1+k_{R R^{n}} \int_{0}^{t} d t^{\prime}\left\{e^{-k_{R S} C_{S} t^{\prime}} \int_{V} \phi^{2} d V\right\}} \tag{65}
\end{gather*}
\]

Recalling that \(M_{R}(t)=N_{R}(t) e^{k_{R S} C_{S} t}\) and substituting this into Eq. (65) gives:
\[
\begin{equation*}
N_{R}(t)=\frac{N_{R}(0) e^{-k_{R S} C_{S} t}}{1+k_{R R^{n}} \int_{0}^{t} d t \cdot\left\{e^{-k_{R S} C_{S} t^{\prime}} \int_{V} \phi^{2} d V\right\}} \tag{66}
\end{equation*}
\]

Since there is now an expression for the total number of free radicals in a chain of \(n\) spurs, it is easy to find an expression for the yield of the RS species. The kinetics equation describing this reaction is:
\[
\begin{equation*}
\frac{d}{d t} c_{R S}(r, t)=k_{R S} c_{S} C_{R}(r, t) . \tag{67}
\end{equation*}
\]

Integrating Eq. (67) over all space gives
\[
\begin{equation*}
\frac{d}{d t} N_{R S}(t)=k_{R S} c_{S} N_{R}(t) . \tag{68}
\end{equation*}
\]

The assumption of \(\mathrm{C}_{\mathrm{S}}\) as being space and time independent constitutes the "lack of solute depletion" approximation. This approximation is valid for those cases for which \(\mathrm{C}_{\mathrm{S}}\) greatly exceeds the free radical concentration. This is the usual case in radiation-chemistry experimental work. The solution of Eq. (68) is:
\[
\begin{equation*}
N_{R S}(\theta)=k_{R S} C_{S} \int_{0}^{\theta} d t N_{R}(t) \tag{69}
\end{equation*}
\]

Substituting Eq. (66) into Eq. (69) gives
\[
\begin{equation*}
Y_{R S}(\theta) \frac{N_{R S}(\theta)}{N_{R}(0)}=\int_{0}^{\theta} \frac{k_{R S} C_{S} e^{-k_{R S} C^{\prime} S^{\prime}{ }^{\prime}} d \theta^{\prime}}{I+N_{R}(0) k_{R R^{n}} \int_{0}^{\theta^{\prime}} d t \cdot\left\{e^{-k_{R S} C_{S} t^{\prime}} \int_{V} \phi^{2} d V\right\}} \tag{70}
\end{equation*}
\]

The expression for \(\int_{V} \phi^{2} d V\), Eq. (47) can be reduced to the following single sum for equally-spaced spurs of distance a; where \(z_{i}=1 a, z_{j}=j a\)
\[
\begin{gather*}
\int_{V} \phi^{2} d V=\frac{1}{n^{2}\left\{2 \pi\left(4 D t^{\prime}+2 r_{0}^{2}\right)\right\}^{3 / 2}} \\
\left\{n+\sum_{m=1}^{n-1} 2(n-m) e^{-a^{2} m^{2} / 2\left(4 D t^{\prime}+2 r_{0}^{2}\right)}\right\} . \tag{71}
\end{gather*}
\]

To simplify Eq. (70), the following changes of variables may be made:
\[
\begin{equation*}
t^{\prime}=\frac{1}{k_{R S} C_{S}} t^{\prime \prime}-\frac{r_{0}^{2}}{2 D}, \ell^{2}=\frac{a^{2}}{4 r_{0}^{2}} \text { and } \theta^{\prime}=\frac{\tau}{k_{R S} C_{S}} . \tag{72}
\end{equation*}
\]

Defining
\[
A=\frac{k_{R R} N_{R}(0)}{8 \pi^{3 / 2} D r_{0}}
\]
and
\[
B=\frac{r_{0}^{2} k_{R S} C_{S}}{2 D},
\]
the result is
\[
\begin{equation*}
Y_{R S}(\theta)=\int_{0}^{\theta} \frac{e^{-\tau} d \tau}{1+A e^{B} \sqrt{B K}(\tau, B, n, \ell)} \tag{73}
\end{equation*}
\]
in which
\[
\begin{equation*}
K(\tau, B, n, \ell)=\int_{B}^{B+\tau} \frac{d t^{\prime \prime} e^{-t^{\prime \prime}}}{\left(t^{\prime \prime}\right)^{3 / 2}}\left\{\frac{1}{2}+\sum_{m=1}^{n-1}\left(\frac{n-m}{e}\right) e^{-\ell^{2} m^{2} B / t^{\prime \prime}}\right\} \tag{74}
\end{equation*}
\]

\subsection*{2.2 Development of the Electron Energy Spectrum Resulting from Electron Slowing Down}

This development closely follows that of Spencer and Fano (22), but their development is expanded upon and presented in a slightly different order and with different nomenclature.

When traversing a medium, electrons lose their energy through a series of inelastic collisions. The great majority of these discrete energy losses are on the order of 10 ev . However, there are a sufficient number of large energy losses so that the determination of the electron energy spectrum, \(z\left(E_{O}, E\right)\), using a continuous slowing down model, gives an unrealistic result. The differential electron energy spectrum resulting from a monoenergetic
source at \(E_{0}, z\left(E_{0}, E\right) d E\) is the average track length traveled by the electrons while the electrons have energy between \(E\) and \(E+d E\). Spencer and Fano (22) have developed a numerical scheme which includes the effect of statistical fluctuations of the energy loss on the electron energy spectrum.

For the development presented in this section, energy losses by bremsstrahlung have been omitted since this paper concerns source energies near 1 Mev, at a maximum. Bremsstrahlung does not play an important role as a mechanism for electron energy losses in this energy range. Another point that has not been considered is the effect of the density of the medium on the electron stopping power. When a high energy charged particle passes through a condensed medium, a polarization of the medium takes place. As a result long distance interactions are less probable and the stopping power of the medium is lowered. For low-Z materials, the density effect increases so that for water the correction is of the order of \(2 \%\) at 1 Mev and \(10 \%\) at 8 Mev , according to McGinnies (20). The most serious limitation of the numerical scheme is the inadequacy of the collision cross section at low energies.

The resulting electron energy spectrum depends primarily on the mean rate of energy loss in all collisions. This mean rate is taken into account within the uncertainty of the value of the mean ionization potential. The probability distribution of the energy losses in individual collisions has a subsidiary and appreciable effect on the energy spectrum. This effect stems particularly from collisions in which an electron loses a substantial amount ( \(>10 \%\) ) of its energy. The probability of these collisions is taken into account through the relativistic Moller formula which gives the probability of knock-on collisions with unbound electrons. This probability
is estimated accurately only for collisions with an energy loss much larger than the binding energy of the electron ejected. As a result, the error incurred has a severe influence on the results of those calculations which pertain to electrons of energies comparable to the binding energies of the electron which is ejected.

The highest binding energy of atomic electrons is of the order of 100 Kev for K-shell electrons of heavy elements. However, these K-shell electrons constitute only a small fraction of the orbital electrons. For this reason, the error incurred by the use of inaccurate probabilities of energy losses is estimated to be small until the energy of the electrons being slowed down falls below half of the binding energy of the L-shell electrons in heavy elements. In light elements, the binding energies are low and the error is expected to be small down to the lower limit of 0.404 Kev , according to McGinnies (20).

It is essential to derive a statistical balance for the electrons being slowed down past an energy \(E\) in terms of a differential electron energy spectrum. For simplicity, a monoenergetic source of electrons is assumed, yielding \(N_{0}\left(E_{0}\right)\) electrons per unit time per unit volume at energy \(E_{0}\). Let \(N(E) d E\) be defined as the number of electrons about energy \(E\) in \(d E\) which traverse a small spherical probe of cross sectional area \(\pi R^{2}\) per unit time. Since a normalized function is a more desirable quantity to formulate, let \(\phi(E) d E=N(E) d E / \pi_{R}^{2}\), where \(\phi(E)\) is the aifferential electron flux as viewed from a small spherical probe at the point of observation. Note that \(\phi(E) d E\) has units of electrons per unit area per unit time. To put the differential spectrum in an even more convenient form, \(\phi(E) d E\) is normalized as follows:
\[
\begin{equation*}
z\left(E_{0}, E\right) d E=\frac{\phi(E) d E}{N_{0}\left(E_{0}\right)} \tag{75}
\end{equation*}
\]
(The above equation has units of cm , and \(E_{0}\) is the monoenergetic source energy.) The physical significance of the differential energy spectrum is mentioned in the opening paragraph of this section.

Let \(K\left(E^{\prime}, \tau\right) d \tau\) be defined as the probability per unit distance that an electron of energy \(E\) ' in \(d E^{\prime}\) has a collision which results in an energy loss of \(\tau \pm \frac{1}{2} d\). The probability that a primary electron of energy \(E^{\prime}\) drops below \(E,\left(K_{c}\left(E^{\prime}, E\right)\right)\) is the integral over \(K\left(E^{\prime}, \tau\right) d \tau\) for all energy losses between \(\left(E^{\prime}-E\right)\) and \(\frac{l}{2} E^{\prime}\). Since a primary electron must lose less than \(\frac{1}{2}\) of its energy to remain a primary, the upper limit is \(\frac{1}{2} E^{\prime}\). An electron must experience an energy loss of \(E^{\prime}-E\) for it to fall below \(E\).

The function \(K\left(E^{\prime}, \tau\right) d \tau\) is given accurately for a wide range of \(E^{\prime}\) and \(\tau\), by the relativistic Moller formula, \(k_{m}\left(E^{\prime}, \tau\right)\), which reads:
\[
\begin{align*}
k_{m}\left(E^{\prime}, \tau\right)= & \frac{2 \pi N_{e} \bar{r}_{0}^{2}}{\left(\beta^{\prime}\right)^{2}}\left[\frac{1}{\tau^{2}}+\frac{1}{\left(E^{\prime}-\tau\right)^{2}}-\left[\frac{\left(2+\frac{1}{E^{\prime}}\right)}{\left(E^{\prime}+1\right)^{2}}\right]\left[\frac{1}{\tau}\right.\right. \\
& \left.\left.+\frac{1}{\left(E^{\prime}-\tau\right)}\right]+\frac{1}{\left(E^{\prime}+1\right)^{2}}\right] \tag{76}
\end{align*}
\]
in which \(N_{e}\) is the number of electrons per \(\mathrm{cm}^{3} ; \bar{r}_{0}\) is the classical electron radius; and \(\beta^{\prime}\) is the ratio of the velocity of the electron to the velocity of light, given by \(\beta^{\prime}=\sqrt{\frac{E^{\prime}\left(E^{\prime}+2\right)}{\left(E^{\prime}+1\right)}}\). The ratio \(\beta^{\prime}\) can be derived directly from the relativistic expression for the kinetic energy of an electron in units of the rest energy.
\[
\begin{equation*}
E^{\prime}=\left[\frac{1}{\sqrt{1-(v / c)^{2}}}-1\right] \tag{77}
\end{equation*}
\]
\[
\begin{equation*}
B^{\prime}=\frac{v^{\prime}}{c}=\frac{\sqrt{E^{\prime}\left(E^{\prime}+2\right)}}{\left(E^{\prime}+1\right)} . \tag{78}
\end{equation*}
\]

The expression for \(K_{c}\left(E^{\prime}, E\right)\) is
\[
\begin{equation*}
K_{c}\left(E^{\prime}, E\right)=\int_{E^{\prime}-E}^{\frac{1}{2} E^{\prime}} d \tau k_{m}\left(E^{\prime}, \tau\right), \tag{79}
\end{equation*}
\]
or making the change of variable \(\tau=E^{\prime}-s\), one obtains
\[
\begin{equation*}
K_{c}\left(E^{\prime}, E\right)=\int_{\frac{1}{2} E^{\prime}}^{E} \operatorname{dsk}_{m}\left(E^{\prime}, E-s\right) \tag{80}
\end{equation*}
\]
where \(E^{\prime}-E\) must be greater than \(\bar{Q} . \bar{Q}\) is a term given by Spencer and Fano (22), as follows:
\[
\begin{equation*}
\bar{Q}=\frac{1}{2}\left(Z I_{0} / m_{0}^{2}\right)\left\{E^{\prime}\left(E^{\prime}+2\right)\right\}^{-1} e^{-\left(\beta^{\prime}\right)^{2}} . \tag{81}
\end{equation*}
\]

Note further that \(\bar{Q}\) is defined such that
\[
\begin{equation*}
\int_{\bar{Q}}^{\delta} d \tau k_{m}(E, \tau)=L(E, \delta), \tag{82}
\end{equation*}
\]
in which \(L(E, \delta)\) is the restricted stopping power and \(\int_{0}^{\bar{Q}} d \tau k_{m}(E, \tau)\) is taken to be zero. With these criteria in mind, it becomes evident that
\[
\begin{equation*}
K_{c}\left(E^{\prime}, E\right)=K_{c}(E+\bar{Q}, E) \quad \text { for } E^{\prime} \leq E+\bar{Q} . \tag{83}
\end{equation*}
\]

From the definition of primary electrons, it is known that \(K_{c}\left(E^{\prime}, E\right)=0\) for \(E^{\prime} \leq 2 \mathrm{E}\).

There is now sufficient information to write the electron balance as follows:
(Primary electrons slowed down past \(\mathrm{E}=\) Electrons created above E)(84) or
\[
\begin{equation*}
\int_{E}^{E_{0}} z\left(E_{o}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right) d E^{\prime}=S_{o}\left(E_{o}\right)+\int_{E}^{E_{o}} S_{S}\left(E^{\prime}\right) d E^{\prime} \tag{85}
\end{equation*}
\]

In which \(S_{S}\left(E^{\prime}\right)\) is the secondary electron source term for secondary electrons created about \(E^{\prime}\) in \(d E^{\prime}\) and \(z\left(E_{0}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right) d E^{\prime}\) is the mean number of electrons about \(E\) ' in dE dropping below E per unit time. The Moller expression may also be used to determine the probability of the production of secondary electrons in \(d E^{\prime}\) about \(E^{\prime}\). Since the secondary electron must carry less than \(\frac{1}{2}\) of the incident electron energy away from a collision, the lower limit for incident electron energies must be 2 E '. However, the upper limit is limited only to the most energetic electron available. The differential secondary source term is:
\[
\begin{equation*}
S_{S}\left(E^{\prime}\right) d E^{\prime}=d E^{\prime} \int_{2 E^{\prime}}^{E_{0}} d E^{\prime} z\left(E_{0}, E^{\prime \prime}\right) k_{m}\left(E^{\prime}, E^{\prime \prime}-E^{\prime}\right) \tag{86}
\end{equation*}
\]

Substituting Eq. (86) into Eq. (84) and defining \(S_{o}\left(E_{o}\right)\) as equal to 1 for \(2 \mathrm{E}<\mathrm{E}_{\mathrm{O}}\), one obtains
\[
\begin{equation*}
\int_{E}^{2 E} z\left(E_{O}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right) d E^{\prime}=1+\int_{E}^{E_{O}} d E^{\prime} \int_{2 E^{\prime}}^{E_{0}} d E^{\prime} z\left(E_{O}, E^{\prime}\right) k_{m}\left(E^{\prime}, E^{\prime \prime}-E^{\prime}\right) \tag{87}
\end{equation*}
\]

Changing the order of integration of the double integral results in \(\int_{E}^{2 E} z\left(E_{o}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right) d E^{\prime}=1+\int_{2 E}^{E_{0}} d E^{\prime \prime} z\left(E_{o}, E^{\prime \prime}\right) \int_{E}^{\frac{1}{2} E^{\prime \prime}} d E^{\prime} k_{m}\left(E^{\prime \prime}, E^{\prime \prime}-E^{\prime}\right)\).

Defining
\[
\begin{equation*}
K_{S}\left(E^{\prime \prime}, E\right)=\int_{E^{\prime} \prime / 2}^{E^{\prime \prime}-E} d \tau k_{m}\left(E^{\prime \prime}, \tau\right) \tag{89}
\end{equation*}
\]
and letting \(E^{\prime}=E^{\prime \prime}-\tau\), Eq. (88) becomes:
\[
\begin{equation*}
\int_{E}^{2 E} d E^{\prime} z\left(E_{0}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right)=1+\int_{2 E}^{E_{0}} d E^{\prime \prime} z\left(E_{0}, E^{\prime \prime}\right) K_{S}\left(E^{\prime \prime}, E\right) \tag{90}
\end{equation*}
\]
in which \(K_{c}\left(E^{\prime}, E\right)\) and \(K_{s}\left(E^{\prime}, E\right)\) are:
\[
\begin{gather*}
K_{c}\left(E^{\prime}, E^{\prime}\right)=0 \text { for } E^{\prime} \leq 2 E,  \tag{91}\\
K_{c}\left(E^{\prime}, E\right)=\frac{2 \pi N_{e} r_{0}^{2}}{\left(\beta^{\prime}\right)^{2}}\left[\frac{1}{E^{\prime}-E}-\frac{1}{E}+\left[\frac{\left(2+1 / E^{\prime}\right)}{\left(E^{\prime}+1\right)^{2}}\right] \ln \left(\frac{1}{E^{\prime}-E^{2}}\right)\right. \\
+\left(\frac{E-E^{\prime} / 2}{\left(E^{\prime}+1\right)^{2}}\right] \tag{92}
\end{gather*}
\]
for \(E+\bar{Q} \leq E \leq 2 E\),
\[
\begin{equation*}
K_{c}\left(E^{\prime}, E\right)=K_{c}(E+\bar{Q}, E) \quad \text { for } E \leq E^{\prime} \leq E+\bar{Q}, \tag{93}
\end{equation*}
\]
and
\[
\begin{align*}
K_{s^{\prime}}\left(E^{\prime}, E\right)= & \frac{2 \pi N_{e} r_{0}^{2}}{\left(\beta^{\prime}\right)^{2}}\left[\frac{1}{E}-\frac{1}{E^{\prime \prime}-E}-\left[\frac{2+1 / E^{\prime \prime}}{\left(E^{\prime \prime}+1\right)^{2}}\right] \ln \left(\frac{E^{\prime \prime}-E}{E}\right)\right. \\
& \left.+\frac{E^{\prime \prime} / 2-E}{\left(E^{\prime \prime}-1\right)^{2}}\right] . \tag{94}
\end{align*}
\]

Since \(K_{c}\left(E^{\prime}, E\right)\) is a strongly varying function over \(E^{\prime}\) when \(E^{\prime}\) is near E, it is convenient to lower and smooth the integrand of Eq. (90) which contains \(K_{c}\left(E^{\prime}, E\right)\). This is accomplished by introducing a function \(\bar{K}_{c}\left(E^{\prime}, E\right)\) which will satisfy certain requirements. By adding and subtracting \(z\left(E_{0}, E\right) \bar{K}_{c}\left(E^{\prime}, E\right)\) from the integrand and substituting into Eq. (90) the following is obtained:
\[
\begin{align*}
& z\left(E_{0}, E\right) \int_{E}^{2 E} \bar{K}_{c}\left(E^{\prime}, E\right) d E^{\prime}=1+\int_{2 E}^{E_{0}} d E^{\prime} z\left(E_{O}, E^{\prime \prime}\right) K_{s}\left(E^{\prime \prime}, E\right) \\
& \quad-\int_{E}^{2 E} d E^{\prime}\left[z\left(E_{O}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right)-z\left(E_{O}, E\right) \bar{K}_{c}\left(E^{\prime}, E\right)\right] . \tag{95}
\end{align*}
\]

If it is assumed that \(z\left(E_{O}, E^{\prime}\right)\) is a continuous function, \(z\left(E_{O}, E^{\prime}\right)\) will approach \(z\left(E_{O}, E\right)\) when \(E^{\prime}\) approaches \(E\). As a result, \(z\left(E_{O}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right)\) \(z\left(E_{0}, E\right) \bar{K}_{c}\left(E^{\prime}, E\right)\) will tend to be small and finite as \(E^{\prime}\) approaches \(E\) if \(\bar{K}_{c}\left(E^{\prime}, E\right)\) is approximately equal to \(K_{c}\left(E^{\prime}, E\right)\) when \(E^{\prime}\) is near \(E\). For these assumptions to be valid the following condition should prevail:
\[
\begin{equation*}
\int_{E}^{E+\delta} d E^{\prime}\left\{K_{c}\left(E^{\prime}, E\right)-\bar{K}_{c}\left(E^{\prime}, E\right)\right\}=0 \tag{96}
\end{equation*}
\]
and \(\delta \ll I, \delta \ll E\) and \(\delta \ll m c^{2}\) in which \(I\) is the mean ionization potential and \(m_{0} c^{2}\) is the rest energy of the electron. Too, it is convenient that \(\bar{K}_{c}\left(E^{\prime}, E\right)\) remain rather close to \(K_{c}\left(E^{\prime}, E\right)\) for \(E^{\prime} \gg E\) and that \(\bar{K}_{c}\left(E^{\prime}, E\right)\) be integrable analytically. Spencer and Fano (22) have chosen:
\[
\begin{gather*}
\bar{K}_{c}\left(E^{\prime}, E\right)=0 \text { for } E^{\prime} \geq 2 E,  \tag{97}\\
\bar{K}_{c}\left(E^{\prime}, E\right)=\frac{2 \pi N_{e} r_{o}^{2}}{\beta^{2}}\left[\frac{1}{E^{\prime}-E}-\frac{1}{E}-\left[\frac{(2+1 / E)}{(E+1)^{2}}\right] \ln \left[\frac{1}{E^{\prime}-E}\right]\right. \\
\left.+\frac{E-E^{\prime} / 2}{(E+1)^{2}}\right] \quad \text { for } E+\bar{Q} \leq E^{\prime} \leq 2 E, \tag{98}
\end{gather*}
\]
and
\[
\begin{equation*}
\bar{K}_{c}\left(E^{\prime}, E\right)=\bar{K}_{c}(E+\bar{Q}, E) \quad \text { for } E^{\prime} \leq E+\bar{Q} \tag{99}
\end{equation*}
\]

From Eq. (78) it is evident that in Eq. (98)
\[
\begin{equation*}
B=\frac{\sqrt{E(E+2)}}{(E+1)} \tag{100}
\end{equation*}
\]

One now defines
\[
\begin{equation*}
F\left(E_{0}, E\right)=\int_{E}^{E+\Delta} d E^{\prime} \bar{K}_{c}\left(E^{\prime}, E\right), \tag{101}
\end{equation*}
\]
or
\[
\begin{gather*}
F\left(E_{0}, E\right)=\frac{2 \pi N_{e} \bar{r}_{0}^{2}}{\beta^{2}}\left[1+\ln \left(\frac{\Delta}{\bar{Q}}\right)-\frac{\Delta}{E}-\frac{(2 E+1)}{E(E+1)^{2}} \Delta(1+\ln E / \Delta)\right. \\
 \tag{102}\\
\left.+\frac{1}{4} \Delta \frac{(2 E-\Delta)}{(E+1)^{2}}\right],
\end{gather*}
\]
in which
\[
\Delta= \begin{cases}E, & \text { for } 2 E \leq E_{0} \\ E_{0}-E, & \text { for } 2 E>E_{0}\end{cases}
\]
and all terms of the order of \(\bar{Q}\) have been disregarded. According to McGinnies (20), it is possible to show that \(F\left(E_{0}, E\right)\), when limited to small energy losses, approximates the restricted stopping power.

Equation (95) now may be written in its final form:
\[
\begin{align*}
& z\left(E_{0}, E\right)=\frac{1}{F\left(E_{0}, E\right)}\left[1+\int_{E+\Delta}^{E_{0}} d E^{\prime} z\left(E_{0}, E^{\prime}\right) K_{S}\left(E^{\prime} \prime, E\right)\right. \\
& \left.-\int_{E+\Delta}^{E+\Delta} d E^{\prime}\left\{z\left(E_{0}, E^{\prime}\right) K_{c}\left(E^{\prime}, E\right)-z\left(E_{0}, E\right) \bar{K}_{c}\left(E^{\prime}, E\right)\right\}\right] . \tag{103}
\end{align*}
\]

A variety of numerical integration schemes to evaluate Eq. (103) could be used. After much consideration it was decided to choose the integration
points on an exponential scale and use subroutine BATES (explained in section \(6.8)\) to generate their respective weight factors. It should be noted that \(1 / F\left(E_{0}, E\right)\) is approximately equal to \(z\left(E_{0}, E\right)\) near \(E_{0}\).

As a result one can begin the iteration for \(z\left(E_{0}, E_{i}\right)\) by first approximating \(z\left(E_{0}, E_{1}\right)\) by \(1 / F\left(E_{0}, E_{i}\right)\). It is important to note that one cannot evaluate \(F\left(E_{0}, E\right)\) at \(E=E_{0}\). This is due to the peak in \(\frac{1}{F\left(E_{O}, E\right)}\) as \(E\) nears \(E_{0}\). According to McGinnies (20), \(E=0.95 E_{0}\) can be used since the peak contributes very little to the integral. For this calculation an approximation by McGinnies (20) can be used to evaluate \(z\left(E_{0}, 0.95 E_{0}\right)\). This value is then used for the first point in the iteration. The abscissa points are chosen as follows:
\[
\begin{equation*}
E_{i}=E_{0} \xi^{i-1}, \tag{104}
\end{equation*}
\]
in which \(\xi=(.5)^{1 / p}\). Calculations for the cases of \(p=3\) and \(p=6\) are compared. For the computer program explained in section 6.4 the following recurrence relation is used:
\[
\begin{equation*}
E_{1}=E_{1-1}{ }^{\xi} \tag{105}
\end{equation*}
\]

Rewriting Eq. (103) and replacing the integrals with finite sums, results in:
\[
\begin{align*}
& z\left(E_{0}, E_{n}\right)=1 / F\left(E_{0}, E\right)\left\{1+\sum_{i=1}^{n-p} z\left(E_{0}, E_{1}\right) K_{s}\left(E_{1}, E_{n}\right) W_{1}\right. \\
& -\sum_{1=n-p}^{n-1} W_{1}\left[z\left(E_{0}, E_{1}\right) K_{c}\left(E_{1}, E_{n}\right)-z\left(E_{0}, E_{n}\right) K_{c}\left(E_{1}, E_{n}\right)\right] \\
& \left.-W_{n}\left[z\left(E_{0}, E_{n}\right) K_{c}\left(E_{n}, E_{n}\right)-z\left(E_{0}, E_{n}\right) \bar{K}_{c}\left(E_{n}, E_{n}\right)\right]\right\} \tag{106}
\end{align*}
\]

McGinnies (20) evaluated the last term in Eq. (106) by approximating

It with a parabola and extrapolating analytically. However, the author of this paper found that the \(\mathrm{n}^{\text {th }}\) term in Eq. (106) has a limit when the following approximations are made for \(K_{c}\left(E^{\prime}, E\right)\) and \(\bar{K}_{c}\left(E^{\prime}, E\right)\) when \(E^{\prime}\) nears \(E\) :
\[
\begin{align*}
K_{c}\left(E^{\prime}, E\right) & =\frac{2 C}{\left(B^{\prime}\right)^{2}} \frac{1}{E^{\prime}-E}  \tag{107}\\
\bar{K}_{c}\left(E^{\prime}, E\right) & =\frac{2 C}{\beta^{2}} \frac{1}{E^{\prime}-E} \tag{108}
\end{align*}
\]

From Eq. (78) one knows that
\[
\begin{align*}
& \left(B^{\prime}\right)^{2}=E^{\prime}\left(E^{\prime}+2\right) /\left(E^{\prime}+1\right)^{2}  \tag{109}\\
& \beta^{2}=E(E+2) /(E+1)^{2} \tag{110}
\end{align*}
\]
and
\[
\begin{equation*}
C=N_{A} \pi \bar{r}_{O} Z / A=.15 Z / A \tag{111}
\end{equation*}
\]
( \(N_{A}\) is Avogadro's number, \(Z\) is the atomic number and \(A\) is the atomic weight.) The last term of Eq. (106), \(\mathrm{W}_{\mathrm{n}} \mathrm{H}\), can now be written with
\[
\begin{equation*}
H=2 C \lim _{E^{\prime} \rightarrow E}\left[\frac{z\left(E_{O}, E^{\prime}\right)}{\left(B^{\prime}\right)^{2}} \frac{1}{E^{\prime}-E}-\frac{z\left(E_{0}, E\right)}{\beta^{2}} \frac{1}{E^{\prime}-E}\right] \tag{112}
\end{equation*}
\]

Applying l'Hospital's rule, simplifying, one obtains:
\(H=2 C \lim _{E^{\prime} \rightarrow E}\left[\frac{z\left(E_{0}, E^{\prime}\right)(E)(E+2)\left(E^{\prime}+1\right)^{2}-z\left(E_{O}, E\right)\left(E^{\prime}\right)\left(E^{\prime}+2\right)(E+1)^{2}}{\left.E(E+2) E\left(E^{\prime}+2\right) E^{\prime}-E\right)}\right]\)
Since the limit of a product is equal to the product of the limits, one can factor \(z\left(E_{0}, E\right)\), with the final result of
\[
\begin{equation*}
H=-2 C\left[\frac{(2)(E+1)}{[E(E+2)]^{2}}\right] \tag{114}
\end{equation*}
\]

Substituting Eq. (114) into Eq. (106) gives:
\[
\begin{gather*}
z\left(E_{0}, E_{n}\right)=\frac{1}{F\left(E_{0}, E_{n}\right)}\left[1+\sum_{j=1}^{n-p} W_{j} z\left(E_{0}, E_{j}\right) K_{s}\left(E_{j}, E_{n}\right)-\sum_{1=n-p}^{n-1}\left[z\left(E_{0}, E_{n}\right)\right.\right. \\
\left.\left.-z\left(E_{0}, E_{n}\right) \bar{K}_{c}\left(E_{i}, E_{n}\right)\right]+\frac{z\left(E_{0}, E_{n}\right) 4 C\left(E_{n}+1\right) W_{n}}{\left[E_{n}\left(E_{n}+2\right)\right]^{2}}\right] . \tag{115}
\end{gather*}
\]

Collecting and rearranging terms in Eq. (115) results in
\(z\left(E_{0}, E_{n}\right)=\left[\frac{1+\sum_{j=1}^{n-p} W_{j} z\left(E_{0}, E_{j}\right) K_{s}\left(E_{j}, E_{n}\right)-\sum_{i=n-p}^{n-1} W_{i} z\left(E_{0}, E_{i}\right) K_{c}\left(E_{i}, E_{n} ;\right.}{F\left(E_{0}, E_{n}\right)-\left[\frac{4 C\left(E_{n}+1\right) W_{n}}{\left[E_{n}\left(E_{n}+2\right)\right]^{2}}+\sum_{i=n-p}^{n-1} W_{i} \bar{K}_{c}\left(E_{i}, E_{n}\right)\right]}\right]\).
2.3 Electron Slowing-Down Spectrum Resulting From \(\mathrm{Co}^{60}\) Garma Irradiation of Water

Due to the complexity of other developments, only one interaction per photon will be considered in the production of electrons from \(\mathrm{Co}^{60}\) gammarays. Even though there are a number of ways in which radiation interacts with matter, the only ones of interest when dealing with photons are: the photoelectric effect, pair-production and Compton scattering. Since co \({ }^{60}\) irradiation is being considered, cross sections for 1.17 and 1.33 Mev gammarays must be obtained. Gladys White Grodstein (11) has tabulated sufficient cross sections to permit the conclusion that the photoelectric effect and pair-production contribute negligibly to the dose when \(C 0^{60}\) gamma-rays interact with water. Therefore, one assumes the source electrons to be produced by first collision Compton scattering of the photons.

The Compton process must occur with a free or loosely-bound electron.

By quantum mechanical calculations, Klein and Nishina have shown that the differential cross section for the number of photons scattered into a unit solid angle at polar angle \(\rho\) per electron of material is given by
\[
\begin{equation*}
\frac{d_{e} \sigma_{t}}{d \Omega}=\frac{e^{4}}{2 m_{0}^{2} c^{4}}\left[\left[\frac{1}{1+\alpha \operatorname{Vers}(\rho)}\right]^{2} \frac{1+\cos ^{2}(\rho)+\alpha^{2} \operatorname{Vers}^{2}(\rho)}{1+\alpha \operatorname{Vers}(\rho)}\right], \tag{117}
\end{equation*}
\]

In which \(\alpha=h \nu / m_{0} c^{2}\) are \(\operatorname{Vers}(\rho)=1-\cos (\rho)\), e is the electron's charge. The collision process may be represented by the following diagram:


In the above diagram \(P\) represents momentum.
To determine the differential cross section for electron energy distribution the relation between the scattering angle \(\rho\) and the recoil electron energy \(T\) is used and is given by
\[
\begin{equation*}
E_{0}=\frac{h \nu \operatorname{Vers}(\rho)}{1+\alpha \operatorname{Vers}(\rho)}, \tag{118}
\end{equation*}
\]
and Eq. (117). According to Johns and Laughlin (14), the differential cross section \(d_{e} \sigma\left(E_{0}\right) / d E_{0}\), for the number of electrons, with kinetic energies between \(E_{0}\) and \(E_{0}+d E_{0}\), scattered per electron is given by
\[
\begin{equation*}
\frac{d_{e} e^{\sigma\left(E_{0}\right)}}{d E_{0}}=\frac{\pi r_{0}^{2}}{.51097 a^{2}}\left[1+E_{0} \cos ^{2}(\rho)-E_{0} \cos (\rho)\right] \tag{119}
\end{equation*}
\]
in which \(m_{0} c^{2}=.51097 \mathrm{Mev}\).
Note further that
\[
\begin{equation*}
\cos (\rho)=\frac{\left(\alpha^{2}-\alpha E_{0}-E_{0}\right)}{\left(\alpha^{2}-\alpha E_{0}\right)} \tag{120}
\end{equation*}
\]

The combination of Eqs. (119) and (120) gives:
\[
\begin{equation*}
\frac{d_{e}\left(E_{0}\right)}{d E_{0}}=\frac{\pi r_{0}^{2}}{.51097 \alpha^{2}}\left[1+\frac{E_{0}\left(\alpha^{2}-\alpha E_{0}-E_{0}\right)^{2}}{\left(\alpha^{2}-\alpha E_{0}\right)^{2}}-\frac{E_{0}\left(\alpha^{2}-\alpha E_{0}-E_{0}\right)}{\left(\alpha^{2}-\alpha E_{0}\right)}\right] \tag{121}
\end{equation*}
\]

Equation (121) is utilized as a FUNCTION statement to calculate the electron source term at any energy \(E_{0}\). The resulting electron energy spectrum \(y_{g}(E)\) is calculated by utilizing the electron energy spectrum resulting from a monoenergetic source in combination with Eq. (121). Specifically it is necessary to evaluate the following integral:
\[
\begin{equation*}
\left.y_{g}(E)=\int_{E}^{E_{\max }} z\left(E_{o}, E\right) S_{e}^{g_{(E}}\right) \tag{122}
\end{equation*}
\]

Taking into account the two equal intensity ganma rays from \(\mathrm{Co}^{60}\) and the electron density ( \(N_{e}\) ), the following expression for \(S_{e} g_{\left(E_{0}\right)}\) is obtained:
\[
\begin{align*}
S_{e}^{g}\left(E_{0}\right)=\frac{\pi r_{0}{ }^{2} N_{e}}{.51097} & {\left[\sum _ { i = 1 } ^ { N Q } \frac { 1 } { \alpha _ { i } ^ { 2 } } \left[1+\frac{E_{0}\left(\alpha_{1}^{2}-\alpha_{1} E_{0}-E_{0}\right)^{2}}{\left(\alpha_{1}^{2}-\alpha_{1} E_{0}\right)^{2}}\right.\right.} \\
& \left.\left.-\frac{E_{0}\left(\alpha_{i}^{2}-\alpha_{1} E_{0}-E_{0}\right)}{\left(\alpha_{1}^{2}-\alpha_{1} E_{0}\right)}\right]\right] \tag{123}
\end{align*}
\]
in which
\[
N Q=\left\{\begin{array}{l}
2 \text { if } E_{0}<\alpha_{2}{ }^{2} /\left(1+2 \alpha_{2}\right) \\
1 \text { if } E_{0}>\alpha_{2}^{2} /\left(1+2 \alpha_{2}\right)
\end{array}\right.
\]
and
\[
\alpha_{2}=(1.33 / .51097) m_{0} c^{2}
\]
2.4 Electron Spectra Resulting From Fast Neutron Irradiation of Water

This development closely follows that by Faw (8) and Faw and Miller (7). To determine the charged particle slowing down spectra resulting from fast neutron ( 14.6 Mev ) irradiation of water, two neutron reactions are considered. They are: I, the production of protons \(H(n, n) H\) and II, the production of alpha particles \(0^{16}(n, \alpha) C^{13}\). Neutrons of 14.6 Mev are considered since they are easily obtained by the \(H^{3}(d, n) D e^{4}\) reaction. The proton and alpha particle fluxes used were obtained from Faw (8). This information is then used to calculate the resulting electron slowing down spectra.

Continuous slowing down theory is used to determine the proton and alpha particle fluxes from their source terms as determined from reactions \(I\) and II, respectively. Electron spectra are calculated from the slowing down of the protons and alpha particles. Spatial dependence of the charged particles is assumed to be negligible.

The total cross section for reaction \(I, \sigma_{I}\), is taken to be .668 barns, as given in reference (2). The distribution function \(g(E)\) is defined such that \(\sigma_{I} g(E) d E\) is the cross section presented by hydrogen atoms for creation of knock-on protons of energy \(E\) in \(d E\). The proton source term, \(S_{p}(E)\), can be written as follows:
\[
\begin{equation*}
S_{p}(E)=N_{H} \sigma_{I} g(E) \phi_{0} . \tag{124}
\end{equation*}
\]
in which \(N_{H}\) is the hydrogen atom density and \(\phi_{0}\) is the 14.6 Mev neutron flux. The distribution function, \(g(E)\), used by Faw (8) is
\[
\begin{equation*}
g(E)=\frac{1}{\bar{E}_{0}\left[1+\frac{\bar{c}}{3}\right]}\left[1+\bar{c}\left[1-\frac{2 E}{\bar{E}_{0}}\right]^{2}\right] \tag{125}
\end{equation*}
\]
in which \(\bar{c}\) is the anisotropy factor characteristic of the neutron energy \(\bar{E}_{0}\) and has a value of 0.06. Substituting Eq. (125) into Eq. (124) yields
\[
\begin{equation*}
S_{p}(E)=N_{H} \sigma_{I} \frac{1}{E_{0}\left[1+\frac{c}{3}\right]}\left[1+\bar{c}\left(1-\frac{2 E}{E_{0}}\right)^{2}\right] \tag{126}
\end{equation*}
\]

From continuous slowing-down theory, the following expression for the proton flux can be written:
\[
\begin{equation*}
\phi_{p}(E)=\frac{1}{L_{p}(E)} \int_{E}^{E^{\prime}} p E^{\prime} S_{p}\left(E^{\prime}\right) . \tag{127}
\end{equation*}
\]
in which \(L_{p}(E)\) is the total stopping power of the medium for protons. Computation of the alpha particle source strength and flux proceeds in a similar fashion:
\[
\begin{gather*}
S_{a}(E)=\bar{N}_{0} \sigma_{I I} f(E) \phi_{0}  \tag{128}\\
\phi_{a}(E)=\frac{1}{L_{a}(E)} \int_{E}^{E^{\prime}}{ }_{a} d E^{\prime} S_{a}\left(E^{\prime}\right) . \tag{129}
\end{gather*}
\]
in which \(\bar{N}_{0}\) is the oxygen atom density, \(\sigma_{\text {II }}\) is the total cross section for reaction II and is reported to be .312 barns by Kalos, Goldstein and Ray (15), \(f(E)\) is the energy distribution of alpha particles resulting from reaction II, \(E_{a}^{\prime}\) is the maximum energy and \(L_{a}(E)\) is the total stopping power for alpha partićles.

Due to fragmentary information on the energy distribution of alpha
particles resulting from the \(0^{16}(n, a) c^{13}\) reaction corresponding to various excited states of the \(C^{13}\) nucleous, only a mean excitation energy of 4.8 Mev is considered. A monoenergetic source of alpha particles of 5.8 Mev is given by Faw (8). Equation (128) now becomes:
\[
\begin{equation*}
S_{a}=\bar{N}_{0} \sigma_{I I_{0}{ }_{0}} \tag{130}
\end{equation*}
\]
and Eq. (129) reduces to
\[
\begin{equation*}
\phi_{a}(E)=\frac{\bar{N}_{0} \sigma_{I I} \phi_{0}}{L_{a}(E)} . \tag{131}
\end{equation*}
\]

During the slowing-down process of protons and alpha particles, electrons of sufficient energy to escape from the heavy particle track are produced. These electrons are taken to be those produced with energy greater than \(\delta_{c}(200 \mathrm{ev})\) and are called delta rays. These delta rays in turn produce chemical effects and must be treated as a separate electron source. In effect, the total dose resulting from the proton and alpha particles is divided between the energy lost locally by the heavy charged particles and the energy lost by delta rays away from the track. Differential electron cross sections per unit energy for creation of electrons of energy \(E\) as a result of collisions with protons or alpha particles of energy \(E^{\prime}\left(\sigma_{p}\left(E^{\prime}, E\right)\right.\), \(\left.\sigma_{a}\left(E^{\prime}, E\right)\right)\) are given by Rossi (2l) as follows:
\[
\begin{gather*}
\sigma_{p}\left(E^{\prime}, E\right)=\frac{2 \pi e^{4}}{m_{e} c^{2} \beta_{p}{ }^{2} E^{2}}\left[1-\beta_{p} \frac{E}{E_{m}}+\frac{1}{2}\left[\frac{E}{E^{\prime}+m_{p} c^{2}}\right]^{2}\right]  \tag{132}\\
\sigma_{a}\left(E^{\prime}, E\right)=\frac{8 \pi e^{4}}{m_{e} c^{2} \beta_{a}^{2} E^{2}}\left[1-\beta_{a} \frac{E}{E_{m}}\right] . \tag{133}
\end{gather*}
\]
in which \(\beta_{p}\) or \(\beta_{a}\) is the ratio of the velocity of the proton or alpha par-
ticle to the velocity of light. Explicitiy:
\[
\begin{equation*}
B_{p}=\frac{E^{\prime}\left(E^{\prime}+2 m_{p} c^{2}\right)}{\left(E^{\prime}+m_{p} c^{2}\right)^{2}} \tag{134}
\end{equation*}
\]
and
\[
\begin{equation*}
\beta_{a}=\frac{E^{\prime}\left(E^{\prime}+2 m_{a} c^{2}\right)}{\left(E^{\prime}+m_{a} c^{2}\right)^{2}} \tag{135}
\end{equation*}
\]
in which \(e\) is the charge on an electron, \(m_{e}, m_{p}\), and \(m_{a}\) are the rest masses of the electrons, protons and alpha particles, \(c\) is the velocity of light and \(E_{m}\) is the maximum energy the particle under consideration can transfer to an electron.

The electron source terms, \(S_{e}^{p}(E)\) and \(S_{e}^{a}(E)\), from proton and alpha particle fluxes can be written as:
\[
\begin{equation*}
S_{e}^{p}(E)=\int_{E}^{E^{\prime} p} d E^{\prime} \phi_{p}\left(E^{\prime}\right) N_{e} \sigma_{p}\left(E^{\prime}, E\right), \quad \delta_{c-E \leq} \frac{4 m_{e}^{E^{\prime}} p}{m_{p}} \tag{136}
\end{equation*}
\]
and
\[
\begin{equation*}
S_{e}^{a}(E)=\int_{E}^{E^{\prime} a} d E^{\prime} \phi_{a}\left(E^{\prime}\right) N_{e} \sigma_{a}\left(E^{\prime}, E\right), \quad \delta_{c-E \leq} \frac{4 m_{e} E^{\prime} a}{m_{a}} \tag{137}
\end{equation*}
\]
in which \(N_{e}\) represents the electron density and the lower limit gives the lowest possible proton or alpha particle energy capable of producing an electron of energy E and \(\delta_{c}\) is the maximum energy lost along the track ( 200 ev ).

The electron energy spectra resulting from electron slowing down, \(z\left(E_{0}, E\right)\), may be utilized to calculate the electron spectra resulting from the initial electron sources produced by the protons and alpha particles. The expressions for the electron spectra are:
\[
\begin{align*}
& y_{p}(E)=\int_{\frac{m_{p} E}{4 m_{e}}}^{\frac{4 m_{e} E^{\prime} p}{m_{p}}} d E^{\prime} S_{e}^{p}\left(E^{\prime \prime}\right) z\left(E^{\prime \prime}, E\right)  \tag{138}\\
& y_{a}(E)=\int_{\frac{m_{a}}{4 m_{e}}}^{\frac{4 m_{e} E^{\prime}}{m_{a}}} \quad d E^{\prime} S_{e}^{a}\left(E^{\prime \prime}\right) z\left(E^{\prime \prime}, E\right) . \tag{139}
\end{align*}
\]

\subsection*{2.5 Determination of the Stopping Power of Water for Low Energy Electrons}

Accurate estimates of collision cross sections for low energy electrons are quite difficult to obtain. A literature search gave inelastic collision cross section data for small energy energy losses of 390 ev electrons. Utilizing this information and an analytic approximation, a synthesized cross section for low energy is determined. However, since the hypothesis is made without considering the physics of very low energy (below 200 ev ) scattering of electrons, the relative accuracy of the synthesized cross section cannot be accurately estimated for this low energy range. This synthesized cross
section is needed for calculation of the spur size distribution and the weighted average spur separation distance.

Data for the inelastic collision cross section is taken from a publication by Lassettre and Francis (17). This data, \(\mathrm{k}_{\mathrm{ex}}(\tau)\), is then approximated by a series of straight lines (See section 6.8). Since the mean ionization potential \(I_{0}\) is nearly independent of electron energy, it is assumed that the form of \(k_{e x}(\tau)\) is independent of electron energy. Therefore, data for \(k_{e x}(\tau)\) obtained at one energy should be sufficient.

The Moller formula is quite accurate for electron-electron collisions at high energy but neglects binding energy effects. Even for high energy incident electrons, the energy loss must be large before an interaction can be considered to be elastic. In reality, all electron-electron interactions in a condensed medium are probably inelastic (i.e., some energy is lost to excitation or ionization in every collision), unless it interacts with an entire atom or molecule. As a result it can be deduced that the inelastic collision cross section must go to zero for zero energy losses.

For small energy losses the Moller formula can be approximated by,
\[
\begin{equation*}
k_{m}(E, \tau) \simeq \frac{k(E)}{\tau^{2}} \tag{140}
\end{equation*}
\]

According to a statement by L. V. Spencer, there is evidence that the Moller formula underestimates the true cross section for low energy electrons. Therefore, one'should at least hypothesize a form that can become larger than \(k_{m}(E, \tau)\) for low energies and/or small losses. After much deliberation, the following form was chosen for the hypothesized cross section:
\[
\begin{align*}
& k_{H}(E, \tau)=k_{m}(E, \tau), \quad \tau>150 \mathrm{ev} \text { and } E>2 K e v  \tag{141}\\
& k_{H}(E, \tau)=\frac{k(E)}{(a \tau+b)^{2}}, \quad \delta_{1}<\tau<150 \mathrm{ev} \quad \text { and } E>0 \tag{141}
\end{align*}
\]
\[
\begin{equation*}
k_{H}(E, \tau)=\operatorname{AKT} k_{e x}(\tau), \quad 0<\tau<\delta_{1} \text { and } E>0 \tag{141}
\end{equation*}
\]
in which \(k(E)=2 C(I / E)\). The behavior of the parameters (a) and (b) is determined in regions where \(k_{m}(E, T)\) is valid and their behavior is deduced for lower energies. AKT is an energy dependent term for the energy losses below \(\delta_{1}\).

Since the integral over the Moller cross section is a valid approximation of the stopping power for energies as low as 2 kev , the following equation can be written:
\[
\begin{equation*}
A K T \int_{0}^{\delta_{1}} k_{e x}(\tau) \tau d \tau+\int_{\delta_{1}}^{\delta_{2}} \frac{k(E) \tau d \tau}{(a \tau+b)^{2}}=\int_{\bar{Q}}^{\delta_{2}} k_{m}(E, \tau) \tau d \tau \tag{142}
\end{equation*}
\]

The assumed boundary conditions are
\[
\begin{equation*}
\operatorname{AKT} k_{e x}\left(\delta_{1}\right)=\frac{k(E)}{\left(a \delta_{1}+b\right)^{2}} \tag{143}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{k(E)}{\left(a \delta_{2}+b\right)^{2}}=k_{m}\left(E_{1} \delta_{2}\right), \tag{144}
\end{equation*}
\]
in which \(\delta_{1}\) is the high end of the experimental data ( 21 ev ) and \(\delta_{2}\) is arbitrary, but must be chosen such that \(k_{m}\left(E, \delta_{2}\right)\) is valid. One can solve for
(a) and (b) explicitly but AKT must be obtained by iteration. Solving Eq. (143) and Eq. (144) for (a) and (b) gives
\[
\begin{equation*}
a= \pm \frac{\left[\sqrt{\frac{k(E)}{k_{m}\left(E_{1} \delta_{2}\right)}}-\sqrt{\frac{k(E)}{(A K T) k_{e x}\left(\delta_{1}\right)}}\right]}{\left(\delta_{2}-\delta_{1}\right)} \tag{145}
\end{equation*}
\]
and
\[
\begin{equation*}
b= \pm \frac{\left[\delta_{2} \sqrt{\left.\frac{k(E)}{(A K T) k_{e x}\left(\delta_{1}\right)}-\delta_{1} \sqrt{\frac{k(E)}{k_{m}\left(E_{1} \delta_{2}\right)}}\right]}\left(\delta_{2}-\delta_{1}\right)\right.}{} \tag{146}
\end{equation*}
\]

Equations (145) and (146) are substituted into Eq. (142) to carry out the iteration. Note that the definite integrals over \(k_{H}(E, \tau) \tau d \tau\) and \(k_{m}(E, \tau) \tau d \tau\) have the following analytical expressions:
\[
\begin{equation*}
\int_{\delta_{1}}^{\delta_{2}} k_{H}(E, \tau) \tau d \tau=\frac{k(E)}{a^{2}}\left[\frac{b}{\left(a \delta_{2}+b\right)}-\frac{b}{\left(a \delta_{1}+b\right)}+\ln \left[\frac{a \delta_{2}+b}{a \delta_{1}+b}\right]\right] \tag{147}
\end{equation*}
\]
and
\[
\begin{align*}
& \int_{\bar{Q}}^{\delta_{2}} k_{m}(E, \tau) \tau d \tau=2 C Z / A\left[\ln \left[\frac{\delta_{2}}{\bar{Q}}\right]+\left[\frac{E}{\left(E-\delta_{2}\right)}\right]-\left[\frac{1}{(E-\bar{Q})}\right]\right. \\
& \left.\quad+\ln \left[\frac{\left(E-\delta_{2}\right)}{(E-\bar{Q})}\right]\left[1+\frac{E(2+1 / E)}{(E+1)^{2}}\right]+\left[\frac{1}{(E+1)^{2}}\right]\left[\frac{\left(\delta_{2}^{2}-\bar{Q}\right)}{2}\right]\right]: 1 \tag{148}
\end{align*}
\]

The computer programs used for this calculation are explained in section 6.5.

\subsection*{2.6 Spur Size Distribution}

For accurate determination of the radiation chemical yield (using spur theory), it is necessary to either form an average of the spur size distribution over the fractional yield expression or find a weighted average spur size to use in the yield expression. The latter approach is taken for this development.

The cross section developed in section 2.5 of the theory makes it possible to determine a weighted average spur size, considering the spur size distribution at low electron energies. Since \(k_{H}(E, \tau) d \tau\) is the probability per centimeter that an electron of energy \(E\) has a collision which results in an energy loss of \(\tau \pm d \tau, \tau k_{H}(E, \tau) d \tau\) is the probability per centimeter that an electron loses energy \(\tau \pm d \tau\). If a spectrum \(y(E)\) of electrons is present, \(\tau k_{H}(E, \tau) d \tau y(E) d E\) is proportional to the probability per centimeter that the electrons of differential spectrum gives up energy \(\tau \pm d \tau\). A function proportional to the probability of electrons of a differential spectrum of \(y(E)\) about \(E\) in \(d E\) creating a spur with energy between \(\tau\) and \(\tau+d \tau\) is written as follows:
\[
\begin{equation*}
G(E, \tau) d E d \tau=\tau d \tau d E y(E) k_{H}(E, \tau) . \tag{149}
\end{equation*}
\]

Integrating over the energy variable gives
\[
\begin{equation*}
G(\tau) d \tau=\tau d \tau \int_{E_{\min }}^{E_{\max }} d E y(E) k_{H}(E, \tau) \tag{150}
\end{equation*}
\]

The weighted average spur size is the first moment of \(\tau\) about \(G(\tau)\), which gives:
\[
\begin{equation*}
\langle\bar{\tau}\rangle=\frac{\int_{\delta_{\operatorname{Min}}}^{\delta_{c}} \tau G(\tau) d \tau}{\int_{\delta_{\operatorname{Min}}}^{c_{c}} G(\tau) d \tau} . \tag{151}
\end{equation*}
\]

The effect of both the lower and upper limits, \(E_{m i n}\) and \(E_{m a x}\), and \(\delta_{c}\) are investigated.

Kupperman (16) gives a spur size distribution,
\[
\begin{equation*}
f\left(N_{0}\right)=.65 e^{-N_{0} / 4} \tag{152}
\end{equation*}
\]
for even \(N_{0}\). When averaged for spur sizes between 2 and 24 radicals, the result is \(4.9 \frac{\text { radicals }}{\text { spur }}\).

\subsection*{2.7 Spur Separation Distance}

To be able to evaluate the chemical yield accurately, based on the spur model, it is necessary to average the fractional yield expression over a spectrum of spur separation distances \(U\left(\ell^{\prime}\right) d \ell^{\prime}\), where \(U\left(\ell^{\prime}\right) d \ell^{\prime}\) is the differential spectrum of spurs with separation distances between \(\ell^{\prime}\) and \(\ell^{\prime}+d \ell^{\prime}\). Since \(\ell\) ' is a function of \(E\), for \(d \ell(E)\) corresponding to \(d E\), the function \(U\left\{\ell^{\prime}(E)\right\}=U\left(\ell^{\prime}\right)\) is defined by:
\[
U\left(\ell^{\prime}\right) d \ell^{\prime}=y(E) d E .
\]

Then the following integral averages \(Y_{R S}\left(\ell^{\prime}\right)\)
\[
\begin{equation*}
\bar{Y}_{R S}=\frac{\int_{\ell_{\min }}^{\ell} \mathrm{max}_{R S}\left(\ell^{\prime}\right) U^{\left(\ell^{\prime}\right) d \ell^{\prime}}}{\int_{\ell_{\min }}^{\ell_{\max }} U\left(\ell^{\prime}\right) \mathrm{d} \ell^{\prime}} \tag{153}
\end{equation*}
\]
in which \(\ell_{\max }\) would depend on the quality of the irradiation and \(\ell_{\text {min }}\) is taken as low as information on \(y(E)\) and \(Y(E)\) permits.

However, it is assumed that a weighted average \(\bar{\ell}\) can be determined from the radiation energy spectrum such that \(\bar{Y}_{R S} \simeq Y_{R S}(\bar{l})\), in which \(\bar{l}=\langle l\rangle / 2 r_{0}\). Therefore, several weighted averages for \(\langle u\rangle\), are hypothesized. The forms chosen are:

Case 1 (weighting by the electron spectrum and the relative local energy loss)
\[
\begin{equation*}
\left\langle\ell^{\prime}\right\rangle_{I}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} d E} \tag{154}
\end{equation*}
\]

Case 2 (weighting by the local energy loss)
\[
\begin{equation*}
\left\langle^{\prime}\right\rangle_{2}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) L\left(E, \delta_{c}\right) \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) L\left(E, \delta_{c}\right) d E} \tag{155}
\end{equation*}
\]

Case 3 (weighting by the electron spectrum)
\[
\begin{equation*}
\left\langle\ell^{\prime}\right\rangle_{3}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) d E} \tag{156}
\end{equation*}
\]

Case 4 (The definition of the average linear energy transfer ( \(\overline{\mathrm{LET}}\) ) is taken from a paper by Burch (6))
\[
\begin{equation*}
\overline{L E T}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E_{;}, \delta_{c}\right)}{L(E)} L\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} d E} \tag{157}
\end{equation*}
\]
\[
\left\langle\ell \quad \prime \begin{array}{ll}
i & \rangle=\frac{\langle\bar{\tau}\rangle}{\overline{L E T}} . \tag{158}
\end{array}\right.
\]

The spur separation distance used in Cases 1-3 1s given by
\[
\begin{equation*}
\ell^{\prime}\left(E, \delta_{c}\right)=\frac{\langle\vec{\tau}\rangle}{\int_{0}^{\delta_{c}} k_{H}(E, \tau) \tau d \tau} \tag{159}
\end{equation*}
\]
in which \(\langle\bar{\tau}\rangle\) is the weighted average spur size and \(\delta_{c}(200 \mathrm{ev})\) is considered to be the effective maximum local energy loss along a track. The denominator of Eq. (159)
\[
\int_{0}^{\delta} c k_{H}(E, \tau) \tau d \tau,
\]
is the stopping power, \(L\left(E, \delta_{c}\right)\), restricted to energy losses less than \(\delta_{c}\), and \(L(E)\) is the total stopping power. The spur separation distance \(\ell^{\prime}\left(E, \delta_{c}\right)\) has units of centimeters.

\subsection*{2.8 Energy Balance}

For the purpose of checking the validity of a linear extrapolation for \(Y(E)\) below 200 ev on a log-log scale, several dose rates are calculated. The integrations to be performed are:
\[
\begin{align*}
& \text { Dose } 1=\int_{E_{\min }}^{E_{\max }} S\left(E^{\prime}\right)\left(E^{\prime}-E_{\min }\right) d E^{\prime \prime}  \tag{160}\\
& \underline{\text { Dose 2 }}=\int_{E_{\min }}^{E_{\max }} S\left(E^{\prime}\right) E^{\prime} d E \tag{161}
\end{align*}
\]
\[
\begin{align*}
& \text { Dose 3 }=\int_{E_{\min }}^{E_{\max }} y\left(E^{\prime}\right) L\left(E^{\prime}\right) d E^{\prime}  \tag{162}\\
& \text { Dose 4 }=\int_{E_{\min }}^{E_{\max }} y\left(E^{\prime}\right) L\left(E^{\prime}, \delta_{c}\right) d E^{\prime} \tag{163}
\end{align*}
\]

If the electron source results from proton or alpha irradiation, the electron source terms are zero below 200 ev . If the electron spectra resulting from fast neutron irradiation are determined by stopping power theory, \(y^{S P}(E)\), Dose 1 should equal Dose 3 for all \(E_{\min }\) above 200 ev . However, the results presented consider \(y(E)\) based on the theory derived in section 2.1. Therefore, the inequality, Dose \(3 \geq\) Dose 1 , should be valid for all \(E_{\text {min }}\) above \(\delta_{c}\). With \(E_{\min }=200 \mathrm{ev}\), Dose 2 is the total dose rate. Dose 4 is the dose restricted to energy losses less than 200 ev .

Rather than alter the computer program explained in section 6.4, the integration for Dose 2 from the \(\mathrm{Co}^{60}\) irradiation is performed analytically. Simplification of Eq. (121) gives:
\[
\begin{equation*}
S_{1}(E)=\frac{\pi N_{e} r_{0}^{2}}{\alpha_{i}^{2}}\left[\frac{\alpha_{1}^{4}-2 \alpha_{1} E+\left(1+\alpha_{i} E^{3}\right)}{\left(\alpha_{i}^{2}-\alpha_{1} E\right)^{2}}\right] \tag{164}
\end{equation*}
\]

The expression for Dose 2 is given by
\[
\begin{equation*}
\underline{\text { Dose 2 }}=\sum_{1=1}^{N Q} \int_{E_{\min }}^{E_{\max }}{\underset{S}{i}}(E) E d E, \tag{165}
\end{equation*}
\]
where \(N Q\) is defined in section 2.3, and
\[
\begin{align*}
& \int_{E_{\min }}^{E_{\max }} S_{1}(E) E d E=\frac{\pi e_{e} r_{0}^{2}}{\alpha_{1}^{2}}\left[\frac{\left(2+\alpha_{1}+\alpha_{1}^{2}\right)\left(\alpha_{1}-E\right)}{\alpha_{1}}+\frac{E^{3}\left(1+\alpha_{1}\right)}{3 \alpha_{1}^{2}}\right. \\
& \left.-\left(\alpha_{1}+2\right)\left[\frac{\alpha_{1}^{2}}{\left(\alpha_{1}^{2}-\alpha_{1} E\right)}+\left(\alpha_{1}+2\right) \ln \left(\alpha_{1}^{2}-\alpha_{1} E\right)\right]\right] \tag{166}
\end{align*}
\]

Dose 1 is not obtained for the gamma ray source.
2.9 Comparison of Experimental and Theoretical \(\mathrm{G}\left(\mathrm{Fe}^{+3}\right)\) Values, Using a One-Radical Model for an Oxygen Free Solution

Since the one-radical model is inadequate for the oxygen-free ferroussulfate system, excellent results cannot be expected. However, the reaction mechanism is as simple as one can expect to find. The reactions occurring in the oxygen-free Fricke dosimeter are assumed to be:
\[
\begin{align*}
& \mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{H}+\mathrm{OH}  \tag{167}\\
& \mathrm{H}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}  \tag{168}\\
& \mathrm{OH}+\mathrm{OH} \rightarrow \mathrm{H}_{2} \mathrm{O}_{2}  \tag{169}\\
& \mathrm{H}+\mathrm{H} \rightarrow \mathrm{H}_{2}  \tag{170}\\
& \mathrm{Fe}^{+2}+\mathrm{OH}^{+2} \rightarrow \mathrm{Fe}^{+3}+\mathrm{OH}^{-}  \tag{171}\\
& \mathrm{Fe}^{+2}+\mathrm{H}_{2} \mathrm{O}_{2} \rightarrow \mathrm{Fe}^{+3}+\mathrm{OH}^{-}+\mathrm{OH}  \tag{172}\\
& \mathrm{Fe}^{+2} \cdot \mathrm{HOH}+\mathrm{H} \rightarrow \mathrm{Fe}^{+3} \cdot \mathrm{OH}^{-}+\mathrm{H}_{2}  \tag{173}\\
& \mathrm{Fe}^{+3}+\mathrm{H} \rightarrow \mathrm{Fe}^{+2}+\mathrm{H}^{+} \tag{174}
\end{align*}
\]

To apply the one radical model, reactions (168), (169) and (170) are
considered as one radical-radical reaction and reactions (171), (172), (173) and (174) as the radical-solute reaction. One rate constant is assigned to each set of reactions (i.e., \(k_{R R}\) and \(k_{R S}\) ).

For illustration, several approximations for \(G\left(\mathrm{Fe}^{+3}\right)\) are considered. The following values are used for the required reaction parameters:
\[
\begin{aligned}
& \langle\bar{\tau}\rangle=45 \mathrm{ev}, \bar{\varepsilon}=20 \frac{\mathrm{ev}}{\text { radical pair }}, \mathrm{N}_{\mathrm{O}}=4.5 \frac{\text { radicals }}{\text { spur }} \\
& \mathrm{k}_{\mathrm{RS}}=.026 \times 10^{10}\left(\frac{\mathrm{moles}}{1 \mathrm{liter}}\right)^{-1} \mathrm{sec}^{-1}, \mathrm{k}_{\mathrm{RR}}=.4 \times 10^{10}\left(\frac{\mathrm{moles}}{\text { liter }}\right)^{-1} \mathrm{sec}^{-1} \\
& \mathrm{r}_{0}=1.5 \times 10^{-7} \mathrm{~cm}, \mathrm{D}=4.5 \times 10^{-5} \mathrm{~cm}^{2} / \mathrm{sec} \\
& \mathrm{C}_{\mathrm{s}}=5.0 \times 10^{-4} \frac{\text { moles }}{1 \text { iter }} .
\end{aligned}
\]
(The above value of \(\bar{\varepsilon}\) is suggested by Burch (5), \(\langle\bar{\tau}\rangle\) is taken from this work, \(C_{s}\) is a typical value, \(N_{o}\) is calculated from \(\langle\bar{\tau}\rangle\) and \(\bar{\varepsilon}\) and those remaining are obtained from a paper by Faw and Miller (10).) Reaction (172) probably does not compete for the \(\mathrm{Fe}^{+2}\) ions in the spur. However, according to Hochanadel (13), reaction (174) does deplete the \(H\) radicals in the spur. In effect, an attempt will be made to represent a fairly complex set of reactions by the simple hypothetical one radical model.

The first approximation will be to consider equal production of \(\mathrm{H}_{2} \mathrm{O}\), \(\mathrm{H}_{2} \mathrm{O}_{2}\) and \(\mathrm{H}_{2}\) and disregard reaction (174). For this case, the fractional yield of \(\mathrm{Fe}^{+3}\) would be:
\[
\begin{gather*}
\overline{\mathrm{Y}}\left(\mathrm{Fe}^{+3}\right)=\overline{\mathrm{Y}}_{\mathrm{RS}}+\frac{2}{3}\left(1-\overline{\mathrm{Y}}_{\mathrm{RS}}\right)  \tag{175}\\
\overline{\mathrm{Y}}\left(\mathrm{Fe}^{+3}\right)=\frac{2}{3}+\frac{1}{3} \overline{\mathrm{Y}}_{\mathrm{RS}} . \tag{176}
\end{gather*}
\]

Since \(\langle\hat{\tau}\rangle=45 \frac{\mathrm{ev}}{\text { spur }}\) and \(N_{0}=4.5 \frac{\text { radicals }}{\text { spur }}\), the number of \(\mathrm{Fe}^{+3}\) molecules produced per 100 ev of energy absorbed in spurs \(G\left(\mathrm{Fe}^{+3}\right)\) is given by:
\[
\begin{gather*}
\mathrm{G}\left(\mathrm{Fe}^{+3}\right)=(10 \cdot)\left(\overline{\mathrm{Y}}\left(\mathrm{Fe}^{+3}\right)\right.  \tag{177}\\
\mathrm{G}\left(\mathrm{Fe}^{+3}\right)=10 \cdot\left(\frac{2}{3}+\frac{1}{3} \overline{\mathrm{Y}}_{\mathrm{RS}}\right) . \tag{178}
\end{gather*}
\]

The second approximation is to estimate the fraction of the radicalradical reaction going to \(\mathrm{H}_{2} \mathrm{O}_{2}\) from G values by Hochanadel (13). This estimate is .115 for an initial LET near . \(01 \mathrm{ev} / \AA\). In reality, the fraction going to \(\mathrm{H}_{2} \mathrm{O}_{2}\) increases with increasing LET. For this case:
\[
\begin{equation*}
\mathrm{G}\left(\mathrm{Fe}^{+3}\right)=10 .\left(.23+.77 \overline{\mathrm{Y}}_{\mathrm{RS}}\right) \tag{179}
\end{equation*}
\]

The third case will be to assume that the one radical model will give the correct \(G\left(\mathrm{Fe}^{+3}\right)\) at an initial LET of \(.01 / \mathrm{ev} / \AA\) if, in addition to the second approximation, the contribution of the radical-solute reaction is \(X_{1} \bar{Y}_{R S}\).

Explicitly:
\[
\begin{equation*}
\mathrm{G}\left(\mathrm{Fe}^{+3}\right)=\left[\mathrm{X}_{1} \overline{\mathrm{Y}}_{\mathrm{RS}}+.23\left(1-\overline{\mathrm{Y}}_{\mathrm{RS}}\right)\right] 10 \tag{180}
\end{equation*}
\]

Solving for \(\mathrm{X}_{1}\) gives \(\mathrm{X}_{1}=.87\), and \(\mathrm{G}\left(\mathrm{Fe}^{+3}\right)=.23+.64 \overline{\mathrm{Y}}_{\mathrm{RS}}\).
2.10 Error Analysis Methods

Due to the uncertainty in the mean ionization potential and the synthesized cross section, it is possible only to estimate limits of uncertainty for the results calculated. Both errors in the numerical integration and the uncertainty resulting from the lack of knowledge of physical parameters must be considered.

A standard formula is available for deternining the error associated with Simpson's integration. However, no method is available to estimate the error associated with the chemical yield calculations which were performed with a combination of Gauss and Laguerre integration.

Integrations using Simpson's rule in this work are performed on a logarithmic scale. As a result, the following formula is given for Simpson's rule integration:
\[
\begin{align*}
\int_{x_{0}}^{x_{2 n}} f(x) d x=\frac{n}{3}\left[f_{0}+4\right. & \left.\sum_{1=1}^{n} x_{21-1} f_{21-1}+2 \sum_{1=1}^{n-1} x_{21} f_{21}+f_{2 n}\right] \\
& -\frac{n h^{5}}{90} f^{(4)}(\xi) \tag{181}
\end{align*}
\]

In the above equation,
\[
\begin{equation*}
h=\frac{\ln \left(x_{0} / x_{2 n}\right)}{2 n-1} . \tag{182}
\end{equation*}
\]

It is important to note that the points on the lower end of the scale are not nearly as important as those on the higher end, unless \(f(x)\) diverges for small x .

Suppose that the number of integration points is changed from \(n_{1}\) to \(n_{2}\). Correspondingly, the value of \(h\) is altered from \(h_{1}\) to \(h_{2}\), the error associated with each integration goes from \(E_{1}\) to \(E_{2}\) and the value of the integral changes from \(I_{1}\) to \(I_{2}\). From the expression for \(h\), it is evident that an expression for the relative errors can be written as follows:
\[
\begin{equation*}
\frac{E_{1}}{E_{2}}=\frac{n_{1}}{n_{2}}\left[\frac{\ln \left(x_{0} / x_{2 n_{1}}\right)}{\ln \left(x_{0} / x_{2 n_{2}}\right)}\left[\frac{2 n_{2}-1}{2 n_{1}-1}\right]^{5} \frac{f^{(4)}\left(\xi_{1}\right)}{f^{(4)}\left(\xi_{2}\right)}\right] \tag{183}
\end{equation*}
\]

Even though \(\xi_{1}\) and \(\xi_{2}\) are not known, it appears reasonable to assume that \(f^{(4)}\left(\xi_{1}\right)\) and \(f^{(4)}\left(\xi_{2}\right)\) would not change appreciably when changing the number of integration points. Using the above assumption and simplifying,Eq. (183) becomes:
\[
\begin{equation*}
\frac{E_{1}}{E_{2}}=\frac{n_{1}}{n_{2}}\left[\frac{2 n_{2}-1}{2 n_{1}-1}\right]^{5} \tag{184}
\end{equation*}
\]

If \(I_{\infty}\) is the correct value of the integration,
\[
\begin{equation*}
I_{2}-I_{1}= \pm\left[\left(I_{\infty}-E_{2}\right)-\left(I_{\infty}-E_{1}\right)\right] \tag{185}
\end{equation*}
\]
substitution of Eq. (184) into Eq. (185) results in
\[
\begin{equation*}
I_{2}-I_{1}= \pm E_{2}\left[1-\frac{n_{1}}{n_{2}}\left[\frac{2 n_{2}-1}{2 n_{1}-1}\right]^{5}\right] \tag{186}
\end{equation*}
\]

From Eq. (186) it is evident that changing the number of integration points from 30 to 40 or from 40 to 50 results in a smaller percent error than the percent change in the value of the integrals.

It is also possible to approximate the effect of uncertainty in \(I_{0}\) on the resulting electron spectra. To estimate this uncertainty, consider the following expression:
\[
\begin{equation*}
y\left(E_{0}, I_{0}\right)=\int_{E}^{E_{\max }} \mathrm{S}\left(E_{0}\right) z\left(E_{0}, E, I_{0}\right) d E_{0} . \tag{187}
\end{equation*}
\]

The total derivative is given by
\[
\begin{equation*}
d y=d I_{0} \int_{E}^{E_{\max }} S\left(E_{0}\right)\left[\frac{\partial z\left(E_{0}, E, I_{0}\right)}{\partial I_{0}}\right] d E_{0} \tag{188}
\end{equation*}
\]

In terms of a finite change in \(I_{0}\) the following expression can be written:
\[
\begin{equation*}
\Delta y=\int_{E}^{E_{\max }} S\left(E_{0}\right)\left[z\left(E_{0}, E, I_{0}+\Delta I_{0}\right)-z\left(E_{0}, E, I_{0}\right)\right] d E_{0} . \tag{189}
\end{equation*}
\]

For \(I_{0}=65.1 \mathrm{ev}\) and \(I_{0}+\Delta I_{0}=74.1 \mathrm{ev}\) it can be shown that \(\frac{\Delta Z}{z}\) is essentially independent of \(E_{0}\), where
\[
\begin{equation*}
\frac{\Delta z}{z}=\frac{z\left(E_{0}, E, I_{0}+\Delta I_{0}\right)-z\left(E_{0}, E, I_{0}\right)}{z\left(E_{0}, E, I_{0}\right)} \tag{190}
\end{equation*}
\]

The lower curve in Fig. 4 illustrates the relation between \(\frac{\Delta z}{z}\) and E. Substitution of Eq. (190) into Eq. (189) results in
\[
\begin{equation*}
\frac{\Delta y(E)}{y(E)} \simeq \frac{\Delta z(E)}{z(E)} \tag{191}
\end{equation*}
\]

Therefore, from Eq. (191), it can be concluded that Fig. 4 presents a reasonable estimate of the uncertainty in the electron spectra due to the uncertainty in \(I_{0}\).

\subsection*{3.0 RESULTS, DISCUSSIONS AND CONCLUSIONS}

\subsection*{3.1 Results, Discussion and Conclusions of the Chemical Yield Calculations}

The fractional yield for infinite time, \(Y_{R S}(\infty)\), was calculated by the program described in section 6.1.3; the results for various values of \(A, B\), \(n\) and \(\ell\) are listed in Table I. Calculations for \(Y_{R S}(\infty)\) were performed by the program explained in section 6.1.2; these results are listed in Table II for various values of \(A, B, n, \ell\) and \(\theta\). Since \(Y_{R S}(\infty)\) is the fractional radical-solute yield, \(Y_{R R}(\infty)=1-Y_{R S}(\infty)\), in which \(Y_{R R}(\infty)\) is the fractional radical-radical yield. Both sets of results were spot checked with the program explained in section 6.1.1. Due to this spot check, it is concluded that no more than 3 percent error should be considered for any result listed. Problems associated with programing the chemical yield expression for numerical integration are described in section 6.1.

The results for \(Y_{R S}(\infty)\) presented in Fig. 1 should be sufficient for prediction of the chemical yield for general reaction parameters. Figure 2 is presented for illustration and should be self-explanatory.

The parameters \(A, B, n, \ell\) are defined as follows:
\[
\begin{aligned}
& A=\frac{k_{R R} N_{R}(0)}{8 \pi^{3 / 2} D r_{o}^{\circ}} \\
& B=\frac{r_{o}^{2} k_{R S} C_{S}}{2 D} \\
& \ell=\frac{\ell^{\prime}}{2 r_{O}} \\
& n=\text { number of spurs in a chain }
\end{aligned}
\]
in which \(k_{R R}\) is the radical-radical recombination rate constant, \(N_{R}(0)\) is the number of free radicals per spur at the beginning of the chemical stage, \(D\) is the diffusion constant of the medium for the free radicals, \(r_{0}\) is the spur radius, \(k_{R S}\) is the radical-solute rate constant, \(\mathrm{C}_{\mathrm{S}}\) is the solute concentration (molecules \(/ \mathrm{cm}^{3}\) ) and \(\ell^{\prime}\) is the spur separation distance in units of centimeters.

In Fig. 1 it is apparent that as A increases, the chemical yield of the RS species decreases and as B increases, the chemical yield increases. One would expect a decrease in \(Y_{R S}(\infty)\) due to an increase in \(k_{R R}\) or \(N_{R}(0)\) since these conditions favor the radical-radical reaction. As \(D\) and \(r_{0}\) increase, the effective spur surface area increases and in turn the radical-solute reaction is favored. As the spur separation distance increases \(Y_{R S}(\infty)\) increases due to the reduction in spur overlap. As the spurs come closer together, the effective local concentration of the free radicals is increased and the radical-radical reaction becomes more favorable. The fractional chemical yield is reduced as the number of spurs increase due to spur overlap as the spurs expand.
(2)
Fig. 1. Chemical Yield vs. A for Various Values of \(B\) and \(\ell\) for \(n=1000\).
(

Table I. Chemical Yield Results for Various Values of \(A, B, n\) and \(\ell\)
\begin{tabular}{|c|c|c|c|c|}
\hline Yield & A & B & n & \(\ell\) \\
\hline . 9145 & . 1000 & . 0010 & 1.0000 & 1.0000 \\
\hline . 5169 & 1.0000 & . 0010 & 1.0000 & 1.0000 \\
\hline . 0966 & 10.0000 & . 0010 & 1.0000 & 1.0000 \\
\hline . 8776 & . 1000 & . 0010 & 2.0000 & 1.0000 \\
\hline .4186 & 1.0000 & . 0010 & 2.0000 & 1.0000 \\
\hline . 0673 & 10.0000 & . 0010 & 2.0000 & 1.0000 \\
\hline . 8494 & . 1000 & . 0010 & 3.0000 & 1.0000 \\
\hline . 3625 & 1.0000 & . 0010 & 3.0000 & 1.0000 \\
\hline . 0540 & 10.0000 & . 0010 & 3.0000 & 1.0000 \\
\hline . 6843 & . 1000 & . 0010 & 1000.0000 & 1.0000 \\
\hline . 1782 & 1.0000 & . 0010 & 1000.0000 & 1.0000 \\
\hline . 0213 & 10.0000 & . 0010 & 1000.0000 & 1.0000 \\
\hline . 9145 & . 1000 & . 0010 & 1.0000 & 2.0000 \\
\hline . 5169 & 1.0000 & . 0010 & 1.0000 & 2.0000 \\
\hline . 0966 & 10.0000 & . 0010 & 1.0000 & 2.0000 \\
\hline . 8770 & . 1000 & . 0010 & 2.0000 & 2.0000 \\
\hline .4401 & 1.0000 & . 0010 & 2.0000 & 2.0000 \\
\hline . 0729 & 10.0000 & . 0010 & 2.0000 & 2.0000 \\
\hline . 8697 & . 1000 & . 0010 & 3.0000 & 2.0000 \\
\hline . 4006 & 1.0000 & . 0010 & 3.0000 & 2.0000 \\
\hline . 0627 & 10.0000 & . 0010 & 3.0000 & 2.0000 \\
\hline
\end{tabular}

Table I. (continued)
\begin{tabular}{|c|c|c|c|c|}
\hline Yield & A & B & n & \(\ell\) \\
\hline . 7989 & . 1000 & . 0010 & 1000.0000 & 2.0000 \\
\hline . 2845 & 1.0000 & . 0010 & 1000.0000 & 2.0000 \\
\hline . 03826 & 10.0000 & . 0010 & 1000.0000 & 2.0000 \\
\hline . 9145 & . 1000 & . 0010 & 1.0000 & 10.0000 \\
\hline . 5169 & 1.0000 & . 0010 & 1.0000 & 10.0000 \\
\hline . 0966 & 10.0000 & . 0010 & 1.0000 & 10.0000 \\
\hline . 9114 & . 1000 & . 0010 & 2.0000 & 10.0000 \\
\hline . 5071 & 1.0000 & . 0010 & 2.0000 & 10.0000 \\
\hline . 0933 & 10.0000 & . 0010 & 2.0000 & 10.0000 \\
\hline . 9100 & . 1000 & . 0010 & 3.0000 & 10.0000 \\
\hline . 5028 & 1.0000 & . 0010 & 3.0000 & 10.0000 \\
\hline . 0918 & 10.0000 & . 0010 & 3.0000 & 10.0000 \\
\hline . 9067 & . 1000 & . 0010 & 1000.0000 & 10.0000 \\
\hline . 4930 & 1.0000 & . 0010 & 1000.0000 & 10.0000 \\
\hline . 0886 & 10.0000 & . 0010 & 1000.0000 & 10.0000 \\
\hline . 9158 & . 1000 & . 1000 & 1.0000 & 1.0000 \\
\hline . 6653 & 1.0000 & . 1000 & 1.0000 & 1.0000 \\
\hline . 1673 & 10.0000 & . 1000 & 1.0000 & 1.0000 \\
\hline . 9254 & . 1000 & . 1000 & 2.0000 & 1.0000 \\
\hline . 5564 & 1.0000 & . 1000 & 2.0000 & 1.0000 \\
\hline
\end{tabular}

Table I. (continued)
\begin{tabular}{|c|c|c|c|c|}
\hline Yield & A & B & n & \(\ell\) \\
\hline . 1127 & 10.0000 & . 1000 & 2.0000 & 1.0000 \\
\hline . 9121 & . 1000 & . 1000 & 3.0000 & 1.0000 \\
\hline . 5129 & 1.0000 & . 1000 & 3.0000 & 1.0000 \\
\hline . 0965 & 10.0000 & . 1000 & 3.0000 & 1.0000 \\
\hline . 8815 & . 1000 & . 1000 & 1000.0000 & 1.0000 \\
\hline . 4336 & 1.0000 & . 1000 & 1000.0000 & 1.0000 \\
\hline . 0725 & 10.0000 & . 1000 & 1000.0000 & 1.0000 \\
\hline . 9518 & . 1000 & . 1000 & 1.0000 & 2.0000 \\
\hline . 6653 & 1.0000 & . 1000 & 1.0000 & 2.0000 \\
\hline . 1673 & 10.0000 & . 1000 & 1.0000 & 2.0000 \\
\hline . 9439 & . 1000 & . 1000 & 2.0000 & 2.0000 \\
\hline . 6302 & 1.0000 & . 1000 & 2.0000 & 2.0000 \\
\hline . 1477 & 10.0000 & . 1000 & 2.0000 & 2.0000 \\
\hline .9409 & . 1000 & . 1000 & 3.0000 & 2.0000 \\
\hline . 6178 & 1.0000 & . 1000 & 3.0000 & 2.0000 \\
\hline . 1416 & 10.0000 & . 1000 & 3.0000 & 2.0000 \\
\hline . 9348 & . 1000 & . 1000 & 1000.0000 & 2.0000 \\
\hline . 5942 & 1.0000 & . 1000 & 1000.0000 & 2.0000 \\
\hline . 1307 & 10.0000 & . 1000 & 1000.0000 & 2.0000 \\
\hline .9518 & . 1000 & . 1000 & 1.0000 & 10.0000 \\
\hline
\end{tabular}

Table I. (continued)
\begin{tabular}{|c|c|c|c|c|}
\hline Yield & A & B & n & \(\ell\) \\
\hline . 6653 & 1.0000 & . 1000 & 1.0000 & 10.0000 \\
\hline . 1673 & 10.0000 & . 1000 & 1.0000 & 10.0000 \\
\hline . 9518 & . 1000 & . 1000 & 2.0000 & 10.0000 \\
\hline . 6653 & 1.0000 & . 1000 & 2.0000 & 10.0000 \\
\hline . 1673 & 10.0000 & . 1000 & 2.0000 & 10.0000 \\
\hline . 9518 & . 1000 & . 1000 & 3.0000 & 10.0000 \\
\hline . 6653 & 1.0000 & . 1000 & 3.0000 & 10.0000 \\
\hline . 1673 & 10.0000 & . 1000 & 3.0000 & 10.0000 \\
\hline . 9518 & . 1000 & . 1000 & 1000.0000 & 10.0000 \\
\hline . 6652 & 1.0000 & . 1000 & 1000.0000 & 10.0000 \\
\hline . 1673 & 10.0000 & . 1000 & 1000.0000 & 10.0000 \\
\hline . 9977 & . 1000 & 10.0000 & 1.0000 & 1.0000 \\
\hline . 9777 & 1.0000 & 10.0000 & 1.0000 & 1.0000 \\
\hline . 8215 & 10.0000 & 10.0000 & 1.0000 & 1.0000 \\
\hline . 9968 & . 1000 & 10.0000 & 2.0000 & 1.0000 \\
\hline . 9693 & 1.0000 & 10.0000 & 2.0000 & 1.0000 \\
\hline . 7712 & 10.0000 & 10.0000 & 2.0000 & 1.0000 \\
\hline . 9964 & . 1000 & 10.0000 & 3.0000 & 1.0000 \\
\hline . 9662 & 1.0000 & 10.0000 & 3.0000 & 1.0000 \\
\hline . 7544 & 10.0000 & 10.0000 & 3.0000 & 1.0000 \\
\hline . 9958 & . 1000 & 10.0000 & 1000.0000 & 1.0000 \\
\hline
\end{tabular}

Table I. (continued)
\begin{tabular}{ccccc}
\hline Yield & \(A\) & \(B\) & \(n\) & \(\ell\) \\
\hline .9602 & 1.0000 & 10.0000 & 1000.0000 & 1.0000 \\
.7233 & 10.0000 & 10.0000 & 1000.0000 & 1.0000
\end{tabular}
\begin{tabular}{rrrrr}
.9977 & .1000 & 10.0000 & 1.0000 & 2.0000 \\
.9777 & 1.0000 & 10.0000 & 1.0000 & 2.0000 \\
.8215 & 10.0000 & 10.0000 & 1.0000 & 2.0000 \\
.9976 & .1000 & 10.0000 & 2.0000 & 2.0000 \\
.9772 & 1.0000 & 10.0000 & 2.0000 & 2.0000 \\
.8185 & 10.0000 & 10.0000 & 2.0000 & 2.0000 \\
.9976 & .1000 & 10.0000 & 3.0000 & 2.0000 \\
.9770 & 10.0000 & 10.0000 & 3.0000 & 2.0000 \\
.8174 & 1.1000 & 10.0000 & 1000.0000 & 2.0000 \\
.9976 & 10.0000 & 10.0000 & 1000.0000 & 2.0000 \\
.9767 & & 1000.0000 & 2.0000
\end{tabular}
\begin{tabular}{rrrrr}
.9977 & .1000 & 10.0000 & 1.0000 & 10.0000 \\
.9777 & 1.0000 & 10.0000 & 1.0000 & 10.0000 \\
.8215 & 10.0000 & 10.0000 & 1.0000 & 10.0000 \\
.9977 & .1000 & 10.0000 & 2.0000 & 10.0000 \\
.9777 & 1.0000 & 10.0000 & 2.0000 & 10.0000 \\
.8215 & 10.0000 & 10.0000 & 2.0000 & 10.0000
\end{tabular}

Table I. (continued)
\begin{tabular}{lrrrr}
\hline Yield & A & B & \(n\) & \(\ell\) \\
\hline .8876 & .1000 & 10.0000 & 3.0000 & 10.0000 \\
.9777 & 1.0000 & 10.0000 & 3.0000 & 10.0000 \\
.8215 & 10.0000 & 10.0000 & 3.0000 & 10.0000 \\
.9977 & .1000 & 10.0000 & 1000.0000 & 10.0000 \\
.9777 & 1.0000 & 10.0000 & 1000.0000 & 10.0000 \\
.8215 & 10.0000 & 10.0000 & 1000.0000 & 10.0000 \\
\hline
\end{tabular}

Table II. Chemical Yield Results for Various Values of A, B, \(n, \ell\) and \(\theta\)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & n & B & A \\
\hline . 63116 & 1.0 & 1.0 & 1.0 & 10.0 & . 1 \\
\hline . 86290 & 2.0 & 1.0 & 1.0 & 10.0 & . 1 \\
\hline . 63116 & 1.0 & 2.0 & 1.0 & 10.0 & . 1 \\
\hline . 86290 & 2.0 & 2.0 & 1.0 & 10.0 & . 1 \\
\hline . 63116 & 1.0 & 10.0 & 1.0 & 10.0 & . 1 \\
\hline . 86290 & 2.0 & 10.0 & 1.0 & 10.0 & . 1 \\
\hline . 63079 & 1.0 & 1.0 & 2.0 & 10.0 & . 1 \\
\hline . 86223 & 2.0 & 1.0 & 2.0 & 10.0 & . 1 \\
\hline . 63114 & 1.0 & 2.0 & 2.0 & 10.0 & . 1 \\
\hline . 86286 & 2.0 & 2.0 & 2.0 & 10.0 & . 1 \\
\hline . 63116 & 1.0 & 10.0 & 2.0 & 10.0 & . 1 \\
\hline . 86290 & 2.0 & 10.0 & 2.0 & 10.0 & . 1 \\
\hline . 63066 & 1.0 & 1.0 & 3.0 & 10.0 & . 1 \\
\hline . 86198 & 2.0 & 1.0 & 3.0 & 10.0 & . 1 \\
\hline . 63113 & 1.0 & 2.0 & 3.0 & 10.0 & . 1 \\
\hline . 86285 & 2.0 & 2.0 & 3.0 & 10.0 & .l \\
\hline . 63116 & 1.0 & 10.0 & 3.0 & 10.0 & . 1 \\
\hline . 86290 & 2.0 & 10.0 & 3.0 & 10.0 & . 1 \\
\hline . 60593 & 1.0 & 1.0 & 1.0 & . 1 & . 1 \\
\hline . 82573 & 2.0 & 1.0 & 1.0 & . 1 & . 1 \\
\hline . 60593 & 1.0 & 2.0 & 1.0 & . 1 & . 1 \\
\hline . 82573 & 2.0 & 2.0 & 1.0 & . 1 & .l \\
\hline
\end{tabular}

Table II. (continued)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(Y_{R S}(\theta)\) & \(\theta\) & \& & n & B & A \\
\hline . 60593 & 1.0 & 10.0 & 1.0 & . 1 & . 1 \\
\hline . 82573 & 2.0 & 10.0 & 1.0 & . 1 & . 1 \\
\hline . 59197 & 1.0 & 1.0 & 2.0 & . 1 & . 1 \\
\hline . 80447 & 2.0 & 1.0 & 2.0 & . 1 & . 1 \\
\hline . 60225 & 1.0 & 2.0 & 2.0 & . 1 & . 1 \\
\hline . 81948 & 2.0 & 2.0 & 2.0 & . 1 & . 1 \\
\hline . 60593 & 1.0 & 10.0 & 2.0 & . 1 & . 1 \\
\hline . 82573 & 2.0 & 10.0 & 2.0 & . 1 & . 1 \\
\hline . 58520 & 1.0 & 1.0 & 3.0 & . 1 & . 1 \\
\hline . 79379 & 2.0 & 1.0 & 3.0 & . 1 & . 1 \\
\hline . 60093 & 1.0 & 2.0 & 3.0 & . 1 & . 1 \\
\hline . 81713 & 2.0 & 2.0 & 3.0 & . 1 & . 1 \\
\hline . 60593 & 1.0 & 10.0 & 3.0 & . 1 & . 1 \\
\hline . 82573 & 2.0 & 10.0 & 3.0 & . 1 & . 1 \\
\hline . 60180 & 1.0 & 1.0 & 1.0 & . 001 & . 1 \\
\hline . 82848 & 2.0 & 1.0 & 1.0 & . 001 & . 1 \\
\hline . 60180 & 1.0 & 2.0 & 1.0 & . 001 & . 1 \\
\hline . 82848 & 2.0 & 2.0 & 1.0 & . 001 & . 1 \\
\hline . 60180 & 1.0 & 10.0 & 1.0 & . 001 & . 1 \\
\hline . 82848 & 2.0 & 10.0 & 1.0 & . 001 & . 1 \\
\hline . 57758 & 1.0 & 1.0 & 2.0 & . 001 & . 1 \\
\hline . 79889 & 2.0 & 1.0 & 2.0 & . 001 & . 1 \\
\hline
\end{tabular}

Table II. (continued)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & n & B & A \\
\hline . 58364 & 1.0 & 2.0 & 2.0 & . 001 & . 1 \\
\hline . 80536 & 2.0 & 2.0 & 2.0 & . 001 & . 1 \\
\hline . 60006 & 1.0 & 10.0 & 2.0 & . 001 & . 1 \\
\hline . 82574 & 2.0 & 10.0 & 2.0 & . 001 & . 1 \\
\hline . 55898 & 1.0 & 1.0 & 3.0 & . 001 & . 1 \\
\hline . 77543 & 2.0 & 1.0 & 3.0 & . 001 & . 1 \\
\hline . 57230 & 1.0 & 2.0 & 3.0 & . 001 & . 1 \\
\hline . 78999 & 2.0 & 2.0 & 3.0 & . 001 & . 1 \\
\hline . 59929 & 1.0 & 10.0 & 3.0 & . 001 & . 1 \\
\hline . 82447 & 2.0 & 10.0 & 3.0 & . 001 & . 1 \\
\hline . 62268 & 1.0 & 1.0 & 1.0 & 10.0 & 1.0 \\
\hline . 84744 & 2.0 & 1.0 & 1.0 & 10.0 & 1.0 \\
\hline . 62268 & 1.0 & 2.0 & 1.0 & 10.0 & 1.0 \\
\hline . 84744 & 2.0 & 2.0 & 1.0 & 10.0 & 1.0 \\
\hline . 62268 & 1.0 & 10.0 & 1.0 & 10.0 & 1.0 \\
\hline . 84744 & 2.0 & 10.0 & 1.0 & 10.0 & 1.0 \\
\hline . 61922 & 1.0 & 1.0 & 2.0 & 10.0 & 1.0 \\
\hline . 84111 & 2.0 & 1.0 & 2.0 & 10.0 & 1.0 \\
\hline . 62249 & 1.0 & 2.0 & 2.0 & 10.0 & 1.0 \\
\hline . 84709 & 2.0 & 2.0 & 2.0 & 10.0 & 1.0 \\
\hline . 62268 & 1.0 & 10.0 & 2.0 & 10.0 & 1.0 \\
\hline . 84744 & 2.0 & 10.0 & 2.0 & 10.0 & 1.0 \\
\hline .61796 & 1.0 & 1.0 & 3.0 & 10.0 & 1.0 \\
\hline
\end{tabular}

Table II. (continued)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & n & B & A \\
\hline . 83880 & 2.0 & 1.0 & 3.0 & 10.0 & 1.0 \\
\hline . 62243 & 1.0 & 2.0 & 3.0 & 10.0 & 1.0 \\
\hline . 84697 & 2.0 & 2.0 & 3.0 & 10.0 & 1.0 \\
\hline . 62268 & 1.0 & 10.0 & 3.0 & 10.0 & 1.0 \\
\hline . 84744 & 2.0 & 10.0 & 3.0 & 10.0 & 1.0 \\
\hline . 44546 & 1.0 & 1.0 & 1.0 & . 1 & 1.0 \\
\hline . 59235 & 2.0 & 1.0 & 1.0 & . 1 & 1.0 \\
\hline . 44546 & 1.0 & 2.0 & 1.0 & . 1 & 1.0 \\
\hline . 59235 & 2.0 & 2.0 & 1.0 & . 1 & 1.0 \\
\hline . 44546 & 1.0 & 10.0 & 1.0 & . 1 & 1.0 \\
\hline . 59235 & 2.0 & 10.0 & 1.0 & . 1 & 1.0 \\
\hline . 38419 & 1.0 & 1.0 & 2.0 & . 1 & 1.0 \\
\hline . 50332 & 2.0 & 1.0 & 2.0 & . 1 & 1.0 \\
\hline . 42819 & 1.0 & 2.0 & 2.0 & . 1 & 1.0 \\
\hline . 56425 & 2.0 & 2.0 & 2.0 & . 1 & 1.0 \\
\hline . 44546 & 1.0 & 10.0 & 2.0 & . 1 & 1.0 \\
\hline . 59235 & 2.0 & 10.0 & 2.0 & . 1 & 1.0 \\
\hline . 36025 & 1.0 & 1.0 & 3.0 & . 1 & 1.0 \\
\hline . 46789 & 2.0 & 1.0 & 3.0 & . 1 & 1.0 \\
\hline . 42237 & 1.0 & 2.0 & 3.0 & . 1 & 1.0 \\
\hline . 55448 & 2.0 & 2.0 & 3.0 & . 1 & 1.0 \\
\hline . 44546 & 1.0 & 10.0 & 3.0 & . 1 & 1.0 \\
\hline .59235 & 2.0 & 10.0 & 3.0 & . 1 & 1.0 \\
\hline
\end{tabular}

Table II. (continued)
\begin{tabular}{llllll}
\hline\(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & \(n\) & \(B\) & \(A\) \\
\hline .42400 & 1.0 & 1.0 & 1.0 & .001 & 1.0 \\
.60952 & 2.0 & 1.0 & 1.0 & .001 & 1.0 \\
.42400 & 1.0 & 2.0 & 1.0 & .001 & 1.0 \\
.60952 & 2.0 & 2.0 & 1.0 & 1.0 & .001
\end{tabular}

Table II. (continued)


Table II. (continued)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & n & B & A \\
\hline . 13311 & 1.0 & 10.0 & 2.0 & . 1 & 10.0 \\
\hline . 16420 & 2.0 & 10.0 & 2.0 & . 1 & 10.0 \\
\hline . 08464 & 1.0 & 1.0 & 3.0 & . 1 & 10.0 \\
\hline . 10000 & 2.0 & 1.0 & 3.0 & . 1 & 10.0 \\
\hline . 11914 & 1.0 & 2.0 & 3.0 & . 1 & 10.0 \\
\hline . 14315 & 2.0 & 2.0 & 3.0 & . 1 & 10.0 \\
\hline . 13311 & 1.0 & 10.0 & 3.0 & . 1 & 10.0 \\
\hline . 16420 & 2.0 & 10.0 & 3.0 & . 1 & 10.0 \\
\hline . 11102 & 1.0 & 1.0 & 1.0 & . 001 & 10.0 \\
\hline . 17773 & 2.0 & 1.0 & 1.0 & . 001 & 10.0 \\
\hline . 11102 & 1.0 & 2.0 & 1.0 & . 001 & 10.0 \\
\hline .17773 & 2.0 & 2.0 & 1.0 & . 001 & 10.0 \\
\hline . 11102 & 1.0 & 10.0 & 1.0 & . 001 & 10.0 \\
\hline . 17773 & 2.0 & 10.0 & 1.0 & . 001 & 10.0 \\
\hline . 06373 & 1.0 & 1.0 & 2.0 & . 001 & 10.0 \\
\hline . 10309 & 2.0 & 1.0 & 2.0 & . 001 & 10.0 \\
\hline . 16307 & 2.0 & 10.0 & 2.0 & . 001 & 10.0 \\
\hline . 04665 & 1.0 & 1.0 & 3.0 & . 001 & 10.0 \\
\hline . 07491 & 2.0 & 1.0 & 3.0 & . 001 & 10.0 \\
\hline . 05615 & 1.0 & 2.0 & 3.0 & . 001 & 10.0 \\
\hline . 08639 & 2.0 & 2.0 & 3.0 & . 001 & 10.0 \\
\hline . 10154 & 1.0 & 10.0 & 3.0 & . 001 & 10.0 \\
\hline
\end{tabular}

Table II. (continued)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & n & B & A \\
\hline . 16307 & 2.0 & 10.0 & 2.0 & . 001 & 10.0 \\
\hline . 505 & 1 & 1 & 1000 & 10 & 10 \\
\hline . 648 & 2 & 1 & 1000 & 10 & 10 \\
\hline . 549 & 1 & 2 & 1000 & 10 & 10 \\
\hline . 7211 & 2 & 2 & 1000 & 10 & 10 \\
\hline . 552 & 1 & 10 & 1000 & 10 & 10 \\
\hline . 726 & 2 & 10 & 1000 & 10 & 10 \\
\hline . 0682 & 1 & 1 & 1000 & . 1 & 10 \\
\hline . 0781 & 2 & 1 & 1000 & . 1 & 10 \\
\hline . 113 & 1 & 2 & 1000 & . 1 & 10 \\
\hline . 134 & 2 & 2 & 1000 & . 1 & 10 \\
\hline . 138 & 1 & 10 & 1000 & . 1 & 10 \\
\hline . 164 & 2 & 10 & 1000 & . 1 & 10 \\
\hline . 0145 & 1 & 1 & 1000 & . 001 & 10 \\
\hline . 0194 & 2 & 1 & 1000 & . 001 & 10 \\
\hline . 0264 & 1 & 2 & 1000 & . 001 & 10 \\
\hline . 0348 & 2 & 2 & 1000 & . 001 & 10 \\
\hline . 0583 & 1 & 10 & 1000 & . 001 & 10 \\
\hline . 0781 & 2 & 10 & 1000 & . 001 & 10 \\
\hline . 630 & 1 & 1 & 1000 & 10 & . 1 \\
\hline . 861 & 2 & 1 & 1000 & 10 & . 1 \\
\hline . 631 & 1 & 2 & 1000 & 10 & . 1 \\
\hline
\end{tabular}

Table II. (continued)
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & n & B & A \\
\hline . 862 & 2 & 2 & 1000 & 10 & . 1 \\
\hline . 6311 & 1 & 10 & 1000 & 10 & . 1 \\
\hline . 862 & 2 & 10 & 1000 & 10 & . 1 \\
\hline . 570 & 1 & 1 & 1000 & .1 & . 1 \\
\hline . 769 & 2 & 1 & 1000 & . 1 & . 1 \\
\hline . 598 & 1 & 2 & 1000 & . 1 & . 1 \\
\hline . 812 & 2 & 2 & 1000 & . 1 & . 1 \\
\hline . 605 & 1 & 10 & 1000 & . 1 & . 1 \\
\hline . 825 & 2 & 10 & 1000 & . 1 & . 1 \\
\hline . 441 & 1 & 1 & 1000 & . 001 & . 1 \\
\hline . 601 & 2 & 1 & 1000 & . 001 & . 1 \\
\hline . 511 & 1 & 2 & 1000 & . 001 & . 1 \\
\hline . 696 & 2 & 2 & 1000 & . 001 & . 1 \\
\hline . 575 & 1 & 10 & 1000 & . 001 & . 1 \\
\hline . 785 & 2 & 10 & 1000 & . 001 & . 1 \\
\hline . 615 & 1 & 1 & 1000 & 10 & 1. \\
\hline . 834 & 2 & 1 & 1000 & 10 & 1. \\
\hline . 622 & 1 & 2 & 1000 & 10 & 1. \\
\hline . 846 & 2 & 2 & 3.000 & 10 & 1. \\
\hline . 622 & 1 & 10 & 1000 & 10 & 1. \\
\hline . 847 & 2 & 10 & 1000 & 10 & 1. \\
\hline . 317 & 1 & 1 & 1000 & . 1 & 1. \\
\hline . 403 & 2 & 1 & 1000 & . 1 & 1. \\
\hline
\end{tabular}

Table II. (continued)
\begin{tabular}{llllll}
\hline\(Y_{R S}(\theta)\) & \(\theta\) & \(\ell\) & \(n\) & \(B\) & \(A\) \\
\hline .411 & 1 & 2 & 1000 & .1 & 1. \\
.535 & 2 & 2 & 1000 & .1 & 1. \\
.445 & 1 & 10 & 1000 & .1 & 1. \\
.592 & 2 & 10 & 1000 & .1 & 1. \\
.119 & 1 & 1 & 1000 & .001 & 1. \\
.161 & 2 & 1 & 1000 & .001 & 1. \\
.190 & 2 & 2 & 1000 & .001 & 1. \\
.255 & 1 & 10 & 1000 & .001 & 1. \\
.318 & 2 & 10 & 1000 & .001 & 1. \\
.430 & & & & & 1. \\
\hline
\end{tabular}

\title{
3.2 Results, Discussion and Conclusions of Calculations for the Electron Energy Spectra Resulting From Monoenergetic Electron Sources
}

The program used to obtain the results listed in Table III is explained in section 6.2. For illustration, several \(z\left(E_{O}, E\right)\) spectra are plotted in Fig. 3. Calculations using the same \(I_{0}(74.1 \mathrm{ev})\) agreed with values calculated by McGinnies (20). Recent data by Berger and Seltzer (2) indicates that \(I_{0}\) should be 65.1 ev ; therefore, the values listed in Table III were obtained with the mean ionization potential equal to 65.1 ev.

Since doubling the number of integration points only changed the results in and beyond the third place, it was assumed that less than 0.5 percent error was associated with the numerical procedure. No error estimate was given by Berger and Seltzer (2). However, comparison between the results obtained with \(I_{0}=74.1 \mathrm{ev}\) and with \(I_{0}=65.1 \mathrm{ev}\) results in the lower curve in Fig. 4 as the percent uncertainty in \(z\left(E_{O}, E\right)\) as a function of \(E\). Even if \(I_{o}\) were known accurately, the resulting spectra for source energies below 2 Kev would still be dubious since the cross section used in this work was not accurate below 2 Kev . However, no better cross section was available. Since the value of \(I_{0}\) given by Berger and Seltzer (2) was probably more accurate than the \(65.1 \pm 9 \mathrm{ev}\), the error obtained by comparison, the error estimate given by the lower curve in Fig. 4 was probably too large. Therefore, this curve was considered to be a reasonable estimate for the uncertainty of \(z\left(E_{O}, E\right)\), including the error incurred by the numerical procedure.


Fig. 4. Percent Uncertainty in \(z\left(E_{o}, E\right)\) and \(y(E)\) vs. \(E\)

Table III. (continued)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline  & 8.127 & 5.119 & 3.225 & 2.0314 & 1.2799 & . 8063 & . 5080 & . 3200 & . 20159 & . 12699 & . 0800 \\
\hline . 0100 & . 5897 & . 3833 & . 2491 & . 1622 & . 1062 & . 07029 & . 0474 & . 03323 & . 02430 & . 01895 & . 01581 \\
\hline . 00629 & . 6819 & . 4426 & . 2870 & . 1860 & . 1208 & . 07883 & . 05202 & . 03499 & . 02438 & . 01880 & . 01368 \\
\hline . 00396 & . 8012 & . 5197 & . 3367 & . 2178 & . 1408 & . 09122 & . 05942 & . 03913 & . 02623 & . 01820 & . 01320 \\
\hline . 00250 & . 9605 & . 6229 & . 4033 & . 2607 & . 1683 & . 1086 & . 07030 & . 04574 & . 03009 & . 02011 & . 01389 \\
\hline . 00157 & 1.182 & . 7669 & . 4964 & . 3208 & . 2070 & . 1334 & . 08616 & . 0556 & . 03624 & . 02381 & . 01587 \\
\hline . 000992 & 1.510 & . 9797 & . 6343 & . 4100 & . 2644 & . 1704 & . 1098 & . 07092 & . 04585 & . 02985 & . 01962 \\
\hline . 000625 & 2.039 & 1.322 & . 8566 & . 5535 & . 3572 & . 2302 & . 1483 & . 0956 & . 06182 & . 04011 & . 02605 \\
\hline . 000393 & 3.021 & 1.959 & 1.269 & . 8204 & . 5293 & . 3412 & . 2199 & . 1417 & . 0916 & . 05934 & . 03847 \\
\hline . 000248 & 5.460 & & & 1.483 & . 9571 & . 6170 & . 3976 & . 2565 & . 1657 & . 1072 & . 06968 \\
\hline
\end{tabular}
Table III. (continued)


\subsection*{3.3 Results, Discussion and Conclusions of the Electron Spectrum Resulting From Co \({ }^{60}\) Irradiation}

The differential cross section for the production of electrons between \(E\) and \(E+d E\) by \(C o^{60}\) garma rays is given in Fig. 5. Tabular values for various sources are given in Table IV. These results are in excellent agreement with those given by Johns and Laughlin (14).

The electron energy spectrum listed in Table V and plotted in Fig. 6 is in close agreement with that computed by Harder (12); Table VI gives a comparison between several values given by Harder (12) and those obtained in this work. The spectrum obtained by Harder (12) used a somewhat different approach than that used for this work. The spectrum was also calculated using continuous slowing theory with the results listed in Table V and plotted in Fig. 6. The spectrum of Fig. 6 is normalized to 2 photons/ \(\mathrm{cm}^{2} \mathrm{sec}\) (one photon of energy 1.173 and the other of 1.332 Mev ). If one chooses to normalize the spectrum to \(1 \mathrm{rad} / \mathrm{hr}\), the values listed must be multiplied by \(2.33 \times 10^{5}\).

Inaccuracies in \(y_{g}(E) S_{e} \mathrm{~g}_{\left(E_{0}\right), z\left(E_{0}, E\right) \text { would be inherent inaccuracies }}\) in the numerical integration and uncertainties in \(I_{0}\). Since changing the number of integration points from 30 to 50 changed the results beyond the second place, 50 points were used. One percent error was assumed to be due to the numerical scheme. The most error one could expect in \(y_{g}(E)\) is a 1 percent error superimposed on the error in \(z\left(E_{0}, E\right)\). This error is presented in the upper curve in Fig. 4.


Fig. 5. Plot of the Total Differential Cross Section for the Production of Electrons of Energy E vs. Electron Energy for \(C^{60}\) Irradiation


Table IV. Differential Cross Section, \(d_{e} \sigma(E) / d E\), for the Number of Electrons with Kinetic Energies Between \(E\) and \(E+d E\) Scattered per Electron for Monoenergetic Photon Sources of 1.17 and 1.33 Mev
\begin{tabular}{lll}
\hline & \multicolumn{1}{c}{\(\mathrm{d}_{\mathrm{\sigma}}(\mathrm{E}) / \mathrm{dE}\left(\mathrm{cm}^{2}\right.\) electron \(\left.{ }^{-1} \mathrm{Mev}^{-1}\right) \times 10^{-25}\)} \\
\cline { 2 - 3 } 1.17 Mev Photon & 1.33 Mev Photon \\
\hline 0 & 1.858 & 1.438 \\
0.10 & 1.791 & 1.398 \\
0.20 & 1.731 & 1.303 \\
0.30 & 1.682 & 1.333 \\
0.40 & 1.650 & 1.313 \\
0.50 & 1.648 & 1.307 \\
0.60 & 1.703 & 1.323 \\
0.70 & 1.871 & 1.376 \\
0.80 & 2.306 & 1.499 \\
0.90 & 3.502 & 1.765 \\
0.96 & 5.359 & 2.062 \\
1.00 & & 2.376 \\
1.116 & & 4.063 \\
& & 4.585
\end{tabular}

Table V. Electron Energy Spectra Resulting From \(\mathrm{Co}^{60}\) Irradiation Calculated by the Method of Spencer and Fano \(y_{g}(E)\) and by the Method of Continuous Slowing-Down Theory \(y_{g}{ }^{S P}(E)\) Listed with the Electron Energy E in \(m_{0} c^{2}\) Units
\begin{tabular}{|c|c|c|}
\hline \[
E\left(m_{0} c^{2}\right)
\] & \[
y_{g}(E)\left(\mathrm{cm}^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right)
\] & \[
y_{g}{ }^{S P}(E)\left(\mathrm{cm}^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right)
\] \\
\hline \(0.2184 \mathrm{E}+01\) & 0.0000E-99 & 0.0000E-99 \\
\hline \(0.1733 E+01\) & 0.1464E-01 & 0.1432E - 01 \\
\hline \(0.1375 \mathrm{E}+01\) & 0.2538E-01 & 0.2497E - 01 \\
\hline \(0.1092 \mathrm{E}+01\) & 0.3129E-01 & 0.3082E - 01 \\
\hline \(0.8667 E+00\) & 0.3485E-01 & 0.3417E-01 \\
\hline \(0.6879 E+00\) & 0.3665E-01 & 0.3562E - 01 \\
\hline \(0.5460 \mathrm{E}+00\) & 0.3720E-01 & 0.3552E-01 \\
\hline \(0.4333 E+00\) & 0.3664E-01 & 0.3421E - 01 \\
\hline \(0.3439 E+00\) & 0.354IE - 01 & 0.3201E - 01 \\
\hline \(0.2730 \mathrm{E}+00\) & 0.3368E-01 & 0.2925E-01 \\
\hline \(0.2166 E+00\) & 0.3178E-01 & 0.2622E - 01 \\
\hline \(0.1719 \mathrm{E}+00\) & 0.2983E-01 & 0.2312E - 01 \\
\hline \(0.1365 E+00\) & 0.2801E - 01 & 0.2012E - 01 \\
\hline \(0.1083 \mathrm{E}+00\) & 0.2640E-01 & 0.1733E-01 \\
\hline 0.8599E-01 & 0.2505E - 01 & 0.1480E - 01 \\
\hline 0.6825E-01 & 0.2397E-01 & 0.1255 E - 01 \\
\hline 0.5417E - 01 & 0.2318E - 01 & 0.1060E - 01 \\
\hline 0.4299E-01 & 0.2265E-01 & 0.8919E-02 \\
\hline
\end{tabular}

Table V. (continued)
\[
E\left(m_{0} c^{2}\right) \quad y_{g}(E)\left(c^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right) \quad y_{g}^{S P}(E)\left(m^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right)
\]
\(0.3412 E-01\)
0.2237E-01
\(0.7483 E-02\)
0.2708E-01
0.2232E - 01
0.6269E-02
0.2149E-01
0.2249E-01
0.5247E-02
0.1706E-01
0.2286E-01
0.4391E-02
0.1354E-01
0.2342E-01
0.3676E - 02
0.1074E - 01
0.2416E-01
0.308IE - 02
0.8531E-02
0.6771E - 02
0.2510E - 01
0.2586E-02
0.2624E-01
0.2175E-02
0.5374E-02
0.2759E-01
0.1833E-02
0.4265E-02
0.2919E-01
0.1550E-02
0.3385E-02
0.3108E - 01
0.1316E-02
0.2687E - 02
0.3331E - 01
0.1121E - 02
0.2132E - 02
0.3595E - 01
0.9610E-03
0.1692E - 02
0.391IE - 01
0.8281E-03
0.1343E-02
0.4295E-01
0.7185E-03
0.1066E - 02
\(0.4867 E-01\)
0.6287E-03
0.8464E-03
0.5364E-01
0.5558E-03
0.6718E-03
0.6133E-01
0.4977E - 03
0.5332E-03
0.7156E - 01
0.4529E-03
0.4232E-03
0.8596E-01
\(0.4212 E-03\)
0.3359E-03
0.1074 E - 01
\(0.4034 E-03\)

Table VI. Comparison of \(y(E)\) Calculated in This Work and \(y(E)\) Obtained by Harder With the Spectra Normalized to a Photon Absorbed Dose Rate of \(1 \mathrm{rad} / \mathrm{sec}\)
\begin{tabular}{lll}
\hline\(E(M e v)\) & \(y(E)-\) Harder & \(y(E)-\) This Work \\
\hline 1.00 & \(0.56 \times 10^{7}\) & \(0.5 \times 10^{7}\) \\
0.20 & \(2.9 \times 10^{7}\) & \(3.1 \times 10^{7}\) \\
0.10 & \(2.7 \times 10^{7}\) & \(2.6 \times 10^{7}\) \\
0.02 & \(1.8 \times 10^{7}\) & \(1.9 \times 10^{7}\) \\
0.01 & \(1.8 \times 10^{7}\) & \(1.9 \times 10^{7}\)
\end{tabular}
3.4 Results, Discussion and Conclusions of the Determination of the
Electron Energy Spectra Resulting From Fast Neutron Irradiation

The electron sources resulting from the slowing down of alpha particles and protons, as determined from the program described in section 6.4, are listed in Table VII and plotted in Figs. 7 and 8. The resulting electron energy spectra, \(y_{a}(E)\) and \(y_{p}(E)\), are listed in Tables VIII and IX and plotted in Figs. 8 and 10.

The electron energy spectrum resulting from the proton source was not obtained for electron energies below .000972, but calculations for a paper by Faw and Miller (7) using a slightly different model suggested that further calculations were unnecessary. Calculations for \(y_{a} S P(E)\) and \(y_{p} S P(E)\) using continuous slowing down theory are listed in Tables VIII and IX. The results were not plotted since the results were very close to those obtained by the method of Spencer and Fano (22).

Errors would be only a result of the numerical integrations, added to the uncertainty in \(z\left(E_{0}, E\right)\). No appreciable change in the results were obtained above 30 integration points. Therefore, it was assumed that the error associated with the numerical integration was approximately \(l\) percent. This one percent error, superimposed on the lower curve in Fig. 4 was the maximum error that could be associated with the spectra \(y_{a}(E)\) and \(y_{p}(E)\).




Fig. 9. Plot of the Electron Energy Spectrum \(y_{p}(E)\left(\mathrm{cm}^{-2} \sec ^{-1}\left(m_{o} c^{2}\right)^{-1}\right)\) Resulting From Proton Irradiation vs. Electron Energy in \(m_{o} c^{2}\) Units


Fig. 10. Plot of the Electron Energy Spectrum \(y_{a}(E)\left(\mathrm{cm}^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right)\)
Resulting from Alpha Particle Irradiation vs. Electron Energy in \(m_{0} c^{2}\) Units

Table VII. Initial Electron Sources Resulting From
Alpha and Proton Irradiation
\begin{tabular}{|c|c|c|c|}
\hline \[
E\left(m_{0} c^{2}\right)
\] & \(S_{e}{ }^{\text {a }}(E)\) & \(E\left(m_{0} c^{2}\right)\) & \(S_{e}{ }^{p}(E)\) \\
\hline . 622E-02 & . 521E-02 & .622E-01 & .203E-04 \\
\hline . \(586 \mathrm{E}-02\) & .663E 01 & .558E-01 & . \(155 \mathrm{E}-00\) \\
\hline . 553E-02 & . 146 E 02 & .501E-01 & . 729E-00 \\
\hline . 521E-02 & .243E 02 & . \(450 \mathrm{E}-01\) & . 189E 01 \\
\hline . 491E-02 & . 359 E 02 & . \(404 \mathrm{E}-01\) & . 385E 01 \\
\hline . \(463 \mathrm{E}-02\) & . 496 E 02 & -362E-01 & .689E 01 \\
\hline . \(437 \mathrm{E}-02\) & . 658E 02 & . 325E-01 & . 113 E 02 \\
\hline . \(412 \mathrm{E}-02\) & . 849 E 02 & .292E-01 & .176E 02 \\
\hline . 388E-02 & .107E 03 & .262E-01 & .263E 02 \\
\hline . 366E-02 & .133巨 03 & .235E-01 & . 383E 02 \\
\hline . \(345 \mathrm{E}-02\) & .164E 03 & .211E-01 & . 543 E 02 \\
\hline . 325E-02 & .199E 03 & .190E-01 & . 756E 02 \\
\hline . 307E-02 & . 240 E 03 & .170E-01 & .103E 03 \\
\hline .289E-02 & .288E 03 & . \(253 \mathrm{E}-01\) & .139 E 03 \\
\hline . 273E-02 & . 343 E 03 & . \(137 \mathrm{E}-01\) & .186E 03 \\
\hline .257E-02 & . 406 E 03 & . \(123 \mathrm{E}-01\) & .247E 03 \\
\hline . \(242 \mathrm{E}-02\) & . 480 E 03 & .110E-01 & . 324E 03 \\
\hline .228E-02 & . 564 E 03 & .994E-02 & . 434 E 03 \\
\hline . \(215 \mathrm{E}-02\) & .66IE 03 & . 893E-02 & . 552 E 03 \\
\hline . 203E-02 & . 772E 03 & . 801E-02 & .714E 03 \\
\hline .191E-02 & . 900E 03 & . \(719 \mathrm{E}-02\) & .919E 03 \\
\hline
\end{tabular}

Table VII. (continued)
\begin{tabular}{|c|c|c|c|}
\hline \(E\left(m_{o} c^{2}\right)\) & \(S_{e}{ }^{\text {a }}(E)\) & \(E\left(m_{0} c^{2}\right)\) & \(S_{e}{ }^{p}(E)\) \\
\hline . 180E-02 & .104E 04 & .646E-02 & . 117E 04 \\
\hline . \(170 \mathrm{E}-02\) & . I2IE 04 & . \(580 \mathrm{E}-02\) & . 150 E 04 \\
\hline . 160E-02 & .140E 04 & . 520E-02 & .192E 04 \\
\hline . 151E-02 & .162E 04 & . \(467 \mathrm{E}-02\) & .245E 04 \\
\hline .142E-02 & .187E 04 & . \(419 \mathrm{E}-02\) & -31IE 04 \\
\hline . \(134 \mathrm{E}-02\) & .216E 04 & . \(376 \mathrm{E}-02\) & . 394 E 04 \\
\hline . \(127 \mathrm{E}-02\) & .248E 04 & . 338E-02 & . 499E 04 \\
\hline . \(119 \mathrm{E}-02\) & .286E 04 & . 303E-02 & .630E 04 \\
\hline . \(112 \mathrm{E}-02\) & . 328E 04 & .272E-02 & . 795E 04 \\
\hline . 105E-02 & . 377E 04 & .244E-02 & . 100 E 05 \\
\hline . 100E-02 & . 433 E 04 & .219E-02 & . 126 E 05 \\
\hline . 946E-03 & . 496 E 04 & .197E-02 & .158E 05 \\
\hline . 892E-03 & .569E 04 & .177E-02 & .199E 05 \\
\hline . 84IE-03 & .652E 04 & . 159E-02 & .249E 05 \\
\hline . 793E-03 & .746E 04 & . \(142 \mathrm{E}-02\) & . 313 E 05 \\
\hline . \(747 \mathrm{E}-03\) & .854E 04 & .128E-02 & . 392E 05 \\
\hline . 705E-03 & .977E 04 & .115E-02 & . 491 E 05 \\
\hline .664E-03 & .IIIE 05 & . 103E-02 & .615E 05 \\
\hline . 626E-03 & .127E 05 & . 927E-03 & . 770 E 05 \\
\hline . \(590 \mathrm{E}-03\) & . 146 E 05 & . 832E-03 & . 963 E 05 \\
\hline . \(557 \mathrm{E}-03\) & .166E 05 & . \(747 \mathrm{E}-03\) & . 120 E 06 \\
\hline
\end{tabular}

Table VII. (continued)
\begin{tabular}{|c|c|c|c|}
\hline \(E\left(m_{0} c^{2}\right)\) & \(S_{e}{ }^{\text {a }}(E)\) & \(E\left(m_{0} c^{2}\right)\) & \(S_{e}{ }^{p}(E)\) \\
\hline . \(525 \mathrm{E}-03\) & .190E 05 & .671E-0.3 & .150E 06 \\
\hline . \(495 \mathrm{E}-03\) & .217E 05 & .602E-03 & . 188 E 06 \\
\hline . \(467 \mathrm{E}-03\) & .248E 05 & . \(540 \mathrm{E}-03\) & . 234 E 06 \\
\hline . \(440 \mathrm{E}-03\) & .284E 05 & . \(485 \mathrm{E}-03\) & .293E 06 \\
\hline . \(415 \mathrm{E}-03\) & . 324 E 05 & . \(435 \mathrm{E}-03\) & . 355E 06 \\
\hline .391E-03 & . 370E 05 & .391E-03 & .457 E 06 \\
\hline
\end{tabular}

Table VIII. Energy Spectra of Electrons Resulting from Alpha Irradiation Calculated by the Method of Spencer and Fano \(y_{a}(E)\), and by the Method of Continuous Slowing-Down Theory y \({ }_{a}{ }^{S P}(E)\), Listed with the Electron Energy \(E\) in \(m_{0} c^{2}\) Units
\[
E\left(m_{0} c^{2}\right) \quad y_{a}(E)\left(m^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right) \quad y_{a}^{S P}(E)\left(m^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right)
\]
\begin{tabular}{lll}
\(0.6223 E-02\) & \(0.0000 E-99\) & \(0.000 E-99\) \\
\(0.4939 E-02\) & \(0.1541 E-03\) & \(0.150 E-03\) \\
\(0.3920 E-02\) & \(0.5665 E-03\) & \(0.556 E-03\) \\
\(0.3111 E-02\) & \(0.1190 E-02\) & \(0.118 E-02\) \\
\(0.2469 E-02\) & \(0.2018 E-02\) & \(0.201 E-02\) \\
\(0.1960 E-02\) & \(0.3015 E-02\) & \(0.302 E-02\) \\
\(0.1555 E-02\) & \(0.4235 E-02\) & \(0.424 E-02\) \\
\(0.1234 E-02\) & \(0.5634 E-02\) & \(0.566 E-02\) \\
\(0.9801 E-03\) & \(0.7387 E-02\) & \(0.736 E-02\) \\
\(0.7779 E-03\) & \(0.9451 E-02\) & \(0.941 E-02\) \\
\(0.6174 E-03\) & \(0.1223 E-01\) & \(0.119 E-01\) \\
\(0.4900 E-03\) & \(0.1556 E-01\) & \(0.152 E-01\) \\
\(0.3889 E-03\) & \(0.2103 E-01\) & \(0.197 E-01\)
\end{tabular}

Table IX. Energy Spectra of Electrons Resulting from Proton Irradiation Calculated by the Method of Spencer and Fano \(y_{p}(E)\), and by the Method of Continuous Slowing-Down Theory \(y_{p}{ }^{S P}(E)\), Listed with the Electron Energy E in \(m_{o} c^{2}\) Units
\begin{tabular}{|c|c|c|}
\hline \(E\left(m_{0} c^{2}\right)\) & \(y_{p}(E)\left(\mathrm{cm}^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right)\) & \[
y_{p}^{S P}(E)\left(\mathrm{cm}^{-2} \sec ^{-1}\left(m_{0} c^{2}\right)^{-1}\right)
\] \\
\hline 0.6223E - 01 & 0.0000E-99 & 0.000E - 99 \\
\hline 0.4939E-01 & 0.1709E-03 & 0.170E-03 \\
\hline 0.3920E-01 & 0.1045E-02 & 0.104E-02 \\
\hline 0.311IE - 01 & 0.3001E - 02 & 0.303E - 02 \\
\hline 0.2469E-01 & 0.6183E-02 & 0.623E-02 \\
\hline 0.1960E - 01 & 0.1045E-01 & 0.106E-01 \\
\hline 0.1555E-01 & 0.1589E-01 & 0.161E - 01 \\
\hline 0.1234E-01 & 0.2206E-01 & 0.225E-01 \\
\hline 0.9801E - 02 & 0.2925E-01 & 0.297E - 01 \\
\hline 0.7779E-02 & 0.3696E-01 & 0.377E-01 \\
\hline 0.6174E-02 & 0.4570E-01 & 0.464E-01 \\
\hline 0.4900E-02 & 0.5486E-01 & 0.558E - 01 \\
\hline 0.3889E-02 & 0.6531E - 01 & 0.660E-01 \\
\hline 0.3087E-02 & 0.7637E-01 & 0.771E - 01 \\
\hline 0.2450E-02 & 0.8924E - 01 & 0.892E - 01 \\
\hline 0.1944E-02 & 0.1032E - 00 & 0.102E-00 \\
\hline 0.1543E-02 & 0.1201E - 00 & 0.117E-00 \\
\hline 0.1225E-02 & 0.1390E-00 & 0.135E-00 \\
\hline 0.9724E-03 & 0.1632 E - 00 & 0.155E-00 \\
\hline
\end{tabular}
3.5 Results, Discussion and Conclusions of the Determination of a Low Energy Cross Section and Low Energy Stopping Power for Water

The parameters AKT, a and b are plotted in Figs. 11, 12 and 13, respectively, for the energy range that \(k_{M}(E, \tau)\) is valid; a straight line extrapolation is shown for lower energies. The parameters AKT, a and b are listed in Table \(X\). It was first attempted to determine the behavior of a and b at energies below 2 Kev by making a linear extrapolation for AKT on a log-log plot and calculating a and b, utilizing the program listed in section 6.5.2. However, a and b diverged. \(\mathrm{L}(\mathrm{E})\) is not valid below 2 Kev, so those numbers were disregarded.

Due to the linear behavior of these parameters between . \(002 \mathrm{mc}^{2}\) and \(0.1 \mathrm{mc}^{2}\), it is assumed they are linear below \(0.1 \mathrm{mc}^{2}\) and the approximation is reasonably accurate to at least 400 ev . AKT, a and b were approximated by straight lines over the entire energy range of interest for simplicity of calculation. The error in fitting the curve resulted in, at most, a l percent error.

The stopping power calculated with the sythesized cross section is compared to the analytic formula (3) in Fig. 15.

In the energy range where the Moller formula is accurate, this synthesized cross section is an improvement on the Moller formula, since the synthesized cross section takes into account the small energy losses to within the uncertainty of the experimental data.






Table X. Results for AKT, a and b at Various Electron Energies
\begin{tabular}{|c|c|c|c|c|}
\hline E & AKT & a & b & \(\mathrm{b} / \mathrm{a}\) \\
\hline . 320E 01 & .680E 09 & . \(571 \mathrm{E}-00\) & -. \(164 \mathrm{E}-04\) & -28.7E-04 \\
\hline .253E 01 & .671E 09 & .632E-00 & -. \(181 \mathrm{E}-04\) & -28.6E-04 \\
\hline .201E 01 & .670E 09 & .698E-00 & -. \(1988 \mathrm{E}-04\) & -28.4E-04 \\
\hline .160 E 01 & .675E 09 & .766E-00 & -. \(215 \mathrm{E}-04\) & -28.05E-04 \\
\hline .126E 01 & .691E 09 & . 836E-00 & -.233E-04 & -27.82E-04 \\
\hline .100E 01 & .717E 09 & .906E-00 & -.251E-04 & -27.7E-04 \\
\hline . 800 E 00 & . 757 E 09 & . 975E-00 & -. \(268 \mathrm{E}-04\) & -27.5E-04 \\
\hline .634E 00 & .812E 09 & .104E 01 & -. \(284 \mathrm{E}-04\) & -27. 3E-04 \\
\hline . 503E 00 & .885E 09 & . 120 El & -.299E-04 & -27.2E-04 \\
\hline . 400 E 00 & .981E 09 & . 116 E 01 & -. 312E-04 & -26.8E-04 \\
\hline . 317 E 00 & . 110 E 10 & .121E 01 & -. 323E-04 & -26.6E-04 \\
\hline .251E 00 & . 125 E 10 & .125E 01 & -. 333E-04 & -26.5E-04 \\
\hline .200E 00 & . 144 E 10 & .129E 01 & -. 340E-04 & -26.4E-04 \\
\hline . 158 E 00 & .168E 10 & .132E 01 & -. 346E-04 & -26.1E-04 \\
\hline . 125 E 00 & .196E 10 & . 135 E 01 & -. 350E-04 & -25.9E-04 \\
\hline .100E 00 & .232E 10 & .138E 01 & -. 353E-04 & -25.6E-04 \\
\hline .793E-01 & .275E 10 & . 140 E 01 & -. 355E-04 & -25.3E-04 \\
\hline . 629E-01 & . 327E 10 & .141E 01 & -. 355E-04 & -25.05E-04 \\
\hline . 500E-01 & . 390E 10 & . 143 E 01 & -. 355E-04 & \(-24.8 \mathrm{E}-04\) \\
\hline . 396E-01 & . 467E 10 & .144E 01 & -.353E-04 & \(-24.6 \mathrm{E}-04\) \\
\hline . \(324 \mathrm{E}-01\) & . 559 E 10 & .145E 01 & -. 352E-04 & -24.2E-04 \\
\hline
\end{tabular}

Table X. (continued)
\begin{tabular}{|c|c|c|c|c|}
\hline E & AKT & a & b & \(\mathrm{b} / \mathrm{a}\) \\
\hline .250E-01 & .670E 10 & .146E 01 & -. 349E-04 & -23.8E-04 \\
\hline .198E-01 & .804E 10 & .147E 01 & -. 347E-04 & -23.6E-04 \\
\hline .157E-01 & . 965 E 10 & .148E 01 & -. \(344 \mathrm{E}-04\) & -23.3E-04 \\
\hline . \(125 \mathrm{E}-01\) & .115E 11 & .149E 01 & -. 342E-04 & -22.9E-04 \\
\hline . \(992 \mathrm{E}-02\) & . 139 E 11 & . 150E 01 & -. 340E-04 & -22.7E-04 \\
\hline .787E-02 & .166E 11 & .151E 01 & -. 339E-04 & -22.5E-04 \\
\hline .625E-02 & .200E 11 & . 153E 01 & -. 339E-04 & -22.2E-04 \\
\hline . \(496 \mathrm{E}-02\) & .240E 11 & .155E 01 & -. 341E-04 & -21.9E-04 \\
\hline . 393E-02 & .288E 11 & . 158 E 01 & -. \(344 \mathrm{E}-04\) & -21.78E-04 \\
\hline . 312E-02 & . 346 E 11 & .16IE 01 & -. 350E-04 & -21.7E-04 \\
\hline . \(248 \mathrm{E}-02\) & . 415 E 11 & .165E 01 & -. 357E-04 & -21.5E-04 \\
\hline .196E-02 & . 493E 11 & .168E 01 & -. 361E-04 & -21.4E-04 \\
\hline
\end{tabular}

\subsection*{3.6 Results, Discussion and Conclusions Concerning the Determination of the Weighted Average Spur Size}

According to Magee (18), any reasonable estimate of the average energy loss for the low energy spectrum should be near 40 ev . Results obtained herein are 38.4, 43.0 and 44.0 ev for electron spectra with initial energies of \(1.116 \mathrm{Mev}, 31.8 \mathrm{Kev}\) and 3.18 Kev for \(\delta_{c}\) equal to \(200 . \mathrm{ev}, \mathrm{E}_{\min }=200 \mathrm{ev}\) and \(\delta_{\min }=2.0 \mathrm{ev}\). This would suggest that the average spur size is weakly dependent on the electron energy. This effect could be investigated but was not considered important when this work was outlined.

The average spur size was found to be strongly dependent on the maximum spur size \(\left(\delta_{c}\right)\) and weakly dependent on the minimum spur size for \(\delta_{\min }\) below 12 ev . Neither of these parameters were accurately known. Bruce, Pearson and Freedhoff (4) suggest \(\delta_{c}\) could be between 100 ev and 500 ev . The minimum energy required to create a radical pair is 6.5 ev ; however, 7.4 ev (the lowest allowed electronic level) allows the H atom to recoil one or two molecular diameters from its OH partner, according to Hochanadel (13).

During the process of testing the program explained in section 6.6, calculations were made for \(\delta_{\min }\) equal to 2,8 and 12 ev . The calculations were made using the proton spectrum and \(E_{\text {min }}=2 \mathrm{ev}\). An expression for \(y_{p}(E), E<400 \mathrm{ev}\), was obtained graphically. The absolute values of these results were not considered to be valid since \(E_{\min }\) was equal to 2 ev . Even so, the relative increase of \(\langle\bar{\tau}\rangle\) due to increasing \(\delta_{\min }\) should be close. For ranges of \(\delta_{c}\) of interest, \(\langle\bar{\tau}\rangle\) was raised by 1.5 to 4 ev when \(\delta_{m 1 n}\) was increased from 2 to 8 ev . When \(\delta_{\text {min }}\) was increased from 8 ev to \(12 \mathrm{ev},\langle\hat{\tau}\rangle\) increased between 1 ev to 3 ev . Therefore, it is reasonable to assume that
the results listed and plotted in this work are 1 to 4 ev too low, probably about 3 ev too low since \(\delta_{\text {min }}\) should be near 7.4 ev .

Since calculations were completed with \(\delta_{\min }=2 \mathrm{ev}\) before it was noted that 2 ev was too low for \(\delta_{\text {min }}\) and the change was not significant when compared to the change incurred by a change in the upper limit \(\delta_{c}\), the results listed were not recomputed. With \(\mathrm{E}_{\min }=200 \mathrm{ev}, \delta_{\min }=2 \mathrm{ev}\), the following results were obtained for the spectra \(y_{g}(E), y_{p}(E), y_{a}(E)\) from Figs. 17, 18 and 19:
\begin{tabular}{llll}
\(\frac{\delta_{c}}{y}\) & \(\frac{y_{g}-\langle\bar{\tau}\rangle}{25 \pm 5 \mathrm{ev}}\) & & \begin{tabular}{l}
\(y_{p}-\langle\hat{\tau}\rangle\) \\
100 ev
\end{tabular}
\end{tabular}

The combination of these results is plotted in Fig. 16. The distribution of spur sizes, \(G(\tau)\), is plotted in Figs. 20, 21 and 22 for the electron spectra \(y_{g}(E), y_{p}(E)\) and \(y_{a}(E)\). The values used in plotting Figs. 17, 18 and 19 are listed in Tables XI, XII and XIII.

The error estimates for the above numbers were obtained by assuming 10 percent error in the hypothesized cross section and 5 percent error in the electron flux. A 1 percent error was superimposed on each numerical integration. As a result, 18.5 percent was estimated to be the uncertainty associated with \(\langle\bar{\tau}\rangle\).

Both the uncertainty in the hypothesized cross section and in \(z\left(E_{0}, E\right)\) were not accurately known and both functions were somewhat inadequate. However, it was felt that a reasonable maximum uncertainty incurred by the hypothesized cross section would be 10 percent and one incurred by the
uncertainty in the electron spectra would be 5 percent. Errors due to multiplication and division were obtained by the square root of the sum of the squared errors, for each integration, and a l percent error was superimposed due to the numerical integration. Uncertainties listed for the above numbers were obtained by rounding off to the nearest ev .

From the results listed, it appears that the average spur size is somewhat dependent on the nature of the electron spectra. For the electron spectra resulting from fast neutron irradiation, a graphical extrapolation and one performed by subroutine INTER gave different answers with \(E_{\min }=\) 2 ev . This indicates that for very small \(E_{\min },\langle\bar{\tau}\rangle\) is quite sensitive to \(y(E)\).

According to Burch (5), experimental results from the Fricke dosimeter indicate \(\bar{\varepsilon}\) is somewhat less than \(21 \mathrm{ev} /\) (radical pair) and theory indicates it could be greater than \(28 \mathrm{ev} /\) (radical pair). If \(\bar{\varepsilon}\) is taken to be 20 \(\mathrm{ev} /(\) radical pair \()\) and \(\langle\bar{\tau}\rangle=45 \mathrm{ev}, N_{0}=4.5 \frac{\text { radicals }}{\text { spur }}\). An average over the distribution given by Kupperman (16) results in \(4.9 \frac{\text { radicals }}{\text { spur }}\).

From the above discussion and calculated results, it is concluded that \(45 \pm 8 \mathrm{ev}\) would be a reasonable value for \(\langle\hat{\tau}\rangle\) for a wide range of LET and any electron spectra if \(\delta_{c}\) is considered to be 200 ev .
(ev)


Fig. 16. Plot of \(\langle\hat{\tau}\rangle(\mathrm{ev})\) vs. \(\delta_{c}(\mathrm{ev})\). The dotted lines were obtained by the maximum or minimum value associated with the three electron spectra calculated and considering the 18.5 percent uncertainty associated with each weichted average spur size ( \(\bar{\tau}\rangle\) ). \(\delta_{c}\) is the effective maximum spur size. The solid inhe is an \({ }^{\text {c }}\) estimate based on the values reported on page 104
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Table XI. Results for the Weighted Average Energy Loss at Various \(\mathrm{E}_{\min }\) and \(\delta_{c}\) Considering the Electron Spectrum Resulting from the Gamma Source
\(\langle\vec{\tau}\rangle\left(m c^{2}\right)\)
\begin{tabular}{cccc}
\(\delta_{c}\left(m c^{2}\right)\) & \(E_{\min }=2 \mathrm{ev}\) & \(E_{\min }=20 \mathrm{ev} \quad \mathrm{E}_{\min }=200 \mathrm{ev}\) \\
\hline \(.218 \mathrm{E}-04\) & \(.172 \mathrm{E}-04\) & \(.175 \mathrm{E}-04\) & \(.175 \mathrm{E}-04\) \\
\(.218 \mathrm{E}-03\) & \(.483 \mathrm{E}-04\) & \(.502 \mathrm{E}-04\) & \(.529 \mathrm{E}-04\) \\
\(.218 \mathrm{E}-02\) & \(.151 \mathrm{E}-03\) & \(.159 \mathrm{E}-03\) & \(.207 \mathrm{E}-03\) \\
\(.218 \mathrm{E}-01\) & \(.163 \mathrm{E}-02\) & \(.172 \mathrm{E}-02\) & \(.228 \mathrm{E}-02\) \\
\(.218 \mathrm{E}-00\) & \(.254 \mathrm{E}-01\) & \(.264 \mathrm{E}-01\) & \(.326 \mathrm{E}-01\)
\end{tabular}
\(\delta_{c}\left(m c^{2}\right) \quad E_{\min }=400 \mathrm{ev} \quad E_{\min }=800 \mathrm{ev} \quad E_{\min }=1600 \mathrm{ev}\)
\begin{tabular}{llll}
\(.218 \mathrm{E}-04\) & \(.175 \mathrm{E}-04\) & \(.175 \mathrm{E}-04\) & \(.175 \mathrm{E}-04\) \\
\(.218 \mathrm{E}-03\) & \(.522 \mathrm{E}-04\) & \(.517 \mathrm{E}-04\) & \(.513 \mathrm{E}-04\) \\
\(.218 \mathrm{E}-02\) & \(.214 \mathrm{E}-03\) & \(.217 \mathrm{E}-03\) & \(.215 \mathrm{E}-03\) \\
\(.218 \mathrm{E}-01\) & \(.239 \mathrm{E}-02\) & \(.248 \mathrm{E}-02\) & \(.256 \mathrm{E}-02\) \\
\(.218 \mathrm{E}-00\) & \(.338 \mathrm{E}-01\) & \(.347 \mathrm{E}-01\) & \(.356 \mathrm{E}-01\)
\end{tabular}

Table XII. Results for the Weighted Average Energy Loss at Various \(E_{\text {min }}\) and \(\delta_{c}\) Considering the Electron Spectrum Resulting from the Proton Source
\(\left\langle\left\rangle\left(m c^{2}\right)\right.\right.\)
\begin{tabular}{|c|c|c|c|}
\hline \multirow[b]{2}{*}{\[
\delta_{c}\left(m c^{2}\right)
\]} & \multicolumn{3}{|c|}{\[
\left\langle\frac{1}{\tau}\right\rangle\left(\mathrm{mc}^{2}\right)
\]} \\
\hline & \(\mathrm{E}_{\min }=2 \mathrm{ev}\) & \(E_{\text {min }}=20 \mathrm{ev}\) & \(\mathrm{E}_{\text {min }}=200 \mathrm{ev}\) \\
\hline .121E-03 & . \(445 \mathrm{E}-04\) & . \(442 \mathrm{E}-04\) & . \(446 \mathrm{E}-04\) \\
\hline .243E-03 & .619E-04 & . \(614 \mathrm{E}-04\) & .617E-04 \\
\hline . 486E-03 & . 925E-04 & . \(916 \mathrm{E}-04\) & . 917E-04 \\
\hline . 972E-03 & .146E-03 & .145E-03 & . \(145 \mathrm{E}-03\) \\
\hline .194E-02 & .214E-03 & .212E-03 & . 212E-03 \\
\hline . 388E-02 & . \(405 \mathrm{E}-03\) & . 401 E-03 & . \(401 \mathrm{E}-03\) \\
\hline . 777E-02 & . \(215 \mathrm{E}-02\) & . \(214 \mathrm{E}-02\) & . \(214 \mathrm{E}-02\) \\
\hline . 155E-01 & . 389E-02 & . 387E-02 & . \(387 \mathrm{E}-02\) \\
\hline . 311E-01 & . \(566 \mathrm{E}-02\) & . \(563 \mathrm{E}-02\) & . \(563 \mathrm{E}-02\) \\
\hline \(\delta_{c}\left(m c^{2}\right)\) & \(E_{\text {min }}=400 \mathrm{ev}\) & \(\mathrm{E}_{\min }=800 \mathrm{ev}\) & \\
\hline .121E-03 & . \(447 \mathrm{E}-04\) & . \(442 \mathrm{E}-04\) & \\
\hline . \(243 \mathrm{E}-03\) & .618E-04 & .606E-04 & \\
\hline . 486E-03 & . 920E-04 & . \(898 \mathrm{E}-04\) & \\
\hline . 972E-03 & . \(144 \mathrm{E}-03\) & . \(143 \mathrm{E}-03\) & \\
\hline . 194E-02 & .209E-03 & .234E-03 & \\
\hline . 388E-02 & . 390E-03 & . \(505 \mathrm{E}-03\) & \\
\hline .777E-02 & .208E-02 & . 264E-02 & \\
\hline . 155E-02 & . \(378 \mathrm{E}-02\) & . \(460 \mathrm{E}-02\) & \\
\hline . 31IE-01 & . \(551 \mathrm{E}-02\) & .660E-02 & \\
\hline
\end{tabular}

Table XIII. Results for the Weighted Average Energy Loss at Various \(\mathrm{E}_{\min }\) and \(\delta_{c}\) Considering the Electron Spectrum Resulting from the Alpha Source
\(\langle\bar{\tau}\rangle\left(m c^{2}\right)\)
\(\delta_{c}\left(m c^{2}\right) \quad E_{\min }=2 \mathrm{ev} \quad E_{\min }=20 \mathrm{ev} \quad E_{\min }=200 \mathrm{ev}\)
\begin{tabular}{llll}
\(.194 \mathrm{E}-03\) & \(.395 \mathrm{E}-04\) & \(.452 \mathrm{E}-04\) & \(.595 \mathrm{E}-04\) \\
\(.388 \mathrm{E}-03\) & \(.437 \mathrm{E}-04\) & \(.503 \mathrm{E}-04\) & \(.877 \mathrm{E}-04\) \\
\(.777 \mathrm{E}-03\) & \(.472 \mathrm{E}-04\) & \(.548 \mathrm{E}-04\) & \(.120 \mathrm{E}-04\) \\
\(.155 \mathrm{E}-02\) & \(.500 \mathrm{E}-04\) & \(.583 \mathrm{E}-04\) & \(.144 \mathrm{E}-03\) \\
\(.311 \mathrm{E}-02\) & \(.517 \mathrm{E}-04\) & \(.603 \mathrm{E}-04\) & \(.158 \mathrm{E}-03\)
\end{tabular}
\(\delta_{c}\left(m c^{2}\right) \quad E_{m i n}=400 \mathrm{ev} \quad E_{m i n}=800 \mathrm{ev} \quad E_{\min }=1600 \mathrm{ev}\)
\begin{tabular}{llll}
\(.194 \mathrm{E}-03\) & \(.585 \mathrm{E}-04\) & \(.575 \mathrm{E}-04\) & \(.565 \mathrm{E}-04\) \\
\(.388 \mathrm{E}-03\) & \(.856 \mathrm{E}-04\) & \(.837 \mathrm{E}-04\) & \(.819 \mathrm{E}-04\) \\
\(.777 \mathrm{E}-03\) & \(.133 \mathrm{E}-03\) & \(.130 \mathrm{E}-03\) & \(.127 \mathrm{E}-03\) \\
\(.155 \mathrm{E}-02\) & \(.185 \mathrm{E}-03\) & \(.215 \mathrm{E}-03\) & \(.209 \mathrm{E}-03\) \\
\(.311 \mathrm{E}-02\) & \(.214 \mathrm{E}-03\) & \(.294 \mathrm{E}-03\) & \(.443 \mathrm{E}-03\)
\end{tabular}

\subsection*{3.7 Results, Discussion and Conclusions Concerning the Determination of the Average Spur Separation Distance}

A comparison is made between \(\bar{Y}_{R S}\) and \(Y_{R S}(\bar{\ell})\). The weighted average spur separation distance \(\left\langle l^{\prime}\right\rangle\) is related to the parameter \(\ell\) by \(\ell=\frac{\ell^{\prime}}{2 r_{0}}\). Therefore, \(\bar{l}=\frac{\left\langle\ell^{\prime}\right\rangle}{2 r_{0}}\). The four methods used in determining \(\left\langle l^{\prime}\right\rangle\) are described in section 2.7 of the theory. Using a 10 point Gaussian quadrature integration, by hand, \(\bar{Y}\) is found to be \(0.92,0.85\) and 0.68 for the electron energy spectra \(y_{g}(E), y_{p}(E)\) and \(y_{a}(E)\). The following reaction parameters are used:
\[
\begin{aligned}
& \langle\hat{\tau}\rangle=45 \mathrm{ev}, \quad \bar{\varepsilon}=20 \frac{\mathrm{ev}}{\text { radical pair }}, \quad k_{\mathrm{RR}}=.4 \times 10^{10}\left(\frac{\mathrm{moles}}{1 \text { iter }}\right)^{-1}(\mathrm{sec})^{-1} \\
& k_{\mathrm{RS}}=2.0 \times 10^{10}\left(\frac{\text { moles }}{1 \text { liter }}\right)^{-1}(\mathrm{sec})^{-1}, \quad \delta_{\mathrm{c}}=200 \mathrm{ev}, \quad r_{0}=1.5 \times 10^{-7} \mathrm{~cm} \\
& D=4.5 \times 10^{-5} \frac{\mathrm{~cm}^{2}}{\mathrm{sec}}, \quad N_{0}=4.5 \frac{\text { radical }}{\text { spur }}, \quad C_{S}=5 \times 10^{-4}\left(\frac{\text { moles }}{1 \text { liter }}\right) .
\end{aligned}
\]

Using \(Y(\bar{l})\), the following results are obtained with \(E_{m i n}=200 \mathrm{ev}\) in each case (These results were taken from Figs. 25, 26 and 27):

Case
\[
\begin{equation*}
Y(\bar{l})-y_{g}(E) \tag{p}
\end{equation*}
\]
\(\underline{Y(\bar{l})-y_{a}(E)}\)

Case 1
.92
.88 .72

Case 2
.92
.83
.59
Case 3
.92
.88
.75
Case 4
.92
.82
.56

From the results, it is apparent that substituting a weighted average spur separation distance into the yield expression is not a satisfactory method of finding the average chemical yield. The upper curve is obtained from values listed by Hochanadel (13) and the lower curve is obtained from
this work by taking \(\langle\bar{\tau}\rangle=45 \mathrm{ev}\).
The spur separation distance as a function of energy is given in Fig. 23. When the spur separation distance is less than or equal to \(r_{0}\) it is assumed that the track model is valid. Therefore, the transition of the curve for \(Y_{R S}(\infty)\) from the spur model to the track model in Fig. 34 is begun at a slightly higher energy than that corresponding to spur separation distance \(r_{0}\).

The upper curve in Fig. 24 is obtained by values given by Hochanadel (13) and the lower curve is given by \(\langle\vec{\tau}\rangle\) MET. If it is assumed that the solid line in Fig. 16 is indeed a reasonable estimate of the average spur size as a function of maximum spur size, a maximum spur size on the order of 900 ev would be required to match the curves in Fig. 24. A maximum spur size near 400 ev would match the curves in Fig. 23. However, Hochanadel (13) does not say how these values for Figs. 23 or 24 were obtained. Therefore, the upper curves are probably not very accurate.

Figures 25, 26 and 27 present a weighted average spur separation distance for the three electron spectra previously described. The following four cases are considered for each spectra:
\[
\begin{equation*}
\left(\ell^{\prime}\right)_{1}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} d E} \tag{154}
\end{equation*}
\]
\[
\begin{align*}
& \langle\ell\rangle\rangle_{2}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) L\left(E, \delta_{c}\right) \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) L\left(E, \delta_{c}\right) d E}  \tag{155}\\
& \int_{E_{\min }}^{E_{\max }} y(E) \ell^{\prime}\left(E, \delta_{c}\right) d E \\
& \text { (e) } 3=\frac{E_{\min }}{\int_{E_{\min }}^{E_{\max }} y(E) d E}  \tag{156}\\
& \overline{L E T}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} L\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} d E}  \tag{157}\\
& \left\langle v^{\prime}\right\rangle 4=\frac{\langle\bar{\tau}\rangle}{\overline{L E T}} . \tag{158}
\end{align*}
\]

Since neither the stopping power nor the electron flux is accurately known for low energy electrons, the weighted average spur separation distance is plotted as a function of \(E_{m i n}\) in Figs. 25, 26 and 27 . These figures are based on an average energy loss of 43.5 ev .

\begin{tabular}{|c|c|}
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Fig. 24. Plot of the Spur Separation Distance in \(\AA\) vs. LET(mev/cm). The upper curve is obtained from data from Hochanadel (13) and the lower curve is obtained by dividing the weighted average spur size \(\langle\bar{\tau}\rangle\) by the LET where \(\langle\bar{\tau}\rangle\) was chosen to be 45 ev .
\end{tabular} \\
\hline
\end{tabular}
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3.8 Results, Discussion and Conclusions Concerning the Energy Balance The dose rate expressions given in section 2.8 are:
\[
\begin{align*}
& \underline{\text { Dose 1 }}=\int_{E_{\min }}^{E_{\max }} S\left(E^{\prime}\right)\left(E^{\prime}-E_{\min }\right) d E^{\prime \prime}  \tag{160}\\
& \underline{\text { Dose 2 }}=\int_{E_{\min }}^{E_{\max }} S_{\left(E^{\prime}\right) E^{\prime} d E^{\prime}}^{\text {Dose 3 }}=\int_{E_{\min }}^{E_{\max }} y\left(E^{\prime}\right) L_{S}\left(E^{\prime}\right) d E^{\prime}  \tag{161}\\
& \text { Dose 4 }=\int_{E_{\min }}^{E_{\max }} y\left(E^{\prime}\right) L\left(E^{\prime}, \delta\right) d E^{\prime} . \tag{162}
\end{align*}
\]
\(L_{s}(E)\) and \(L_{s}\left(E, \delta_{c}\right)\) are the total and restricted stopping powers obtained from the synthesized cross section with \(\delta_{c}=200 \mathrm{ev}\). For the electron spectrum resulting from gamma irradiation, Dose 2 was obtained analytically.

Evaluated with \(E_{m i n} \leq 200 \mathrm{ev}\), Dose 2 represents the total energy released as kinetic energy of secondary electron delta rays arising from proton and alpha particle collisions. Energy losses of less than 200 ev are treated as local losses along the tracks of protons and alpha particles. According to continuous slowing-down theory,
\[
\begin{equation*}
y(E)=\frac{1}{L_{S}(E)} \int_{E}^{E_{\max }} S\left(E^{\prime}\right) d E^{\prime} \tag{192}
\end{equation*}
\]

Substitution of this expression into the equation for Dose 3 shows that, under the continuous slowing-down approximation, Dose 3 is equal to Dose 1 for all \(E_{\min }>200 \mathrm{ev}\). As shown in Tables V, VIII and IX, the electron spectra computed according to the method of Spencer and Fano exceed the spectra based on continuous slowing-down over the greater part of the energy range of interest. This is due to the production of secondary electrons. The former method was used to compute the \(y(E)\) used in the integration for Dose 3. Thus, Dose 3 would be expected to slightly exceed Dose 1. Dose 4 would be expected to be less than Dose 3 simply because of the use of restricted instead of total stopping power. These effects are exhibited in Figs. 28, 29 and 30.

Dose 3 and Dose 4 exceed the total input energy, \(D_{2}\), for small \(E_{\min }\) in Figs. 28 and 30. This means that a linear extrapolation for \(y(E)\) on a \(\log -\log\) plot overestimates the electron flux for low energies. The stopping power obtained from the synthesized cross section may also be overestimated but this is doubtful when considered in the light of Fig. 23. The fact that, in Fig. 30, Dose 3 and Dose 4 far exceed Dose 2 for small \(E_{\min }\) explains why the average energy loss \(\langle\hat{\tau}\rangle\) obtained for \(E_{\min }=2 \mathrm{ev}\) is far too small.

The energy balance results indicate that the electron spectra have been determined fairly accurately down to 200 ev , and have been overestimated in calculations at lower energies. Therefore, the results obtained for \(E_{\min }<200 \mathrm{ev}\) involving \(y(E)\) are overweighted at low energies.


\(D\left(\frac{m_{0} c^{2}}{c m^{3} s e c}\right)\)

3.9 Results, Discussion and Conclusions of Prediction of G-Values

The theoretical prediction of absolute \(G\) values is very sensitive to the average energy required to create a radical pair. According to Burch (5), the energy required to create a radical pair could be slightly below 20 ev to nearly 30 ev for water. Predictions for \(G\) values were made using several expressions to give an indication of the validity of the one radical model.

For the case not considering the back reaction,
\[
\mathrm{Fe}^{+3}+\mathrm{H} \rightarrow \mathrm{Fe}^{+2}+\mathrm{H}^{+},
\]
and considering equal production of \(\mathrm{H}_{2}, \mathrm{H}_{2} \mathrm{O}_{2}\) and \(\mathrm{H}_{2} \mathrm{O}\), the following table compares these predictions with experimental values given by Hochanadel (13).
\begin{tabular}{cccc} 
Initial LET & & Experimental G & \\
0.01 & 8.2 & & Theoretical G \\
0.1 & 7.9 & 9.7 \\
0.3 & 7.0 & 9.6 \\
1.0 & 5.8 & 9.3 \\
2.0 & 5.4 & 8.6 \\
& & & 7.7
\end{tabular}

If the fraction of \(\mathrm{H}_{2} \mathrm{O}_{2}\) produced from the radical-radical reaction is taken to be that suggested by experimental G values in Hochanadel (13) (namely . 115 ) and the back reaction is not considered, the following results are obtained:
\begin{tabular}{ccc} 
Initial LET & Experimental G & \\
0.01 & 8.2 & \\
0.1 & 7.9 & 9.3 \\
0.3 & 7.0 & 8.1 \\
1.0 & 5.8 & 6.7 \\
2.0 & 5.4 & 4.7
\end{tabular}

These experimental and theoretical \(G\) values are normalized and plotted in Fig. 36.

From the third approximation described in section 2.9 the following results are given:
\begin{tabular}{ccc} 
Initial LET & & Experimental \(G\) \\
0.01 & 8.2 & \\
0.1 & 7.9 & 8.2 \\
0.3 & 7.0 & 8.0 \\
1.0 & 5.8 & 7.5 \\
2.0 & 5.4 & 5.9 \\
& & 4.3
\end{tabular}

Figure 32 was taken from a paper by Faw and Miller (7) while Figs. 33 and 34 were obtained from results and techniques described in the aforementioned paper. Figure 31 was obtained from results listed in section 3.1 and additional calculations. Figure 35 was obtained using a 10 point Gaussian quadrature integration (performed by hand) to evaluate the following integral
\[
\bar{Y}_{R S}=\frac{\int_{E_{\min }}^{E_{o}} Y_{R S}(E) \ell^{\prime}\left(E, \delta_{c}\right) z\left(E_{O}, E\right) d E}{\int_{E_{\min }}^{E_{\max }} z\left(E_{O}, E\right) \ell^{\prime}\left(E, \delta_{c}\right) d E}
\]
to evaluate the average chemical yield as a function of initial LET which is plotted in Fig. 35.

The yield \(\left(Y_{R S}(E)\right)\) obtained in \(F i g .34\) for the track model is somewhat uncertain since identical reaction parameters are used for the spur and the track model. In reality, \(r_{o}\) should probably be smaller for the track model.



Fig. 32. Plot of the Fractional Chemical Yield \(Y_{R S}\) vs. the Solute Concentration \(C_{S}\) With the Number of Radicals Produced per Centimeter Along Cylindrical Tracks \(\left(\mathrm{N}_{\mathrm{o}}{ }^{\prime}\right)\) as a Parameter (This Figure is Taken From a Paper by Faw and Miller (10)

\(\mathrm{y}_{\mathrm{RS}}{ }^{(\omega)}\)
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\subsection*{3.10 Suggestions for Further Work}

Much work has yet to be done in the field of Radiation Chemistry. Inerefore, only those swjects of interest to the author are discussed here. Before accurate predictions of chemical yield induced by ionizing radiation for practical conditions can be made, it will be necessary to predict yields for complex reaction mechanisms. This accomplishment will require considerably better computing facilities than those presently available at Kansas State University.

There are a number of parameters associated with the mathematical model presented in section 2.1, for which the chemical yield is sensitive, that need to be determined accurately. Much of the limitation of accurate theoretical predictions is due to the lack of knowledge of the electronelectron collision cross sections for low energy electrons and for small energy losses. This cross section is given fairly accurately by the Moller cross section for electron energies above 2 Kev and for energy losses above 100 ev . Due to the complexity of this problem, it would be advisable to solve the problem experimentally. Extended experimental data could be utilized in the manner described in section 2.5 .

Upon solution of the cross section problem, electron energy spectra could be obtained for low energy electrons. This would require a slight modification of the theory presented in section 2.2. The spectrum of spur separation distances would easily be obtained if the cross section problem were solved.

Determination of the average spur size depends strongly upon the effective maximum spur size. If this and the electron-electron cross section
were known accurately, the average spur size could be obtained accurately. Rather than average the local energy loss over the entire energy spectrum, it would be more rigorous to find the average energy loss as a function of electron energy and, in turn, average this spectrum over the fractional cherical yield. This average energy loss should be essentially independent of energy down to a few Kev.

The effective maximun spur size could be approximated by considering the range of the delta ray in conjunction with the localization of the energy loss as obtained by the uncertainty principle. An energy loss as large as 400 ev is quite well localized. However, the resulting delta ray could lose its energy in such a manner that the entire 400 ev would result in one spur. For accurate determination of the effective maximum energy loss, one would need accurate range-energy information obtained from the low energy cross section.

For this work, the initial distribution of radicals is assumed to be Gaussian, it is also assumed that the Gaussian form is maintained as the spur expands. This assumption can be checked by direct numerical integration of the diffusion kinetics equation. The initial distribution, according to Hochanadel (13), is a function of LET and is not exactly Gaussian. It would be possible to carry out a full parametric study to indicate the importance of each parameter. Other ramifications of the associated subject matter may be investigated if the reader desires.
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\subsection*{6.0 EXPLANATION OF THE COMPUTER PROGRAMS USED IN THIS WORK}

\subsection*{6.1 Integration of the Chemical Yield Expression}

The yield expression
\[
\begin{equation*}
Y_{R S}(\theta)=\int_{0}^{\theta} \frac{e^{-\tau} d \tau}{1+A e^{B} \sqrt{B} K(\tau, B, n, \ell)} \tag{73}
\end{equation*}
\]
in which
\[
\begin{equation*}
K(\tau, B, n, l)=\int_{B}^{B+\tau} \frac{e^{-t{ }^{\prime \prime}} d t^{\prime} \prime}{(t \cdot \prime)^{3 / 2}}\left[\frac{1}{2}+\sum_{m=1}^{n-1} \frac{n-m}{n} e^{-l^{2} m^{2} B / t \cdot \prime}\right] \tag{74}
\end{equation*}
\]
was not difficult to program for numerical integration. However, the calculations were rather time-consuming to obtain accurate results if \(B\) and \(\ell\) were small and a large number of spurs were considered for a chain. Therefore, several integration schemes were employed. The first method utilized a subroutine "BATES" to generate the weights for integration points chosen on a logarithric scale. Consistent results were obtained when more than 10 integration points were used for the main integration and more than 15 for evaluating the function \(K(\tau, B, n, \ell)\).

It was found that Gaussian quadrature integration was more efficient for calculating the yield as a function of the upper limit \(\theta\), defined in section 2.1 of the theory.

To evaluate the yield for infinite time, which corresponds to infinite \(\theta\), integration utilizing the weights and roots of Laguerre polynomials was found to be most efficient. Laguerre integration was very useful for this case since the interval of orthogonality of Laguerre polynomials is zero to infinity.

As a result, the yield calculations for the parameters \(A, B, n, l\) and \(\theta\) were performed using Gaussian quadrature integration and those for \(\theta\) equal to infinity were performed using Laguerre integration. The program utilizing the subprogram BATES was used to cross-check the results of each.

A very important point to take into consideration was that the integrand in the first term on the right-hand side of Eq. (74) behaved very badly if B became small. A Taylor's expansion of the second term about B illustrated that it was well-behaved for all B of interest. Therefore, it proved quite benefical to evaluate
\[
A e^{B} \sqrt{B} \int_{B}^{B+\tau} \frac{d t^{\prime} \prime e^{-t^{\prime} \prime}}{\left(t^{\prime}\right)^{3 / 2}},
\]
analytically in terms of error functions. According to reference (1), error functions are defined as
\[
\begin{equation*}
\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t \tag{193}
\end{equation*}
\]

One can then integrate the above ill-behaved expression by parts with the result:
\[
\begin{gather*}
A e^{B} \sqrt{B} \int_{B}^{B+\tau} \frac{d t^{\prime \prime} e^{-t^{\prime \prime}}}{\left(t^{\prime}\right)^{3 / 2}}=A\left\{1-\frac{\sqrt{B} e^{-\tau}}{\sqrt{B+\tau}}\right. \\
-e^{B} \sqrt{B} \sqrt{\pi}(\operatorname{erf}(\sqrt{B+\tau}-\operatorname{erf}(\sqrt{B})\} \tag{194}
\end{gather*}
\]

A polynomial approximation from reference (1) was used to evaluate the error function for the programs in which Eq. (194) was used.

\subsection*{6.1.1 Method Using the Subprogram BATES to Generate the Weight Factors for Numerical Integration}

To make possible logarithmic steps of integration, a chanze of varlable was made for \(\tau\),
\[
\begin{equation*}
\tau=\tau^{\prime}-\eta \tag{195}
\end{equation*}
\]
thus giving the following expression when substituted into Eq. (73):
\[
\begin{equation*}
Y_{R S}(\theta)=e^{n} \int_{n}^{n+\theta} \frac{e^{-\tau^{\prime}} d \tau}{1+A \sqrt{B} e^{B} K\left(\tau^{\prime}-n, B, n, l\right)} . \tag{196}
\end{equation*}
\]

Since \(K(\tau-\eta, B, n, \ell)\) was used as a FUNCTION statement, the main program evaluated the following sum:
\[
\begin{equation*}
Y_{R S}(\theta)=e^{n} \sum_{i=1}^{N W T} \frac{e^{-\tau_{i}^{\prime}} W_{i}}{1+A e^{B} \sqrt{B} K\left(\tau_{i}^{\prime}-n, B, n, \ell\right)} \tag{197}
\end{equation*}
\]

The FUNCTION statement for \(K\left(\tau_{1}-n, B, n, l\right)\) evaluated the following expression:
\[
\begin{equation*}
K\left(\tau_{i}-n, B, n, \ell\right)=\sum_{j=1}^{N W T} \frac{e^{-t_{j}^{\prime \prime}}}{\left(t_{j}^{\prime \prime}\right)^{3 / 2}}\left[\frac{1}{2}+\sum_{m=1}^{n-1} \frac{(n-m)}{n} e^{-\ell^{2} m^{2} B / t_{j}^{\prime \prime}}\right] W_{j} . \tag{198}
\end{equation*}
\]

The \(t_{j}\) '' points are chosen between \(B\) and \(B+\tau_{1}\) - \(n\) with a geometric progression of NWT points. In terms of the maximum and minimum points on the interval for NWT points, the ratio between terms was chosen by
\[
\begin{equation*}
\xi=\left[\frac{x_{N W T}}{x_{1}}\right] \frac{1}{N W T-1} \tag{199}
\end{equation*}
\]

The variables ( \(A, B, n, \ell, \theta\) and \(n\) ) used for this formulation were respec-
tively given by ( \(A, B, A N, A L, T H E T A\) and \(A D D\) ) in the program listing. Other program variables should be self-explanatory. Logic diagrams are given for the main program and also for the subprogram AK in this section.

The subprograms used for this program were:
FUNCTION AK(THETAI, B, \(N, L\) )
SUBROUTINE BATES (IWT,NWT,WTAB,WATES).
The subprogram BATES was explained in section 6.8.1.

LOGIC DIAGRAM FOR THE COMPUTER PROGRAM DESCRIBED IN SECTION 6.1.1


CALL BATES

Y|ELD \(=.0\)


WRITE (2.61)
YIELD, \(A_{1} B_{1}\)
AN,AL,
THETA


LOGIC DIAGRAM FOR THE FUNCTION STATEMENT DESCRIBED IN SECTION 6.1.1


```

    #ON3. COUT 15,1, LAURENCF F. U1LLGR LEPT OF NUCLEARGNG
    "ONST ASGN \AJE,l2
    V゙听I ASGN l:GO,16
    MNNGG WODE GOO,TEST
    MNG& FXEO FERTRAN,,,,,,,YIFLDII
        LJMFNCION WTA[3(1OC), WATFC(1CO)
    F' FERINAT(1HK,6F14.8)
6) FORMMT(GF11.4)
7NFORMAT(5F)(.5)
''ん'T=7
AOD=.01
25 RFAD(1,70)A,B,AN,AL,THETA
N=AN
L=AL
Z=A*SQRT(R)*EXF'(P)
WTAB(1) = THETA + ADD
PSIM=(ADD/(ADD+THFTA))**(1•/FLSAT(NNT-1))
OO lO1 JA=\angle, NWT

```

```

    IWT=?
    CALL RATFS(IWT,NWT, UTAR,\becauseATFS)
    YISLD=.i
    D2 50 J=1,NAT
    ATERM=EXP(-\becauseTAFS(J))
    THETAl=WTAB(J)-ADD)
    UEN=1•+Z*AK(THETA1,B3,N,L)
    FUN=ATERV/DEN
    FTFRM=FUN*:WATES(J)
    5C YIELD=YIELD+FTERM
YIFLN=YIFLD*FXP(A,)n)
WRITF(2,6.1)YIFLD,A,B,AN,AL,THFTA
WRITE(3,G(')YIFLD,A,B,AN,AL,THETA
GC Tこ 25
EN[)

```
```

        \becauseON`S EXEO FSRTRAN
        FUNCTIOA AK'(Trit.TAl,E,N,L)
        OI`ENSICHWTAO(1O(),WATFS(1OC)
        AN:=N
        A1=L
    C.R CAN NOT RF ZFRO
1}\becauseT=
1-CI=(R/( 'िे+THETA1))*%(1-/(FLSAT(N\&゙T-1)))
\becauseAB(1)= 3+THET^1
\capO 5 JF=2, N!WT
5 }\becauseTAB(JF)=!TAR(JF-1)*PS
T WT=?
(ALL BATES(IWT,NHT,NTAB,*ATES)
BSUM=.C
CO 80 I = 1,NWT
Y=WTARI I)
BTERM=1./Y**1.5
IF(N.l.T.?)GO TO I?
N=i
A SUM=.0
ว^ M= ! + +
A!\prime=M
R=AL*AL*A:H%AM
IF(N.LT.2OU)CTERM=EXP(-R*B/Y)*(AN-AM) / AN
IF(N.GT•2UO)CTERMM=EXP(-R*B/Y)
ASUM=ASUM+CTERM
IF(CTERM.LT••UOOI)GO TS 12
IF(N•LT•N-])GS TS 20
12 CSNTIMUE
DTFRM=BTERM兴EXP(-Y)**(.5+ASUM,
8\cap LSUM=RSUM4+DTERM*WATES(I)
\wedgeK=RSUN
r:FTURN
FND

```

\subsection*{6.1.2 Method Using Gaussian Quadrature}

Since Gaussian quadrature integration was found to be a very common integration scheme, the method of obtaining the associated weights and roots from the polynomials is not given. When the upper and lower limits were not +1 and -1 , the following change of variable was made:
\[
\begin{equation*}
\int_{a}^{b} f(x) d x=\frac{b-a}{2} \int_{-1}^{+1} d y g(y) \tag{200}
\end{equation*}
\]
in which
\[
\begin{equation*}
g(y)=\left.f(x)\right|_{x=\frac{(a+b)}{2}+\frac{(b-a)}{2} y} \tag{201}
\end{equation*}
\]

The weights and roots listed for Gaussian quadrature integration are defined such that
\[
\begin{equation*}
\int_{-1}^{+1} d y g(y)=\sum_{j=1}^{N W T} W_{j} g\left(y_{j}\right) \tag{202}
\end{equation*}
\]

Since the limits on Eqs. (73) and (74) do not correspond to the interval of orthogonality of the polynomials from which the weights and roots were obtained, the following changes of variable were needed:
\[
\begin{equation*}
t^{\prime \prime}=B+\tau / 2(1+\xi) \tag{203}
\end{equation*}
\]
and
\[
\begin{equation*}
\tau=\theta / 2(1+\gamma) . \tag{204}
\end{equation*}
\]

Making these changes resulted in:
\[
\begin{equation*}
Y_{R S}(\theta)=\frac{\theta}{2} \int_{-1}^{+1} \frac{e^{-\frac{\theta}{2}(1+\gamma)}}{1+A \sqrt{B} e^{B} \frac{(1+\gamma)}{4} K(\gamma, B, n, l)} \tag{205}
\end{equation*}
\]
\[
\begin{equation*}
K(\gamma, B, n, l)=\int_{-1}^{+1} \frac{d t^{\prime \prime} e^{-t^{\prime \prime}}}{\left(t^{\prime} \prime\right)^{3 / 2}}\left[\frac{1}{2}+\sum_{m=1}^{n-1}\left(\frac{n-m}{n}\right) e^{-l^{2} m^{2} B / t^{\prime \prime}}\right] \tag{206}
\end{equation*}
\]

Written in the form of finite sums, this gave:
\[
\begin{equation*}
Y_{R S}(\theta)=\frac{\theta}{2} \sum_{i=1}^{N W T L} \frac{e^{-\frac{\theta}{2}\left(1+\gamma_{i}\right)} W_{1}}{1+A \sqrt{B} e^{B} \frac{\theta\left(1+\gamma_{i}\right)}{4} K\left(\gamma_{1}, B, n, l\right)} \tag{207}
\end{equation*}
\]
in which
\[
\begin{equation*}
K\left(r_{i}, B, n, l\right)=\sum_{j=1}^{N W I G} \frac{1}{t_{j i}^{3 / 2}} e^{-t_{j i}{ }^{\prime \prime}}\left[\frac{1}{2}+\sum_{m=1}^{n-1}\left(\frac{n-m}{n}\right) e^{-l^{2} m^{2} B / t_{j 1}{ }^{\prime \prime}}\right] W_{j} . \tag{208}
\end{equation*}
\]

The \(t_{j i}{ }^{\prime \prime}\) points were given by
\[
\begin{equation*}
t_{j i}^{\prime \prime}=B+\frac{\theta}{4}\left(1+\gamma_{i}\right)+\frac{\theta}{4}\left(1+\gamma_{i}\right) \xi_{j} \tag{209}
\end{equation*}
\]
where \(\gamma_{i}\) and \(\xi_{j}\) were the roots for the outer and inner sums, respectively. The Gaussian quadrature weights and roots for the outer sum (indexed by i) were given respectively by WATESL and WTAEL

The variables \(A, B, n, l\) and \(\theta\) are given by \(A, B, A N, A L\) and THETA in the program listing. Logic diagrams are given in this section for the main program and subprogram AK.

The subprograms used were:
FUNCTION AK(TAP,B,N,AL)
FUNCTION ERF(X).
Subprogram ERF(X) is self-explanatory. The left-hand portion of the inner sum in the denominator was evaluated by error functions.

\section*{LOGIC DIAGRAM FOR THE COMPUTER PROGRAM} DESCRIBED IN SECTION 6.1.2


READ
\(A, B, A N, A L\),

WRITE \((3,1)\) SUMI, \(A, B\), AN, AL, THETA THETA


LOGIC DIAGRAM FOR THE FUNCTION STATEMENT DESCRIBED IN SECTION 6.1.2

```

    \becauseのM1: JOR
    ```

```

    MONTG ASGM MJQ,1?
    Unver ACGN ソGO,16
    MOMT MODF GO,TFST
    ソON゙% EXEO FORTRAN,,,12,,,,CONE
    COWNONTALL(2C),WATESL(20), WTABG(2U),WATESG(20),NWIG
    1 FO{RMAT(1HK自,6E14.6)
2 FORMAT(15/(2F20.16))
3 FSPMAT(6E14.6)
61 FORMAT(6E10.4)
7^ 「^Rッ^T(5Fl?.5)
PFAD(1,2)NWTL,(WTAML(K), UATFSL(K),K=1,NWTL)
PFAD(l, ) NWTG,(WTAFG(N), w^TFSG(N!),N=1, NWTG)
25 RFAD(1,7O)A,R,AN,AI,THFTA
N=AN
DHI=A*GQRT(B)*FXP(R)
S\N゙1=.U
0O 20 I=I,NWTL
\becauseG=THETA/2.*(1•+WTABL(I))
; }\triangleP=XG/2
AIONF=A*(1.-EXP(-XG)*SCRT(B/(B+XG))-EXP(B)*SQRT(B*3.1416)*(ERF
1(SDRT(B+XG))-ERF(SQRT(E))))
TFPM1=EXP(-XG)*VATFSL(I)/(I•+PHI*AK(TAP,U,N,AL)+AISNF)
CUM"l=TERR:11+S!JM1
7nc゙NNTIN|IF
S(1: l = SUM]*THFT^/?.
WRITF(3,1)CUM1, A,B,A!!,AL,THFTA
MRITF(2,3)SUM],A,R,AN,AL,THETA
G? TO 25
(P!D)

```

```

    に!NCTIのNA!(T*&R*N.N1:
    ```

```

    く!"+に=.
    \therefore ^ = ' 
    ~ ! J=1, ":Ti
    l=TaR*(l.+!TA:G(J))+3
    ```

```

    SUC=
    IF(V.LT•2)Gこ Tこ 12
    '`=
    1) "="+1
\because"=:
```


```

    SIHAC=U|NC+TER:C
    IF(TERNAC.LT..NOI)CNTE 12
    IF(%!LT•N-1)GO T:` 11
    12 CこNTINUF
TFF%NOTFRN* SU:C**ATF,%(J)
1! SU'`=SUWG+TERUG
AK=5|\:% TAP
RFTUR!
FMn

```
    MON4! ■XES FSRTRA!", , 12, , , YTAL
    FUN:CTICN URF (X)

    \(\therefore 7=-.7044461: 6\)
    A 3 \(=1 \cdot 421413741\)
    \(A 4=-1 \cdot 453152 \cdot 77\)
    \(\Delta 5=1\) • กf, 14: 5420
    \(P=.377^{5.9} 7\) ?
    \(T=1 \cdot /(1 \cdot+\infty \times y)\)
    \(F R F=1 \cdot-(A 1 * T+A 2 * T * T+A 3 * T * T * T+A 4 * T * * T * T+A 5 * T * T * T * T * T) * F X P(-X *\)
    r FTURN
    LAR?

\subsection*{6.1.3 Method Using a Combination of Laguerre and Gaussian Quadrature Integration}

The weights and roots of Laguerre polynomials were defined in such a way that the following expression was true:
\[
\begin{equation*}
\int_{0}^{\infty} e^{-x} f(x) d x=\sum_{j=1}^{N W T} W_{j} f\left(x_{j}\right) \tag{210}
\end{equation*}
\]

To use Laguerre integration for finite limits, a change of variable was made. The following equation illustrates this point:
\[
\begin{equation*}
\int_{0}^{\theta} e^{-x} f(x) d x=\int_{0}^{\infty} e^{-x} f(x) d x-e^{-\theta} \int_{0}^{\infty} e^{-x} f(x+\theta) d x \tag{211}
\end{equation*}
\]

Beginning with the chemical yield expression for the RS species, Eqs. (73) and (74), let \(t^{\prime \prime}=B+\frac{\tau}{2}(1+y)\) and consider \(\theta\) as infinite.
\[
\begin{equation*}
Y_{R S}(\infty)=\int_{0}^{\infty} \frac{e^{-\tau} d \tau}{1+A \sqrt{B} e^{B} K(\tau, B, n, \ell)} \tag{212}
\end{equation*}
\]
and
\[
\begin{gather*}
K(\tau, B, n, l)=\frac{\tau}{2} \int_{-1\left[-1 B+\frac{\tau}{2}(1+y)\right]^{3 / 2}}^{+1} \frac{d y e^{-\left(B+\frac{\tau}{2}(1+y)\right)}}{x\left[5+\sum_{m=1}^{n-1} \frac{n-m}{n} \exp \left\{-l^{2} m^{2} B /\left(B+\frac{\tau}{2}(1+y)\right\}\right] .\right.}
\end{gather*}
\]

The rewriting of Eq. (212) with finite sums gives
\[
\begin{equation*}
Y_{R S}(\infty)=\sum_{i=1}^{N: T L} \frac{W_{1}}{1+A \sqrt{B} e^{B} K\left(\tau_{i}, B, n, l\right)} \tag{214}
\end{equation*}
\]
in which NWIL was the number of points for the Laguerre integration and \(\tau_{1}\) were the roots of the Laguerre polynomials. The function \(K\left(\tau_{1}, B, n, l\right)\) wias calculated by Gaussian quadrature integration,
\[
\begin{align*}
& K\left(\tau_{i}, B, n, l\right)=\frac{\tau_{1}}{2} \sum_{j=1}^{N W T G}\left[\frac{w_{G}(j) \exp \left\{-\left(B+\frac{\tau_{i}}{2}\left(1+y_{j}\right)\right\}\right.}{\left[B+\frac{\tau_{i}}{2}\left(1+y_{j}\right)\right]^{3 / 2}} x\right. \\
& \left.\left[.5+\sum_{m=1}^{n-1}\left(\frac{n-m}{n}\right) \exp -l^{2} m^{2} B /\left(B+\frac{\tau_{1}}{2}\left(1+y_{j}\right)\right)\right]\right] . \tag{215}
\end{align*}
\]

However, the first section was evaluated with error function called AIONE in the program. Therefore, the subprogram for \(K\left(\tau_{1}, B, n, \ell\right)\) evaluated the following expression:
\[
\begin{equation*}
K\left(\tau_{i}, B, n, l\right)=\frac{\tau_{1}}{2} \sum_{j=1}^{N W I G G} \frac{w_{G}(j) e^{-t_{i j}{ }^{\prime \prime}}}{\left(t_{i j}{ }^{\prime \prime}\right)^{3 / 2}} \sum_{m=1}^{n-1} \frac{n-m}{n} e^{-l^{2} m^{2} B / t_{i j}{ }^{\prime \prime}} . \tag{216}
\end{equation*}
\]

In the above Eq. (216), \(t_{i j}{ }^{\prime \prime}=B+\frac{\tau_{i}}{2}\left(1+y_{j}\right)\), and the \(y_{j}\) 's were used as the roots for the Gaussian quadrature.

The Laguerre weights and roots were given by WATESL and WTABL, respectively in the program listing. The Gaussian quadrature weights and roots were given by WATESG and WTABG, respectively. Logic diagrams for the main program and subprogram \(A K\) are given in this section. The subprograms used were:

FUNCTION AK(THETAL,B,N,AL)
FUNCTION ERF (X).

Subprogram \(E R F(X)\) is considered self-explanatory. The parameters \(A, B, n\) and \(\ell\) were given by \(A, B, A N\) and \(A L\) in the program listing.

LOGIC DIAGRAM FOR THE COMPUTER PROGRAM DESCRIEED IN SECTION 6.1.3


LOGIC DIAGRAM FOR THE FUNCTION STATEMENT DESCRIBED IN SECTION 6.1.3


```

    MONSI ASGN IMJP, 12
    \becauseCNます% ASGN NGO, 16
    MSNET MODF GS,TEST
    MONS& EXEQ FORTRAN!,, 12,,,,COME
    ```

```

    1. FSRMAT(1HK, 7HYIELI) =,F10.5,3HA =,F1O.5,3HB=,F10.5,4HAL=,F1\cap.5
    13HN =, 15)
    2 FこRMAT(15/(2F20.16))
    61 'ここRMAT(GE10.4)
70 F゙ORMAT(5F10.5)
READ(1,2.)NNTL,(WTABL(K),WATESL(K),K=1,NWTTL)
RFAD(1,2)NWTG,(WTAPG(N), %ATESG(N),N=1,NWTG)
25 READ(1,7())A,B,AN,AI.
M=AN
PHI=A*SQRT(B)*FXP(R)
S\MM1=.
DC 20 I=1,N'NTL
XG=WTASL(I)
AISNE=A*(1.-EXP(-XG)*SQRT(B/(b+XG))-LXP(B)*SQRT(B*3.1416)*(ERF
:(SGRT(B+XG)) - ERF(SGRT(B))))
TERNI=\&ATE:L(I)/(1\bullet+PHI*AK(XG,tj,N,AL) + AI SNE)
SUMI=TERMI + SUMI
2% CONTINUE
\becauseRITF(3,I)SUM1,A,P,AL,N
GS TO 25
END

```
```

    `FUN゙心TISN EREGHEOKTRAN2, AL?
    ```

```

    SUOOG=.W
    AN=N
    \cap) 1 J J=1, リ!TTG
    7=THFTA1/2•*(1•+NTAPS(J))+?
    TFRI:=FXP(-Z)/(Z*SURT(Z))
    SU:%C=。
    IF(N.LT•2)Gこ TO 12
    i=6
    11 N=Ni+1
AM=m
R=AL*AL*AM*AM

```

```

    SUI:C=C,U:C+TERVC
    IF(TFR:1r.LT...NOI)GO TS 12
    IF(V.LT•V-l)GO TS 11
    12 CSMTINUF
-FRMG=TERW%SUOC*WATESG(J)
1'; 'UU'*G=SI!MG +TER:'G
AK=SUNG*THETAl/2.
RETURN
EN:U

```
```

HONZ\& EXKCC FORTKAN,,,12,,,,YTAG

```
HONZ& EXKCC FORTKAN,,,12,,,,YTAG
    FLNCTISN ERF(X)
    FLNCTISN ERF(X)
    AI=.254825,592
    AI=.254825,592
    A2=-.204476736
    A2=-.204476736
    A 3=1.421.41:741
    A 3=1.421.41:741
    44=-1.453152027
    44=-1.453152027
    A5=1.061405429
    A5=1.061405429
    P=.3275911
    P=.3275911
    T=1•/(1.+P*X)
    T=1•/(1.+P*X)
    ERF=l.-(AI*T+Aつ*T*T+A 3*T*T*T+A4*T*T*T*T+A5*T莩T*T*T*T)*TXP(-X*X)
    ERF=l.-(AI*T+Aつ*T*T+A 3*T*T*T+A4*T*T*T*T+A5*T莩T*T*T*T)*TXP(-X*X)
    RFTUR!:
    RFTUR!:
    FMD
```

    FMD
    ```

\subsection*{6.2 Explanation of the Computer Program Which Calculates the Electron Spectrum Resulting from a Monoenergetic Electron Source}

It was shown in section 2.2 that the following expression represents the differential electron flux at energy \(E_{n}\) resulting from a monoenergetic source of electrons at energy \(E_{0}\) :
\(z\left(E_{0}, E_{n}\right)=\left[\frac{\left[i+\sum_{j=1}^{n-p} w_{j} z\left(E_{0}, E_{j}\right) K_{S}\left(E_{j}, E_{n}\right)-\sum_{i=n-p}^{n-1} w_{i} z\left(E_{0}, E_{1}\right) K_{c}\left(E_{i}, E_{n}\right)\right] \cdot}{F\left(E_{0}, E_{n}\right)-\left[\frac{4 C\left(E_{n}+1\right) w_{n}}{\left[E_{n}\left(E_{n}+2\right)^{2}\right.}+\sum_{i=n-p}^{n-1} w_{1} \bar{K}_{c}\left(E_{1}, E_{n}\right)\right]}\right]\)
in which
\[
\begin{align*}
& K_{S}\left(E_{j}, E_{n}\right)= \frac{2 C}{\left(\beta_{j}\right)^{2}}\left[\frac{1}{E_{n}}-\frac{1}{E_{j}-E_{n}}-\left[\frac{2+\frac{1}{E_{j}}}{\left(E_{j}+1\right)^{2}}\right] \ln \left[\frac{E_{j}-E_{n}}{E_{n}}\right]\right. \\
&\left.+\frac{E_{j} / 2-E_{n}}{\left(E_{j}+1\right)^{2}}\right]  \tag{94}\\
& K_{C}\left(E_{i}, E_{n}\right)-K_{S}\left(E_{k}, E_{n}\right)  \tag{217}\\
& \bar{K}_{c}\left(E_{i}, E_{n}\right)=\frac{2 C}{\left(B_{n}\right)^{2}}\left[\begin{array}{l}
\frac{1}{E_{i}-E_{n}}-\frac{1}{E_{n}}-\left[\frac{E_{n}}{\left(E_{n}+1\right)^{2}}\right] \text { In }\left[\frac{E_{n}}{E_{1}-E_{n}}\right] \\
\end{array}\right. \\
&\left.\quad+\frac{\left(E_{n}-E_{i} / 2\right)}{\left(E_{n}+1\right)^{2}}\right] \tag{98}
\end{align*}
\]
and
\[
\begin{align*}
F\left(E_{0}, E_{n}\right)=\frac{2 C}{\left(B_{n}\right)^{2}}[1+ & \ln \left(\frac{\Delta}{Q}\right)-\frac{\Delta}{E_{n}}-\frac{\left(2 E_{n}+1\right)}{E_{n}\left(E_{n}+1\right)^{2}} \Delta\left(1+\ln \left(\frac{E_{n}}{\Delta}\right)\right. \\
& \left.+\frac{1}{4} \Delta \frac{\left(2 E_{n}-\Delta\right)}{\left(E_{n}+1\right)^{2}}\right] \tag{102}
\end{align*}
\]
in which
\[
\Delta=\left\{\begin{array}{l}
E_{n} \text { for } 2 E_{n} \leq E_{0} \\
E_{0}-E \text { for } 2 E>E_{0}
\end{array} \quad \bar{Q}, C \text { and } B\right. \text { are defined in section 2.2. }
\]

This program evaluated the electron slowing down spectrum resulting from a unit monoenergetic source. Results are listed in section 3.2. The only required input data were: \(p\), the number of points chosen to reduce the energy by \(1 / 2\) on a logrithmic scale; \(I_{0}\), the mean ionization potential; \(Z / A\), the ratio of atomic number to atomic weight; and \(E_{0}\), the source energy. The entire program except subprogram BATES is listed in this section but a logic diagram is given only for the main program since the FUNCTION subprograms are considered self-explanatory and subroutine BATES is explained in section 6.8.1.

The functions \(K_{s}\left(E_{j}, E_{n}\right), K_{c}\left(E_{i}, E_{n}\right), \bar{K}_{c}\left(E_{1}, E_{n}\right)\) and \(F\left(E_{0}, E_{n}\right)\) were given in the program by:
```

FUNCTION XKS(El,E)
FUNCTION XKC(El,E)
FUNCTION XKCB(El,E)
FUNCTION XFC(E)

```

Several program variables are defined in Tible XIV.

Table XIV. Input Data and Selected Variables
\begin{tabular}{|c|c|}
\hline Symbol & Explanation \\
\hline C & 1/2 the Moller Formula Coefficient \\
\hline QB & \(\bar{Q}\), defined in section 2.2 \\
\hline BETA & \(\beta\), ratio of the velocity of the electron to the \\
\hline & velocity of light \\
\hline MP & p , defined in section 2.2 (input data) \\
\hline PSI & Ratio for the geametric progression \\
\hline EZERO & Source energy, \(\mathrm{E}_{0}\) (input data) \\
\hline NMAX & Number of points needed for the iteration \\
\hline
\end{tabular}

LOGIC DIAGRAM FOR THE COMPUTER PROGRAM DESCRIBED IN SECTION 6.2


```

    \becauseOMST CO:1T 15%INUTES,5PAGES LARRY MILLER
    NSNIGG ASGN WJIR,12
    MNN&F ASGN NGO,16
    MSN& VEUF GO,TFST
    VON$% FXEC FSRTRAN,,,,,,,`PECTRUM
    DI\becauseFNSION SUM(100), UTAB(100),WATES(1OO)
    CごAMSN C,CB,BETA,FLERO
    1 FRNAT(15,2E゙14.8)
2 FORWAT(F12.6)
3 FORMAT(1HK,2E14.8)
14 FGRMAT(IHS,I5)
RFAD(1,1)MP,Aこ,ZOVERA
A.O=Aこ/.511.?7
C=.15*ZSVFRA
PSI=.\zeta**(1./FLSAT(NP))
HNN=.!'2/.51C%7
21 READ(1,2)FZFRO
EZFRO=ヒZFRO/.510つ7
NNAX=^LこG(EMIN/EZERO)/ALCG(PSI)+1.
URITE(3,]4)NMAX
\&TAB(1)=EZERS
S(li.1(1)=.j
OO 8 IK=2,N:NAX
SUM(IK)=.
8'TAB(IK)=\&TAR(IK-1)*PSI
t=.95*FFZRS
RFTA=SQRT(F**(E+2.))/(E+1•)
OP=AO*AS*FXP(1RFTA*12FTA)/(F*(F+2.))*.5
AFC=XFC(E)
f = ]./AFC.
SUN(1)=A*(1. - (3.14]59**2/6.)/((At(*匕ETA*BETA/(2.*C))*长2))
WRITE(3,3)SUIM(1),E
Uこ 7 N=2,NUAX
JWT=N-MP
E=WTAU(N)
\#ETA=SCRT(E*(E+2\bullet))/(E+1\bullet)
OR=AS*AS*F:P(BFTA*RETA)/(F\#(F+2•))*。5
IF(JWT.LT.\angle)GS TS 5
SFCON=.!
I ! \T = 2
NWT=J!T
(ALL UATESIIWT,NWT,WTAB,:AATFS)

```
```

    n & J=1, J!!T
    ```

```

4 SrCSN=O!COM+TROM
CごTノ`い!
*!'T=1!
I\becauseT=2
CMLL SATES(IWT,NWT,W1AES, AATFS)
1!:T=N-1
PRINiN=.
PRIKiB=.u
IF(JNT•LT.]) JNT=1
\分6 I = JWT,IWT
IFPF=WATES(I)*C(IN(I)*XKC(WTAR(I),E)
PRIMA=PRI'AA + TFRI:
TFR:"=\because'ATFS(I) %XKCR(NTAR(I),F)
6 PRI''R=PRI'?E+TFR'!
TFRF:=XFC(E)-C*4.*(F+1•)/(E*E**(E+2•)*(E+2.))*NATFS(NNT) -PRI*IF
SUC(N)=(1•+SECON-PRI:A)/TER:N
ARITE(3,3)!U涪(N),!!TAB(N)
7CNTINUE
1F(LLERO.GT..1)GO Tこ 21
STごP
ENO

```
そこNきま EXEQ FERTRAN
    FじへCTICN XFC(ヒ)
    COUNN C, QE, BETA, 上LERO
    CこトC=2•*C/( BETA 粏思TA)
    DビLTA= !
    1F(E.GT•ZFRO/2•) UFLTA=よ゙ZEROーE
    \(T \because F C=(1 \cdot+A L O G(\cap E L A / O \leftrightarrows)-D F L T A / E-((2 \cdot+1 \bullet / E) /(E+1 \bullet) * * 2) *\)
    1DELTA* (1•+ALCG(F/DFLTA)) +1•/(E+1•) **2*(DELTA/2•)*(E-DFLTA/2•))
    XFC=COFC共THFC.
    2FTURN:
    FND
\(\because\) EXVれる FERTRAN
    FUNCTIUN XKC(E? E)
    Cごいご! C, 'B, BETA,ELERO
    \(T l=E 1\)

    If (E]•UE.2•*E) (っこ TS 313
    IF (E1•L[•F+QB)TI=F+のB



1: \(1.0 C(T /(T 1-F))+(T 1+1) * *.(-7)) *(T-T 1 / ? \cdot))\)
    入K = CSKC \# T \(\because K C\)
(2) ? RFTURN
    「:18)
```

    UNTF FXES FERTRAN
    FUNCTICN゙ XKCH(EI,E)
    ```

```

    T l = E. l
    !F(El.ÚL.2.*E)XKCB=.O
    1F(EI.UL•2•*E)G气 T公 314
    IF(El•LE•E+O!:)TI=F+QB
    COKCR=2.*C/(BETA*BETA)
    T\becauseKCP=((T)-E)**(-1)-E**(-1)-((2•+E***(-1))/(E+1•)**2)*
    lALOC(F/(T)-E))+((F+1•)**(-2))*(E-T1/2.))
    XKCB=COKCB*TMKC.FS
    714 RFTURN:
FND
MONES EXEQ FORTRAN
FUNCTISN XKS(EI,E)
COWMCN C,OP, EETA,FZFRO
T=F
T1=E]
IF(E)•GT.2.*FE)GOTS 111
XKS=0.
G气 TS 95

```

```

    CNKS=?.*C/(BETA1*3FTA1)
    TNKSS=(1.:/T-1•/(T1-T)-((2. +1./T1)/(T1+1.)***%)*
    ```

```

    XKS=TMKS*CSKS
    95 RFTURN
L!!)

```

\subsection*{6.3 Program to Calculate the Electron Spectrum Resulting from \(\mathrm{Co}^{60}\) Irradiation of Water}

This program calculated the electron energy spectrum resulting from \(\mathrm{Co}^{60}\) irradiation of water. To find the resulting spectrum, the following integral was evaluated:
\[
\begin{equation*}
y_{g}(E)=\int_{E}^{Q} z\left(E_{O}, E\right) S_{e}^{g}\left(E_{O}\right) d E_{o} \tag{122}
\end{equation*}
\]

For input data, the spectra \(z\left(E_{0}, E\right)\) resulting from a number of monoenergetic sources were needed and were obtained from the program described in section 6.2.

The subprograms required for this code were:
FUNCTION SPECT(TI)
SUBROUTINE INTER(N,M,X,Y,CHECK)
SUBROUTINE BATES(IWT,NWT,WTAB,WATES)
FUNCTION Y(T)
FUNCTION ZEE (TI,T)
Logic diagrams for the main program and the subprogram SPECT were given in this section. An explanation of input data and variables of interest is given in Table XV.

FUNCTION SPECT(TI) utilized Eq. (123) to determine the initial electron source from \(\mathrm{Co}^{60}\) irradiation. The electron source resulting from the two gamma rays were obtained by superposition of the individual source terms. The index for the DO loop was obtained by comparing the electron energy under consideration to the maximum energy electron produced by the lower energy gamma ray.

Table XV. Explanation of Computer Program Variables

Symbol Explanation

NCOLM Number of \(z\left(E_{O}, E\right)\) spectra
EZ(K) Source Energy \(E_{o}\)
Q2 Point of discontinuity in the initial electron spectra

Q
Maximum energy electron resulting from \(\mathrm{Co}^{60}\)
irradiation
ANECC (Electrons per \(\mathrm{cm}^{3}\) ) \(* 10^{-25}\)
COB
\(\left(\bar{r}_{0}{ }^{2}\right) \times 10^{+25}\)
PSI
Geometric progression ratio

LOGIC DIAGRAM FOR THE COMPUTER FKOGRAM DESCRIBED IN SECTION 6.3


LOGIC DIAGRAM FOR THE FUNCTIOM SPECT (TI) DESCRIBED IN SECTION 6.3


```

    MN: ASC: :`JF,12
    \becauseON% ASC:HMO,16
    ```




```

    ! Fの^ロMAT(1HK,Iち)
    ```

```

    F^Q,*AT(1HM,I5,F1?.f,IF/(1X,?F12.6))
    FOf山AT(IHK,GHY(1) =, F17.6.5X, 3HT =, F12.6)
    Fこ!:^^T(2F14.8)
    Fこた`へT(I5/(2Fln.5))
    GFORFAT(JHK,E14.8)
    28 F =Wi*AT(1H: 3E14.8)
RE:IND 6
READ(1,1) VCOL
DO 1(K=1,^人OL`
RFAD(1, 倸T,FZ("),(XIIST(J),YLIGT(J),J=1,N\#T))
1 UPTTF(G)(N:!T,F?(*),(XI,T:(J):YLICT(J),J=1,N\&T))
Rrir.jum 6
CN!=.31415*2.c)72*子•C17%
AMFCC=.5,23*.y/1b.

```

```

    1-SI=.5**(1./3.)
    N=1.116/.51:07
    011=1.17/.510<47
    ```

```

    Y XT= ?2+. . ! l
    * X1 = XXT + . 1
    Y. X2 = XXT - . 1
    XY` = Y (X,XT)
    XYZP=Y(XX1)
    XYZM}=Y(Y,X2
    \RTTF(3.28)XYL,XY&P,XY7"
    T=\therefore/PSI
    12 CONTIHNE
T=T*PSI
A=Y(T)*AリECC
\#口IF(2,5)N,T
WDITF(3,4)A,T

```
```

    L゙L=
    r=. 15*. 5555
    1:T:TA=S(*RT(T*(T+2•))/(T+1\bullet)
    COF=?.*C/(FETAHRFTA)
    ZI=.\C, 「6「1/.5!@97
    ```

```

    BT:P!"=\L_%G(T*T*(T+?.)/(つ.*?I*Z1))
    TSP=ROF*(TTFP*'+RTFRソ-DF!)
    TPPT=T若.51(07
    URITF(3,5) i SP,TPRI
    XXX=7HECK/TSPNOANFC.C
    WRITF(3,9)XXX
    WRITE(2,5)XXX,T
    IF(T.GT•YENIN)GOU TO 11
    STSP
    FMD
    ```
    MミNな E EXFG FORTRAN
    FUNCTICN SPECT(TI)
    IINENSION G(2)
    COIHCN XLIST(49), YLIST(49), DELY(1uU), EZ (25), ROW(25), COB, WTAB(50),

    \(L=]\)
    \(G(7)=? \cdot 77 / .51 ; 9\)
    \(r_{1}(2)=1.33 / .51: 77\)
    \(\triangle I P H A=G(7)\)

    IF (TI.GT.2.*ALPHA**2/(1•+2•*ALPHA))Gへ T气 14
    IF(TI.GT•2.*O(1)**2/(1.+2. ※G(1)) L=2
    SLM=.
    DS \(32 \therefore J=L, 2\)
    \(A L P H A=G(K J)\)



    ↔PECT = SUM
14 RFTURN
    FNT

\subsection*{6.4 Explanation of the Computer Programs Which Calculate the Electron Spectra Resulting From Fast Neutron Irradiation}

The eiectron spectra resulting from given alpha and proton particle fluxes were determined by the programs described in this section. This required that the electron sources resulting directly from alpha and proton fluxes be determined first. The slowing down spectra were then calculated from the initial spectra.

Since several parameters associated with the determination of the electron sources required changing of a few Fortran statements, both of the main programs are listed. In each case, input data on the proton and alpha particle fluxes were required. These data were the proton and alpha particle fluxes, divided by their energy, corresponding to equally-spaced logarithmic intervals generated by the program. These data were plotted in Figs. 37 and 38, and listed in Table XVII. Twenty-two sets of \(z\left(E_{0}, E\right)\) data were also required.

Eqs. (136) and (137), given in section 2.4 of the theory, reduced to:
\[
\begin{equation*}
S_{e}^{p}(E)=\frac{39.98}{E^{2}}\left(1-\frac{E}{2}\right) \int_{459.1 E}^{14.6 / .51047} d E^{\prime} Q\left(E^{\prime}\right) \tag{218}
\end{equation*}
\]
and
\[
\begin{equation*}
S_{e}^{a}(E)=\frac{159.9}{E^{2}}\left(1-\frac{E}{2}\right) \int_{1824 . E}^{5.8 / .51047} d E^{\prime} V\left(E^{\prime}\right) \tag{219}
\end{equation*}
\]
in which
\[
\begin{equation*}
Q\left(E^{\prime}\right)=\frac{\phi_{p}\left(E^{\prime}\right)}{E^{\prime}} \tag{220}
\end{equation*}
\]
and
\[
\begin{equation*}
V\left(E^{\prime}\right)=\frac{\phi_{a}\left(E^{\prime}\right)}{E^{\prime}} . \tag{221}
\end{equation*}
\]

Since the programs were very similar, one logic diagram was considered sufficient. The subprograms used were:

FUNCTION ZEE(TI,T)
SUBROUTINE BATES(IWT,NWT,WTAB,WATES)
SUBROUTINE INTER(N,M,X,Y,CHECK)
FUNCTION \(Y(T)\)
FUNCTION SPECT(TI)
All of the above subprograms except \(\operatorname{SPECT}(T I)\) are given in section 6.8. Table XVI explains several computer program variables associated with the main program.

Table XVI. Explanation of Computer Program Variables
Symbol Explanation

PIT

NPTS
COB
YEMIN
ANN
Geometric progression ratio to obtain initial electron spectrum

Maximum energy of electrons in the spectrum


Fig. 37. Plot of \(V(E)\) vs. \(E\)


Fig. 38. Plot of \(Q(E)\) vs. \(E\)

Table XVII. Listing of \(Q(E)\) and \(V(E)\) Chosen at Equally Spaced Logarithmic Intervals of Energy E in Figs. 37 and 38
\begin{tabular}{cc}
\hline Q(E) & \(\mathrm{V}(\mathrm{E})\) \\
\hline \(.100 \mathrm{E}-09\) & \(.768 \mathrm{E}-04\) \\
\(.450 \mathrm{E}-02\) & \(.540 \mathrm{E}-04\) \\
\(.540 \mathrm{E}-02\) & \(.400 \mathrm{E}-04\) \\
\(.460 \mathrm{E}-02\) & \(.340 \mathrm{E}-04\) \\
\(.370 \mathrm{E}-02\) & \(.275 \mathrm{E}-04\) \\
\(.280 \mathrm{E}-02\) & \(.260 \mathrm{E}-04\) \\
\(.220 \mathrm{E}-02\) & \(.260 \mathrm{E}-04\) \\
\(.160 \mathrm{E}-02\) & \(.310 \mathrm{E}-04\) \\
\(.120 \mathrm{E}-02\) & \(.442 \mathrm{E}-04\) \\
\(.100 \mathrm{E}-02\) & \(.550 \mathrm{E}-04\) \\
\(.840 \mathrm{E}-03\) & \(.700 \mathrm{E}-04\) \\
\(.780 \mathrm{E}-03\) & \(.900 \mathrm{E}-04\) \\
\(.860 \mathrm{E}-03\) & \(.110 \mathrm{E}-03\) \\
\(.110 \mathrm{E}-02\) & \(.140 \mathrm{E}-03\) \\
\(.150 \mathrm{E}-02\) & \(.180 \mathrm{E}-03\) \\
\(.190 \mathrm{E}-02\) & \(.230 \mathrm{E}-03\) \\
\(.230 \mathrm{E}-02\) & \(.280 \mathrm{E}-03\) \\
\(.470 \mathrm{E}-02\) & \(.350 \mathrm{E}-03\) \\
\hline
\end{tabular}

Table XVII. (continued)
\begin{tabular}{cc}
\hline Q(E) & \(V(\mathrm{E})\) \\
\hline \(.600 \mathrm{E}-02\) & \(.700 \mathrm{E}-03\) \\
\(.740 \mathrm{E}-02\) & \(.875 \mathrm{E}-03\) \\
\(.960 \mathrm{E}-02\) & \\
\(.120 \mathrm{E}-01\) \\
\(.150 \mathrm{E}-01\) \\
\(.190 \mathrm{E}-01\) & \\
\(.234 \mathrm{E}-01\)
\end{tabular}

\section*{LOGIC DIAGRAM FOR THE COMPUTER PROGRAM DESCRIEED IN SECTION 6.4}


LOGIC DIAGRAM FOR THE FUNCTION SPECT(TI) DESCRIBED IN SECTION 6.4

\[
\begin{aligned}
& \text { SPECT }= \\
& \text { EXP }(Y)
\end{aligned}
\]

This program calculates the electron spectrum resulting from the proton source




```

    \becauseOA, %OUE O%•T ST
    ```







```

    = Fnri\cdots\cdotsT(つに]/4.8)
    F\cappツAT(I马/(F]/A.B))
    ```


```

    F-こ!:AT(15/(2ト]0.人))
    ```


```

    P!T=(.g)B2/14.%)**(1./F゙LO:T(NPTS-1))
    y气\rhoEC(1)=14.5/. F1 この%
    \prime? ]? [T=?, \because!Te
    17 xCDEr(IT) = X CDFr(1T-1) %P|T

```

```

    YE%[M=2:**] ***(-f)/ 6!][O7
    P\subseteqI=. 兴*(1./2.)
    r:31.0*? 0*:(-j)/\bullet ]
    1)}15\textrm{JF}=1.\\PT
    XI_IST(JF)=&I_OC(XCF-C(JF))
    15 YLJST(Jド)=ALO゙(Yミ|`(JF))     ANN=(Y:`I'1/C)**(1-/4/(0)
TJ=O/N的
\therefore\Omega 7! J^Y=1,4
TI=T [**㑒単
M唯T=?
PcJ=(TI*45?.1/(14.5/.51007))**(1•/FLS^T(N!!T-1))

```

```

    n口 lf, J!N=?, i"%T
    16 'TAS(JO)=4TA゙`(JO-1) *Pr,
I :T = ?
CALL FATFS(I:T,N:T)
=NPTS
=2
S!!=

```
```

    O 17 JZ=1, 隹
    X=\thereforeLS(,(:,TA.(.JZ.))
    CALL IMTER(N, *, X,Y,CHE(K)
    Ar=r Xr'(Y)
    TF:`=人范, ATES(JZ)
    IF(JZ.*(0.]) TFQ*=.
    17 Sl!:1=51!2+TER!1
XXXXY= ¢1ल%(1. -TI/?.)*39.98/(TI*TI)
W听TF(z, ?)CUN, XXXXX,TI
X\subseteqPE C(JAY)=T1
7 YSRE ( (JAY) =XXXX.X
\becauseRITE(Z.,5)(XSPFC(K),YSPFC((K),K=1,40)
D2}72\textrm{J}<Y=1,4%
1F(XSPEC(JKY),EQ••O)GO TS 7%
IF(YSHEC(JKY) \& W..N)OS T: 72
XSPLC(J<Y)=ALSG(XSFEC(JKY))
YSPFC(JKY)=ALSG(YSPFC(JKY))
72 CONTINUE
RFWINDG
OFA\cap(1,?)NCOL"M
N^1OK=], リCOL*N
PFAD(?,?)(NWT,FZ(<),(XLTST(J),YLIST(J),J=1,NWT))
1 WRITE(G)(N!NT,GZ(K),(XLIST(J)•YIICT(J),J=1,NWT))
RFVIINDG
* = C/PSS
3.1 LSUTINUE
T=T*PSI
A=Y(T)
!RITE(2,5)A,T
WRTTE(3,4)A,T
NFL=.1
c=.]5*.m555
RFT^=SORT(T*(T+?.))/(T+1.)
CNF=?.*C/(RFT^*RFT^)
7I=.0016651/.51\cap97
TTFRN=1•-BETA*HETA+(T*T/\&.-(2.*T+1•)*ALSG(2.) )/((T+1•)*(T+1.))
GTFRM=ALSG1T*T*(T+2.)/(2.*7I*ZI))
TSP=COF*(TiSRM+BTERM-DEL)
TPRI=T*.51097
:ARITE(3,5)TSP,TPRI
XXX=ZHECK/TSP
URITF(3,3)XXX
IF(T.GT•YFN'IN)GS TS 1]
C.T^?
FN11)

```

\section*{This program calculates the electron spectrum resulting from the alpha} source．
```

    \because.N:% JN- E!TCTRSN SPFCTRU゙:
    ```

```

    \cdotsNN: ACGN "JR,12
    \because~Nug ASGN "GO.16
    - nilT - "ODE GN,TFST
    LIONMG E:EC FORTRAN,,,,,,,ANCQ
    ```

```

    1\becauseATES(5:),IOFT,NCOLV,O,ZHICC,O2,XYL,XSPEC(50),YSPEC(50),NPTS,NPZ
    ] FORNAT(IHK,15)
7 FO!2MAT(1HK,15,F12.6/(1X,2F12.6))
3 FこR泣T(1HK,I5,F1%.6,15/(1X,2F12.6))
4 FORMAT(IHK,GHY(T) =,F12.6,5X,3HT =,F12.6)
5 FORMAT(2F14.8)
6 FORVMT(I5/(Fl4.8))
7 FORVATIIHK,IGHINTFGRAL =,EI4.8,17HELFCTRON SOURCF =,E14.8,
18HFNFRGY =, (14.8)
8 FRP:AT(15/(2F10.5))
9 Fミ?MAT(1H<,E14.8)
FFAD(1,G)NFTS,(YG,PFC(J),J=1,MPTS)
PIT=(.37/5.8)**(1./FLONT(NPTS-1))
XSPEC(1)=5.8/.51097
NO 1? IT=2,NPTS

```
\(12 \times \operatorname{SPEC}(1 T)=X S P E C(1 T-1) * P I T\)
    Cors=.31415*2.8178*2. ह17?

    PS \(I=.5 * *(1 . / 3.1\)
    ก=? \(18 * 1\). \(\because *(-2) / .51107\)
    กロ 15 JF=?, NDT
    \(X \operatorname{IST}(J F)=A L\) CC( \(X \subset P F C(J F))\)
15 YLIST(JF) \(=\) ALこE(YSDFC(JF))
    ANN=(YENIN/O)**(]./47.)
    \(T I=G / A N N\)
    ' 070 JAY=1,48
    II = TI*ANM
    \(\because W T=3 U\)
    PSJ=(TI*1824./(5.8/.5l@g7)) 兴(1./FLこAT(NWT-1))
    WTAち(1) =5.8/.51097
    م? 16 J?=2, N"T
\(16 \operatorname{ITAB}(J \cap)=\) WTAP(Jn-1) *PSJ
    \(I: \cdot T=\) ?
    (ALI BATES(IWT,NHT)
    "=リアTS
    \({ }^{\prime \prime}=2\)
    S!リン・ 0
```

    n^17 1%=1,N!T
    x=A1.Nに1•T^"(J7))
    ```

```

    Ar= PXP(Y)
    TEP\because=AF*NATFS(JL)
    ```



```

    ッPJTF(3,7)S00. XX,XX%,11
    X\subsetF'F}((JAYY)=T
    7 YSPF}((J\wedgeY)=XXXX
GO!TF(`.5)(XcpFr(k),ycorr(k),k=1,4B)
^^7) JVY=1.\&\&
1F(XGDFC(.JKY).F\cap..n)r:T! 7 %

```

```

    XSPEC(JKY)=AL.SG(XSPE((JKY))
    YSPEC(JKY)=ALびG(YSFF(. JtY))
    72CENTIN!UO
?FWIND 6
PFA[D(1, ])N(こL!
D)= 10 K=1,\COL!
RFAD(I, >)(N\&T,Fl(K),(XLI:T(J),YLI:l(J),J=1,N沮T))

```

```

    2rwINO6
    T=n/DCI
    ?1 C^NTlM!5
T=T只吅I
A=Y(T)
WRITE(2,5)f,1
WRITf(3,%)\&,1
NFL=.
C=. 15%.ちりちょ
iETA=SivkT(T*(T+2.))/(T+1•)

```

```

    7I=.バい65?/.57\cap07
    ```



```

    TFNI=T*.511:0?
    WRITF(3,5)TSP,TPRI
    ```

```

    !RITE (3,0)XXX
    IF(T.GT•YEKIN)GO TO ll
    ST:P
    FND
    ```

```

    F!JCTICN SPECT(TI)
    ```

```

    1HATES(5)),IこFT,IVCOLM,(%,ZHECK,Q2,XYL,XSPLC(50),YSPEC(5O),NPTS,NPZ
        IF(TI.GL.O)SPECT=.()
    IF(TI.GE.O)GE TO61
    O! 28 JNS=1,4%
    <LIST(J\capS)=XQPFC(JNS)
    2? YIIST(J\capS)=YSPFC(JOS)
"=48
\because=2
X=ALSG(TI)
CALL INTER(N,*゙,X,Y,CHECK)
SPECT=EXP(Y)
61 RETURN
END

```

\title{
6.5 Explanation of Programs Used to Synthesize an Electron-Electron Cross Section and a Program to Calculate the Stopping Power of Water Using the Synthesized Cross Section
}
6.5.1 Program for Evaluating the Parameters \(a, b\) and AKT in the Enerey Region Where the Moller Formula is Valid

Evaluation of the parameters \(a, b\) and AKT, as associated with the hypothesized cross section developed in section 2.4 of the theory, was accomplished by an iterative procedure. From the boundary conditions given in section 2.4, the following expressions for a and b were obtained:
\[
\begin{gather*}
a= \pm\left[\sqrt{\frac{k(E)}{k_{m}\left(E, \delta_{2}\right)}}-\sqrt{\frac{k(E)}{\operatorname{AKT} k_{e x}\left(\delta_{1}\right)}}\right] /\left(\delta_{2}-\delta_{1}\right)  \tag{145}\\
\left.b= \pm\left[\delta_{2} \sqrt{\frac{k(E)}{A K T k_{e x}\left(\delta_{1}\right)}}-\frac{\delta}{\sqrt[1]{k_{m}\left(E, \delta_{2}\right)}}\right] / \delta_{2}-\delta_{1}\right) . \tag{146}
\end{gather*}
\]

Note that \(\delta_{2}\) is the value of \(\tau\) at which one chooses to match the hypothesized cross section to the Moller cross section, that \(\delta_{1}\) is the largest energy loss for which inelastic collision cross section data are available and that \(\kappa(E)=\frac{2 C}{E}\).

The subprograms used for this code were:
FUNCTION PROBT(T,TAU)
FUNCTION SMALL(TAU)
FUNCTION AMOLIN(T,DELTA)
FUNCTION AINEX(DELTA)
SUBROUTINE BATES(IWT, NWT,WTAB,WATES)

All of these subprograms are explained in section 6.8. A logic diagram is given for the main program in this section.

LOGIC DIAGRAM FOR THE COMPUTER PROGRAM DESCRIBED IN SECTION 6.5.1


```

7

```


```

    r= . 1r, %.
    ```


```

    PCI=0.**(1, / - . )
    XY=A〕M!\X(LNLT,J)
    T=2.54/(r)s**ん!)
    1. T=T:FFSI
\APPA=7 * %/T
FFTA=CrPT(T*(T+? (1)/(T+1 ()
CRF=? *r/(\&FTA*:1 \)
```

```

    r, =SMRT (TAFFA/FMOT(T.
    l=?
    \thereforeVT=10.**%
    }2.^!T1! ! +

```

```

    IF(L\bullet(T,I);h | - 人,T|
    ```

```

    A=157-1)/(1,\1.TA1-
    TrFi:?=^,T*XY
    ```



```

    rTrn:= TFO\because?+T1!\cdots:
    ```

```

    |F(L.1`! ):T=^!1/T'•
    |F(L\bullet*, \bullet|)'!ir= ! Y
    IF(L\cdot(,T,I): I=A,T-\I'
    ```

```

    L=I_+1
    ```

```

    *PTTF(2.\)T, \thereforeKT, 人,
    - roitro(3,'))T,^VT.^.^
    ```

```

    STP
    &-15
    ```

\title{
6.5.2 Explanation of the Program Used to Investigate the Behavior of a and b by Assuming AKT to be Proportional to a Constant Power of E
}

This program was written mostly for the sake of curlosity. If AKT were assumed to be known, \(a\) and \(b\) could be evaluated directly in terms of AKT. One would need only to match the synthesized and experimental cross sections. If the stopping power of water for low energy electrons were known, one might extract some useful information from the procedure. Since the stopping power was under estimated by an integral over the Moller cross section or by conventional stopping power formulas, the parameters \(a\) and \(b\) were, as a result, too large. Therefore, meaningful results were not obtained. The program listing and logic diagram for the program explained in section 6.5 .1 was considered sufficient for the interpretation of the program listed in this section. The subprograms required were:

FUNCTION AKTG(E)
FUNCTION SMALL(TAU)
FUNCTION AMOLIN(T,DELTA)
FUNCTION AINEX(DELTA)
SUBROUTINE BATES(IWT,NWT,WTAB,WATES)
Subprogram AKIG(E) is a straight line fit of Fig. ll. The other subprograms are explained in section 6.8.


```

    MONTG ASGN \becauseJN,T?
    \becauseNNTI ASONHGス.?5
    \cdotsONT MODF OS,TFST
    \becauseCHMT. FXF? FOT?TRAN,, , , , OATAFIT
    ```

```

    7 + OKWAI(1HK,lOF!2.6)
    9 FミRWAT(JHK,2E]4.8)
    9 FERINAT(1HK,/4E14.3)
    6 FORMAT(1HK,5E14.8)
    'EL=.'s
    し=. 15*.5555
    DFLTA1=21.*10.**(-6)/.51097
    @ELTA2=? **]!**(-6)/.51097
    OGT=.5**(1./ / . )
    T=?.*DFLTA2/DCI
    10 i=T*PGI
OF1 TA2=T/?.
T^PPA=2.*C/T
BETA=CQRT(T*(T+2.))/(T+1.)
COF=2.*(/(FETN*RFTN)
XY=AINLX(DFLTAI)
TFKMI=AMSL:N(T,DFLTAZ)
AKT=AKTG(T;
TFRRV? = AKT*XY
L=]
A=1.4
A\capD=C.1
1> CこNTINUN
IF(L.FOQ.l) }1=A+A!?
IF(L\bulletGT•1) A = A + \INC.
B=-A*DELTA1+SCRRT(TAPPA/(AKT*SMALL(DELTA1)))
XGZ=SQRT(TAPPA/(AKT*SMALL(DELTAI)))
TFRM=TAPPA/(A*A)*(R/(A*DELTA2+B)-\omega/(A*DELTAI+B)+ALSG((A%DELTA 2+B)
1/X(CZ))
GTERM=TERM2 + TERM.
IF(GTERM.GE:TERMI)GO TS 12
IF(L.F(V.l)A=A-ADI)
IF(L.F(V.])AINC=AND/IC.
jF(L.GT•1)A=A-NINC
IF(L.GT.I)AINC=AINC/IO.
I=L+1
IF(L.LE.3)COTこ 1?
WITIF(3,6)T,AKT,A, P,TFRM1
IF(T.GT.3.*DELTAI)CSTミ10
STUP
[f:D

```
```

                        EXEN FごRTRAN
    F|NCTISN AYTRI(F)
    ```

```

    #F(F.LT..'5)COTS 26
    ```

```

    lF(E.LT..3)Gこ Tこ 26
    IF(F.LT.l.)AKTG=7.1*10.**8*E**(-ALSG(1.1/.717)/ALSG(1. /. 3))
    1F(E.LT.1.)Gこ Tこ 26
    ```

```

26 K「TURN
FND

```

\subsection*{6.5.3 Explanation of the Program Used to Calculate the Stopping Power of Water From the Synthesized Cross Section}

This program calculated the stopping power using the synthesized cross section and for comparison, using an analytic expression obtained from Berger and Seltzer (3). The subprograms TSP and RSP were the total and restricted stopping power formulas. The subprogram SPRS calculated the stopping power using the synthesized cross section. The subprograms used for this program were:

FUNCTION TSP(T)
FUNCTION RSP(T)
FINCTION SMALL(TAU)
FUNCTION SPRS(E,DELTA2)
SUBROUTINE BATES(IWT,NWT,WTAB,WATES)
FUNCTION AINEXD(E,0,DELTAI)
FUNCTION AINGS(E,DELTA1,DELTA2)
The subprograms not listed in this section are given in section 6.8. The program was quite simple so the listing was considered sufficient for understanding the program.



```

    1:NuEa ASGN "GE, 1.6
    ```


```

    Cこ`\iSN. FTAt(1. (i), ATES(1OC),F2ETA,COF,DEL
    ```


```

    17HRSP/TSP,//1
    5 FこRMAT(]H,3E14.4)
        C=.15%.bつ55
        DFL=.
        TAU= 55.*1%**(-6)/.51C07
        TAU=TAl!/?.
        O^14 JJ=1,6
        TAU=TAU! % .
        I J!:=1
        T=2.
        T=T/.bl`.07
    1.3 T=T*.5
        TAPPA=2.*C/T
        DETA=SNKT(T*(T+2•))/(T+1•)
        COF=2.*C/(1L゙TA*O&TA)
        I JM:=1 JM+1
        TTSP=TSP(T)
    ```

```

        TRSP=RCP(T,TAU1)
        TTEST=TRSP/TTSP
        TRSP"*= 51 - 27*T!SSP
        TTSP%=.5]1:97*TTSF
        1 VEV=T*.与1:.97
        |AUEZこTAU*.51UO7*1O.***
    ```

```

        TT=T/2.
        TTSP= SPRS(T,TT)
        TRSP=SPR2S(T,TN|)
        |T'ST=TKSP/TTSP
        TRSPP=.51 07*T?SP
        TTSP*: 5]..S7*TTSP
        EソEV=T*.51!Q7
        TAUEV=TAU*.51(.97%)0.**6
        \thereforeRITF(3,G)TAU,TAUEV,T,FMTV,TRSP, IKSPW,TTSP,TTSPM,TTEST
        IF(T%.J.GT,TAU)GO TO 13
    14CこNTINU!
        STご
        tNO
    ```
```

MOI?采 EXLO FSRTRAN
FUNCTION RSF(T,OELTAZ)

```

```

    ZI =.0じっこ651/.510夕7
    ATER゙=ALふO((2.*(T+2.))/(ZI*LI))
    ```

```

lいFLT\&7/?.+(2.*T+1.)*ALこG(].-DELTA2/T))/((T+1.)*(T+1.))
\becauseSP=(AT:Rツ+FTER\because-D.L)*COF
RPTURN
FMO

```
```

\becauseON+\& EXEC FÓRTRAN
FUNCTISNT TSP(T)
COいOON HTAR(1.r),WATES(INO), NETA,COF,DEL
ZI=.r0.651/.51097
TTERN=1•-BT TA*FFTA+(T*T/8•-(2.*T+1•)*ALOG(2•) )/((T+1•)*(T+1•))
f.TFRN=ALSG(T*T*(T+2.)/(2.*ZI*ZI))
TSP=CこF*(TTER!+BTER品-DLL)
RFTURN
FND

```

\subsection*{6.6 Explanation of the Program Used to Calculate the Weighter Average Spur Size}

This program calculated the average spur size from a known electron energy spectrum. From section 2.6 of the theory, it was evident that the following integrals needed to be evaluated:
\[
\begin{gather*}
G(\tau) d \tau=\tau d \tau \int_{E_{\min }}^{E_{\max }} y(E) k_{H}(E, \tau) d E  \tag{150}\\
\langle\bar{\tau}\rangle=\frac{\int_{\delta_{\min }}^{\delta_{c}} \tau G(\tau) d \tau}{\int_{\delta_{\min }^{\delta}}^{\delta_{c}} G(\tau) d \tau} \tag{151}
\end{gather*}
\]

The subprograms used for this code were:
FUNCTION VALUE(T,TAU)
FUNCTION SMALU('IAU)
FUNCIION G(TAU)
FUNCTION SPECY(E)
SUBROUTINE BATES(IWT,NWT, WTAB,WATES)
SUBROUTINE INTER(N,M,X,Y,CHECK)
FUNCTION PROBT(T,TAU)
Subprograms BATES, INTER, SMALL and PROBT were explained in section 6.8. The subprogram VALUE(T,TAU) evaluated \(k_{H}(E, \tau)\) for any given energy and energy loss; \(G(T A U)\) evaluated \(G(\tau)\); SPECY(E) interpolated for the electron flux from data read in as XLIST and YLIST.
'I'able XVIII describes variables and input data associated with this computer program.

Table XVIII. Explanation of Computer Program Variables
\begin{tabular}{ll}
\hline Symbol & \multicolumn{1}{c}{ Explanation } \\
\hline JWT & Number of points at which \(G(\tau)\) is evaluated \\
DELTAI & \(\delta_{c}\) (input data) \\
EMAX & \(E_{\max }\) (input data) \\
EMIN & \(E_{\min }\) \\
TAUMIN & \(\delta_{\min }\) \\
NSPEC & Number of data points of the electron spectrum \\
& (input data) \\
ZETA & Geometric progression ratio
\end{tabular}

LOGIC DIAGRAM FOR THE COMPUTER PROGRAM DESCRIBED IN SECTION 6.6


\section*{LOGIC DIAGRAM FOR THE FUNCTION VALLUE (T, TAU) DESCRIBED IN SECTION 6.6}


LOGIC DIAGRAM FOR THE FLNCTION SPECY (E) DESCRIBED IN SECTION 6.6


LOGIC DIAGRAM FOR THE FUNCTION G (TAU) DESCRIBED IN SECTION 6.6

```

    \becauseON゙? JこH SPUR SITF DIST`IFL゙TICNUN
    ```


```

    \becauseSAIIq ASGN !GO,l6
    IONJJ \ISDE GO,TFST
    \becauseSN& EXEO FORTRAN,,,,,,,SPURSIZE
        COMMONN WTAb(5U),NATES(50), XLIST(bし),YLIうT(50),UELY(10),EMAX,
    IUELTA1,DELTA2,NSPEC,EMIN,J
    1 F SR:MAT(I5)
3 トご心NT(2E14.8)
5 F゙SRM^T(]HK,2E14.8)
7 FSRM^T(]HK,20X,F14.8)
7 FSRMAT(1HK,8HTAUFAR =,F14.8,10X,8HTAUINT=,F14.8,10X,6HFMIN=,F14.
18)
JW!T=4()
RFAD(1,31DFLTA1,FMAX
RFAD(1,1)NSPEC
READ(1,3)(YLIST(K),XLIST(K),K=1,NSHEC)
XLIST(1)=ALÓG(XLIST(l))
YLIST(1)=-10.
1)2 28 JN=2,NSPEC
\becauseLIST(JN)=ALOG(XLIST(JN))
78 %LIST(JN)=ALSG(YLIST(JN))
RFWINO 4
|RITF(4)(XLIST(KM),YLIST(KM),K!1=1,NSPEC)
RFGINO4
FFWINN 6
HNAX=F:OAX/.51097
TAUMIN=2.*l(.**(-6)/.51097
DFLTAI=DEL_TA1/.51097
*兴若 TAPE \& STCRES LOG OF ELECTRON SPECTRUIV
TAUMAX=FMAX
Dこ 77 JKJ=1,6
IF(JKJ•EQ.:) EMIN=TAUMIN
IF(JKJ•F:Q\bullet<) EN゙IN=TAUNIIN*IO.

```

```

    IF(JKJ•GT•3)F\IN=F:1IN*?.
    PFAD(4)(XLIST(KJ),YLIST(KJ),KJ=1,NSPEC)
    RFWIND 4
    ```

```

    TAU=TAUPAAX/ZETA
    0こ 11 J=1,JWT
    TAU=TAU*ZETA
    SPLRS=C(TAU)
    \becauseRITE(3,5)SPURS,TAl!
    \RITE(6)SPURS,TAl!
    11 CONTINUF

```

C Kッ TAFE 6 STORES THE SPUR SIZF DISTKIBUTION
RENINO 6
REAO（G）（YL\＆ST（K），XLIST（K），K＝1，JWT）
RENIND 6
IF（YLIST（1）．EO．．O）YLIST（l）\(=-10\) ．
IF（YLIST（1）．GT．．．n）YLIST（1）＝ALOG（YLIST（1））
XLIST（1）＝ALCG（XLIST（1））
DO 15 MO＝2，J川T
YLIST（WV）＝ALSG（YLIGT（MO））
15 XLIST（MQ）＝ALCG（XLIST（MQ））
N以T＝50
TAUINT＝EMAX／．5
29 TAUINT＝TAUINT＊． 5
PSI＝（TAUMIN／TAUINT）长（1．／FLCAT（NWT－1））
\(\because T A B(1)=T A \cup I N T\)
0） \(12 \mathrm{~N}=2\) ，NWT
\(12 \operatorname{HTB}(N)=N T A B(N-1) * P S I\)
IWT＝？
CALL BATES（IWT，NWT）
\(H=J N^{\prime} T\)
\(\mathrm{N}=2\)
\(\operatorname{SUMN}=.1\)
SUN： \(2=\).
DO \(14 \mathrm{MN}=1\) ，NWT
\(X=A L C G(W T A B(i, N))\)
CALL INTER（N，\(H, X, Y\), CHECK）
TERM＝EXP（Y）ニWATES（：N）
TERM2 \(=T E R M * W T A B(B N)\)
\(\because U H 2=\) SUM \(2+\) TERM？
14 UUMN＝CUMN T TER：
TAUBAR＝SUM／SUMN
WRITE（3，9）TAUBAR，TAUINT，FMIN
URITF \((3,7)\) SUMN
TFITAUINT．GT．50．0＊TAUMINIGO TO 29
77 CONTINUF
STCP
EIID
```

    BONE$ EXEQ FORTRAN
    'UNCTISN VALUE(T,TAU)
    COBHMNN W!TAU(5:.),WATES(50),XLIST(5:),YLIST(50),DELY(10),E|AX,
    1LELTA1,DELTAZ,NSPEC,EMIN,J
    IF(T•LE•TAU)VALUF=•0
    IF(T.LE.TAU)CC TS 27
    E:T
    IF(T.LT..(`(4)Gこ TS 22
    IF(TAU.LE..\thereforeOi 3)GO TO ?2
    VALUF=PRSBT(T,TAU)
    GC TS 27
    22 CONTINUF
IF(TAU|LE.DELTA1)GC Tこ 25
IF(E.LT..l)A=1.29*F゙**(-ALSG(1.88/1.29)/ALSG(10000.))
IF(E.LT•.1)OO TS 16.
1F(L.LT..32)A=1.l*E***(-ALSG(1.4/1.1)/ALSC(10.))
IF(E.LT..32)CO TS 16
IF(F.LT•1.)A=.94*F**(-ALSG(1.7/.94)/ALSG(10.))
IF(F.lLT•]•)Gこ Tこ 16
A=.94*E**(-ALこG(.94/.335)/ALEG(10.))
16 CON!TINUF
IF(F.LT••2)B=-. 35*]0.**(-4)
IF(E.LT•.2)G气 T气 17
IF(E.LT.1.)今=-. 255*10.**(-4)*E**(-ALOG(.398/. 255)/ALSG(10.))
IF(E.LT•1•)Gこ TS 17
@=-. 255*10.**(-4)*E***(-ALSG(.255/.1)/ALSG(10.))
17 CSNTINUE
C=.15*.jう5
TAPPA=2. }C/
VALUE=TAPPA/((TAU*A+B)*(TAU*A+B))
IF(TAU.GT.OELTA1)G气 Tこ 27
25 CONTINUF
IF(T.LF..15) AKT=3.8*10. %*8*F**(-ALSG(210.6)/ALSG(1000.))
IF(T.LF..15)GS TS 24
*F(T.L[..5)AKT=6.*]0.**8*E**(-ALOG(11.65)/ALCG(100.1)
1F(T.L[..5)GS TO 24
IF(T.LE.1.3)AKT=7.2*10.**8长E**(-ALSG(3.61)/ALSG(100.))
IF(T.LE.1.3)GO TO 24

```

```

24 (ONTINUL
VALUL=AK「*S1FALL(TAU)
27 RFTURN
F:ND

```
```

    NON!T EXES FORTRAN
        FUNCTISNG(TAU)
        CO゙MCN WTAE(5..), NATEこ(50), XLISI(5:),YLISI(5O),DELY(10),ENAX,
    10゙LTA1,DELTA2,NSPEC, LVIM
    1. WT=5C
        IF(E:OIN•GE.TAU)PSI=([IIN/FMAX)**(1•/FLSAT(NWT-1))
        IF(ENIN.LT T TAU)DCI=(TAU/E*AAX)***(1•/FLSAT(N:!T-1))
    |TAB(1)=F`nAX
    べ 81 J=2,Nい!T
    8] \ddotsTAB(J)=:TAE(J-1)*PSI
I:TT=?
CALL BBATES(INT,NH'T)
5lN=.0
Dこ \&% K=1,NWT
XTE゙ST=VALUE(WTAE(K),TAU)
TERM=SPECY(WTAB(K))*XTFST*TAU*WATES(K)
R2 :"UM=SUM+TFRN
L=SUM
RFTURN
END
\becauseSNなW EXEO FORTRAP
FUNCTISN SPECY(F)
COHNSN WTAE(5),NATE!.(5N),XLI「T(5),YLIST(50),DELY(IO),FMAX,
1DFLT^1,NFLTA2,N゙SPFC
22 CNNTINU!
X=ALSG(E)
\because=NSPFC
N=2
IF(E.L.T..OU1) N=1
CALL INTER(N, \because,X,Y,CHECK)
SPECY=EXP(Y)
23 RETURN
FNO

```

\subsection*{6.7 Explanation of the Program Used to Calculate the Weighted Average Spur Separation Distance}

The spur separation distance, \(l^{\prime}\left(E, \delta_{c}\right)\) was given in terms of the elementary cross section \(k_{H}(E, \tau)\), as follows:
\[
\begin{equation*}
\ell^{\prime}\left(E, \delta_{c}\right)=\frac{\langle\bar{\tau}\rangle}{\int_{0}^{\delta_{c}} k_{H}(E, \tau) \tau d \tau} \tag{159}
\end{equation*}
\]

The maximum spur size was \(\delta_{c}\) and the weighted average spur size was \(\langle\bar{\tau}\rangle\). Four forms were chosen to investigate the possibility of determining a weighted average spur separation distance. The forms were:

Case 1: (weighting by the electron spectrum and the relative local energy loss)
\[
\begin{equation*}
\left\langle\ell^{\prime}\right\rangle_{1}=\frac{\int_{E_{\min }}^{F_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} d E} \tag{154}
\end{equation*}
\]

Case 2: (weighting by the local energy loss)
\[
\begin{equation*}
\langle l\rangle_{2}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) L\left(E, \delta_{c}\right) \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) L\left(E, \delta_{c}\right) d E} \tag{155}
\end{equation*}
\]

Case 3: (weighting by the electron spectrum)
\[
\begin{equation*}
\left\langle\ell^{\prime}\right\rangle_{3}=\frac{\int_{E_{\min }}^{E_{\max }} y(E) \ell^{\prime}\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) d E} \tag{156}
\end{equation*}
\]

Case 4: (The definition of the average linear energy transfer ( \(\overline{\mathrm{LET}}\) ) is taken from a paper by Burch (6))
\[
\begin{align*}
& \overline{L E T}= \frac{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} L\left(E, \delta_{c}\right) d E}{\int_{E_{\min }}^{E_{\max }} y(E) \frac{L\left(E, \delta_{c}\right)}{L(E)} d E}  \tag{157}\\
&\langle\ell\rangle_{4}=\frac{\langle\bar{\tau}\rangle}{\overline{L E T}} . \tag{158}
\end{align*}
\]
\(L(E)\) and \(L\left(E, \delta_{c}\right)\) were the total the restricted stopping powers.
To check the accuracy of the numerical scheme and to estimate the accuracy of a linear extrapolation for \(y(E),(E<400 \mathrm{ev})\), several dose rates were calculated. They were:
\[
\begin{align*}
& \text { Dose 1 }=\int_{E_{\min }}^{E_{\max }} S\left(E^{\prime}\right)\left(E^{\prime}-E_{\min }\right) d E^{\prime \prime}  \tag{160}\\
& \text { Dose 2 }=\int_{E_{\min }}^{E_{\max }} S\left(E^{\prime}\right) E^{\prime} d E^{\prime} \tag{161}
\end{align*}
\]
\[
\begin{align*}
& \text { Dose 3 }=\int_{E_{\min }}^{E_{\max } y\left(E^{\prime}\right) L\left(E^{\prime}\right) d E^{\prime}}  \tag{162}\\
& \text { Dose 4 }=\int_{E_{\min }}^{E_{\max }} y\left(E^{\prime}\right) L\left(E^{\prime}, \delta_{c}\right) d E^{\prime} . \tag{163}
\end{align*}
\]

The subprograms used by this code were:
FUNCTION SOURCE (T)
FUNCTION SPECY(E)
FUNCTION SPRS(E,DELTA2)
FUNCTION AINEXD(T,BLIMIT,TAU)
FUNCTION SMALL(TAU)
FUNCTION AINGS(T,DELTAI,TAU)
SUBROUTINE BATES(IWT,NWT,WTAB,WATES)
SUBROUTINE INTER(N,M,X,Y,CHECK).
Only \(\operatorname{SPECY}(E)\) and \(\operatorname{SOURCE}(T)\) are listed in this section since the rest are used in other programs and explained in section 6.8. Subprogram SOURCE \((T)\) evaluated \(S(E)\) and subprogram \(\operatorname{SPECY}(E)\) evaluated the electron spectrum. Dose 1 and Dose 2 were not obtained numerically for \(\mathrm{Co}^{60}\) irradiation since they could be obtained analytically. Only Dose 2 was calculated.

Table XIX gives an explanation of variables associated with the code.

Table XIX. Explanation of Computer Program Variables
\begin{tabular}{ll} 
Symbol & \multicolumn{1}{c}{ Explanation } \\
CUIOFF & \(\delta_{c}\), maximum spur size \\
EMAX & \(E_{\text {max }}\), maximum energy of electrons in the given \\
spectrum \\
TAUBAR & \(\langle\bar{\tau}\rangle\), weighted average spur size \\
NSPEC & Number of data cards for the electron spectrum \\
NSOUR & Number of data cards for the initial electron \\
& spectrum \\
BLIMIT & \(E_{\text {min }}\)
\end{tabular}

LOGIC DIAGRAM FOR THE COMPUTER PROGRAM DESCRIBED IN SECTION 6.7


LOGIC DIAGRAM FOR THE FUNCTION SPECY(E) DESCRIBED IN SECTION 6.7


LOGIC DIAGRAM FOR THE FUNCTIOM SOURCE (E) DESCRIBED IN SECTION 6.7

```

    1.OV&& JごO SPUR डLPA゙RAIIUNUISIANCE MILLER
    ```

```

    #ON|岁 ASGFNNB,12
    #ONま! ASGN FGÓ,16
    N゙ごすき MCDE GSOTEST
    \becauseこんちq EXEQ FORTRAN,,,,,,,SSD
        Cご:MON अTAFF(5 ),WATES(5n),XLIST(5:),YLIST(5O),DELY(1O),JK,NSOUR,
    1'SPEC
    1 F゙こRi.AT(I5)
    3 FこRMAT(2F14.8)
    2 FORNAT(5E14.8)
    5FこにMAT(1HK,よE14.8)
    14 トORMAT(1H,14EY.3)
REAU(1,2)AO,CUTSFF,GLIMIT,EMAX,TAUUAR
むLINIT = 3LIMIT/.51097
CUTOFF=CUTOFF/.51097
RFAD(1,1)NSPEC
RFAD(],3)(YLIST(KK),XLIST(KK),KK=1,NSPEC)
YLIST(1)=-1C.
XL.I ST(1)=^LSG(XLIST(1))
0こ 88 KKK=?,NSPEC
XLIST(KKK)=ALSG(XLIST(KKK))
88 YLIST(KKK)=ALSG(YLIST(KKK))
RFWIND }
WRITE(/)(XLIST(K),YLIST(K),K=1,NSPEC)
REVINU 7
ぶEAD(1,1)NSOUR
REへD(1,3)(XLIST(KK),YLIST(KK),KK=1,NSOUR)
Dこ 89 KQ=1,NSOUR
XLIST(KQ)=^LSG(XLIST(KO))
89 YLIST(KQ)=ALOG(YLIST(KQ))
RFVIND5
WRITF(b)(XLIST(K),YLIST(K),K=1,NSEUR)
REWIND 5
[こ 93 KAT=1,6
IF(KAT.LQ.1)BLINIT=2**10***(-6)/.51097
IF(KAT•EO.2)ELIMIT=BLIMIT*10.
IF(KAT•E(`.3) ロLIMIT=BLIMIT* 10.
IF(KAT•GT•3)LLIMIT=BLIMIT*2.
N''T=5C
I }\becauseT=
PSI=(ELIMIT/FMAX)**(1•/FLこAT(NWT-1))
\#!TAB(1) =FM^X
D\ gC LCD=2,NWT
O!. WTAE(LCD)=WTAB(LCD-1)*PSI
CALL BATES(IWT,NbIT)
RFWIND 4
Uこ 94 Kt=1,NWT
XKE=WTAB(KL)
YKE=WATES(KE)

```
```

7O :RITF(4)XKE,YKF
RF!IN!得
DOSE]=.い
L`ふ上2=..     UOSL3=.%     DOSE4=.     S1!01=.     S1102=.     5(15)3=.     -1104=.     cl%:1 = .     S\1:2=.     51N3=。     SUMA!+=.     vこ91 KM=1,N心T     REAO(4)XKE,YKE     TRI = SOURCF:(XKC)     TR2=SFECY(XKE)     TR3=SPRS(XKE,XKE/2.)     TR4=SPRS(XKE,CUTEFF)     TER`|1=TRI%(XKE-S1.I:IT)*Y:E
TFP!?=TR1*XKF**YKF
OOSFI=DSSF]+TFR'1
D\capSF?=DこSE?+T:R゙?
TFRM3=TR2*TR3*YKE
TFR汸4=TR2*TR4*YKE
DOSE3=DOSE3+T[RN3
UこSE4=DこSE4+TERO4
RATIS=TR4/TR3
TNUMV1=TR2*YKE/TR3
TDEP1=TR2*RATIS*Y员F
TMUN2=TR2%YKF.
TのEM2=TR2*TR4*YKF
TMUM3=TR2/TP4*Y<F
T\capEM3=TR2*YKE
TM!UM4=TR2*TR4*TP4/TR3*YくF
TDF1:4=TR2*TR4/TR3*YKE
SUM1 = SUMM1 + TNUMA1
SUD1 = SUDI + TDEV1
SUML=5UM2+TNU.42
5UUL=SUD2 + TUEW2
SUN3 = SUN3 + TNUN3
S(UD) 3=SUD3+TDEM3
SUN4
SND4 = CUD4 +TDE:\because4

```



```

つ) く分TI目帱
CASF1= -!"l/SNO1*TMURAR
CASF. = S!%'2/SUD)*TAURAR
CASE:=SU13/SUR3*TA!IRAR
CASE:4=SU\because4/SU[J4
SFD=TAUPAR/CASE4
OITE(3,14)(ASE1,CTSE2,CASE3,CASE4,SLU,LOSE1,OOSE2,OCSS3,0USE4,
IS_IAIT,E,AX,TAUBAK,CUTSFF,Aこ
93 COr:TINUE
STこP
[ND

```
    NONT 4 EXE FORTRAN
        FUNCTISN SPECY(E)

    1HSPLC
    REAU(7) (XLIST(K), YLIST(K), K=1,NSPE()
    REEIND 7
22 CONTINUF
    \(x=A \operatorname{LOG}(E)\)
    \(\because=\) NSPEC
    \(N=2\)
    IF(E.LT•U1)N=1
    C.ALL INTER(N, *, X,Y, CHFCK)
    SPECY \(=E X P(Y)\)
23 RETURN
    上ND
```

NONIG EXFO FSRTRAN
FIINCTISN SOURCE(T)
(ごWON WTAE(5%),WATES(5O),XLIST(5u),YLIST(5O),DELY(IO),JKONSOUR,
1:SPEC
KFAU(b)(XLIST(K),YLIST(K),K=1,バSO゙UN)
KFWIND)5
X=ALSG(T)
n=NS气UR
N=2
IF(T.LT..i(!])N=1
CNLL INTFR(N,N,X:Y,CHECK)
SOURCF=FXP(Y)
RFTURN
FND

```

\subsection*{6.8 Explanation of Subprograms Used in More Than One Code}

\subsection*{6.8.1 Explanation of SUBROUTINE BATES}

To use SUBROUTINE BATES, one needs to define the arguments IWT, NWT and WTAB. WTAB is a dimensioned variable and locates the abscissa points for the integration. NWT is the number of points and the value of IWT depends on the scale chosen for the integration points. If a linear scale is used, IWT must be defined as IWT 1 ; if logrithmic, IWT must be set equal to a number larger than 1.

The following statement-by-statement description of this subroutine was written by L. V. Spencer:

819 WTA \(=\) NWT
This order makes a floating point number equal to NWT, the number of points in the abscissa list.

IF(NWT-2GE.0)GO TO 39
\(19 \operatorname{WATES}(1)=.0\)
GO TO 259
These orders take care of the case in which the list consists of only a single value. The integral in this case is zero, and control goes to 259 , which will return control to the main program.

39 IF (IWT-2GE.0)GO TO 79
59 WIDEL = (WTAB(1)-WTAB(NWT))/(WTA-1.)
GO TO 99
The first order determines whether the list progression is linear or geometric. The second calculates the interval between points of the list for the linear case. This is only one of many ways for doing this.

79 WIDEL \(=\operatorname{LOG}(W T A B(1) / W T A B(N W T)) / W T A-1\).
99 IF(WIDEL.GE.0.)GO TO 990
119 WTDEL \(=-\) WIDEL
The first order calculates the factor between points if the interval changes geometrically. The last two orders make the interval size positive in all cases. This may or may not be desirable.

990 IF (NWT-2) 259,1190,139
1190 WATES \((1)=.5 * W T D E L\)
WATES(2) \(=\) WATES(1)
GO TO 199
This takes care of the case in which only two points are involved in the integration, which is then trapezoidal. The transfer to 199 permits either linear or geometric progression to be assumed. The two cases are not quite the same for two point integration, even though at first thought it would seem they should be.

139 NWTA \(=(W T A / 2 .+.1)\)
NWTB = (WTA/2.-.1)
NWTC = (WTA/4.+.1)
NWID \(=(W T A / 4 .-.1)\)
These four orders generate parameters to be used in determining whether the number of weights is odd, divisible by 4 , or even. WTA is numerically almost identical with NWI, differing at most in the 8'th significant figure. The orders are to construct integers from the number in paranthesis. The important thing is that the integer is always the smaller of the two numbers bracket-
ing the floating point value. Thus, a number divisible by 2 will yield NWTA larger by unity than NWIB. A.number not divisible by 2 will yield NWTA = NWTB. The same trick is used also for divisibility by 4.

WATES (1) \(=\) WTDEL \(/ 3\).
WTC = WATES (1)
WATES (NWT) \(=\) WATES(1)
The first and last weights are given their proper value, and WTC, to be used later, is assigned its value.

DO 159 I=1, NWIB
WATES \((I+1)=\) WIDEL + WTC
INDX \(=\) NWT-I
WATES (INDX) = WTDEL + WIC
\(159 W T C=-W T C\)
This group of orders assigns the bulk of the weights their \(1,4,2,4, \ldots\) structure. Notice the symmetry between WATES (I+1) and WATES(NWT-I). NWIB will be a value such that NWTB \(=1\) is either the middle value or the lower of two middle values. In the latter case, after this set of orders, the two middle values are either \(2 * W I D E L / 3\), so that the middle interval is given incorrectly, or on the low side, or they are \(4 * W T D E L / 3\), so that the middle values are weighted too heavily. We must either subtract or add WIDEL/3 to establish weights which either neglect or add in twice the middle interval. Then we must add or subtract weights for the middle interval, which are WTDEL* \((-1 / 24,13 / 24\), \(13 / 24,-1 / 24\) ), corresponding to approximating by a cubic, with
integration only over the middle interval.
\(W T D=1 . / 24\).
IF(NWTC-NWTD.2E.0)GO TO 1790
1590 WTD= - WID
The first order establishes the divisor for the correction. The other two orders determine the sign of the correction for the middle interval, which depends on divisibility of NWT by 4.

1790 IF(NWTA-NWTB.LE.O)GO TO 194
179 WATES \((\) NWIB \()=\) WATES \((\) NWIB \()-\) WTD*WIDEL
WATES \((N W T B+1)=\) WATES \((N W T B+5 . * W T D * W T D E L\)
WATES (NWID+3) = WATES(NWIB)
WATES(NWIB+2) = WATES(NWIB+1)
These orders make the correction, which involves four middle values, when the number of points of integration is even (i.e., divisible by 2). When NWT is odd, the correction is bypassed. 199 IF(IWT-2.LT.0)GO TO 259

219 DO 239 I=1, NWT
239 WATES(I) \(=\) WATES(I)*WTAB(I)
259 REIURN
These orders complete the subroutine proper. The final modification which they make is multiplication by values of the abscissa for the case in which the mesh is geometric.



```

0.19:TA=N",T
IF(\because!'T-2.55.O)O^TO}3
1马 UAT[S(1)=。
GこTこ 25%
3? 1F(IWT-2.U!.()O心 T公 「多

```

```

    ひへT心ゾ
    79 |ことL=ALOG(:TAB(1)/NTAF(N:T))/(vTA-1•)
    ?つ IF(&Ti,LL•Gこ.(.)GO TS 990
    119 MTVEL=-%TDFL
    9015(N!:T-2)2り?,1]0f,139
    1 1O( w^TES())=.5**THFL

```

```

    OこTS 19?
    139 NWTA = ( 棌A/2.+.1)
        NWTB=(NTA/2.-\bullet1)
    M!
    \thereforeV:TD=(WTA/4•-•1)
    \becauseATLS(1)= %TULL/3.
    \becauseTC=.'ATES(1)
    \becauseATES(NWT)=:NATES(1)
    DO 159 I = 1,NWTB
    \becauseT[S(1+])=NTDFL+WTC
    I MDX = MH'T - I
    \becauseATE:}(INDX)=:TNFL+\becauseT(
    159 'TC=-WTC
        WTO=1./2.4.
        IF(N゙凶TC-iv!Ti.LE.0)(心Tこ 1701
    ```




```

        \thereforeATES(N:TU+3)=WATE(N(NWTB)
    \becauseATES(N:TB+2)=आATES(1WTE+1)
    10? IF(I|T-2.LT•「)GG TS 2り?
    21019: 239 1=1, MHT
    220 UATES(I)=WAT!S(J)*:TAR(I)
    250 RFTI:RN
        EMT:
    ```

\subsection*{6.8.2 Explanation of Subprogram \(Y(T)\)}

This subprogram evaluated the following integral:
\[
\begin{equation*}
y(E)=\int_{E}^{E_{m a x}} z\left(E_{O}, E\right) S\left(E_{o}\right) d E_{o} \tag{222}
\end{equation*}
\]

The arguments of the integrand were obtained from FUNCTION subprograms. Table XX gives an explanation of several subprogram variables.

Table XX. Explanation of Subprogram Variables
\begin{tabular}{ll}
\hline Symbol & Explanation \\
\hline Q2 & Geometric progression ratio \\
& spectrum from \(C^{60}\) irradiation \\
Q & Maximum electron source energy \\
XYZ & Integral over the initial electron spectrum above QZ \\
DX & Index to prevent duplication when calling ZEE
\end{tabular}

LOGIC DIAGRAM FOR THE FUNCTION \(Y(T)\) DESCRIBED IN SECTION 6.8.2

```

    NONN& EXEO FORTKAN
    FUfvCTION Y(T)
    ```

```

    1 \thereforeATES(5%),IOFT,NCOLM,G,ZHECK,Q2,XYL,XSPLC(4(),YSPEC(4)),NPTS
    N:T=50
    IF(T.GL.WL)PSI=(T/(1)***(1./FLこAT(N.&T-1))
    IF(T.LT•C2)PSI=(T/(2)**(1•/FLCAT(ivwT-1))
    IF(T.GE.Q2)'NTAB(1)=Q
    IF(T.LT.Q2)WTAR(])=Q2
    [^29 J"=2,NWT
    29 |TAB(J'*)=!T^B(J!|-1) %PSI
|WTT=?
CALL BATES(IWT,NHT)
SUN:=.U
SU,vio=.v
I OFT T=I
DO 30 LM=1,NWT
TI=㿞AB(LM)
ABC=ZEE(TI,T)
\EC = SPECT(T1)
TFRM=ABC*ABCD*V:ATES(LM)
TFR!:1\&=ABCO**ATFS(L!:1)
SUIM8=TERM8+SUMQ
3:SUM=SUP.}+TER:
IF(T.EO.O2+•1.\becauseO1)DZ=SUN8
IF(T.GE.C.2) ZHECK=SNSN8
IF(T•LT•Q2)ZHECK=SUN8+BZ
JF(T.GT.Q2)Y=SUN
IF(T•LE•Q2)Y=SUN+XYZ
RETURN
END

```

\subsection*{6.8.3 Explanation of Subprogram ZEE('II,T)}

This subprogram performed a double interpolation using a single interpolation subroutine. The data for \(z\left(E_{O}, E\right)\) were equally spaced on a logrithmic scale; therefore, it was necessary that the interpolation subprogram INIER use a logarithmic argument for \(z\left(E_{0}, E\right)\). Due to the large number of data points, the data for \(z\left(E_{O}, E\right)\) were stored on magnetic tape. Table XXI describes several subprogram variables.

Table XXI. Explanation of Subprogram Variables
\begin{tabular}{ll} 
Symbol & \multicolumn{1}{c}{ Explanation } \\
\hline ICOL & Used as an index to determine the required number of \\
the 22 sets of input, \(z\left(E_{O}, E\right)\) data needed for the \\
Interpolation \\
NCOLM & Equals 22 and represents the total number of \(z\left(E_{O}, E\right)\) \\
& data sets \\
ROW & Takes on the value of the length of the list of each \\
\(T\) & \(Z\left(E_{O}, T\right)\) data generated to perform double interpolation \\
& Source energy \\
& Electron energy
\end{tabular}

LOGIC DIAGRAM FOR THE FUNCTION ZEE (TI,T) DESCRIBED IN SECTION 6.8.3

```

    \because㤩1 FXFOFFOTSAN
    F|NCTISN 2EE.(TI,T)
    ```


```

    IF(TI.LT•T)}\angleE!=.i
    1F(TI.LT.T)心O Tこ 30
    ```

```

    lCOL=1
    16 IF(T.LI•F.Z(ICCL))ICOL=1COL+1
IF(ICOL•EQ•NCOLV)G心T公17
IF(T.LT.「Z(ICOL))GS TO 16
17 IF(T.UT.fZ(ICOL))ICOL=1COL-1
0こ2% KB=1,ICこL
RFAD(6)(N:T,FL(<!),(XLIST(J),YLICT(J),J=1,N以T))
XL_ST(1)=ALSG(F2(KR))
D= 25 J=2,N゙:T
25 XLIST(J)=^LOG(XLIST(J))
X=A'.こG(T)
\therefore=NWT
N=2
(ALL INTER(N,*,X,Y,Crtw(K)
27 Rご:(K患)=Y
RFNIND6
I SrT=?
27 X=AL\:G(TI)
[)へ 2\& J<=l,ICこ.L
YLIST(JK)=?こひ(JK.)
28 XLIST(JK)=^LこG(FZ(JK))
i= = ICSL
N=2
1F(N.1.(..))N=1
CALL HNTER(IN,A^,X,Y,CHLCK)
ZEL=Y
3. RETURN
\& ND

```

\subsection*{6.8.4 Explanation of Subprogram \(\operatorname{INTER}(\mathrm{M}, \mathrm{N}, \mathrm{X}, \mathrm{Y}, \mathrm{CHECK})\)}

This subroutine was written by Merwin Brown under the supervision of Dr: J. O. Mingle. Only one statement in the program was changed for this work, but the arguments in the subroutine are different.

NAME: INTER
TYPE: PR-155 FORTRAN IV SUBROUTINE
PURPOSE: To interpolate values from a table of \(x\) and \(f(x)\) values using a Bessel's interpolation formula.

COMMONED VARIABLES: Dimensioned in common are:
XLIST(M), YLIST(M), DELY(N+1), where XLIST(M) and YLIST(M) are \(x_{1}\) 's and \(f\left(x_{1}\right)\) 's of a table of given values where \(i=1, M, \underline{M}\) being the length of the table. \(\operatorname{DELY}(N+1)\) is the central difference table variable and is required to dimension core storage area, where \(\underline{N}\) is the order of fit. DELY( \(\mathrm{N}+1\) ) has no 'answer' value to the user.

ARGUNENTS: are \(\mathrm{N}, \mathrm{M}, \mathrm{X}, \mathrm{Y}\)
\(N\) is the desired order of the fitted polynomial - entered.
\(M\) is the length of the given table, e.g., \(z_{1}, f\left(x_{1}\right), x_{2}\), \(f\left(x_{2}\right), \ldots, x_{M}, f\left(x_{M}\right)\) - entered.
X is the arbitrary value at which interpolation is desired entered.
\(Y\) is the corresponding interpolated \(f(x)\), 1 .e., the answer returned.

OTHER SUBPROGRAMS: None

WORK TAPES: None
STORAGE: 3536 excluding common area.
TIME: Roughly, 4 to 5 seconds for second order interpolation, less than half a minute for fifth order, for example.

THEORY: Uses a central divided difference Bessel interpolation formula (see NUMERICAL MEIHODS FOR SCIENCE AND ENGINEERING, Stanton, Ralph G., Prentice - Hall, Englewood Cliffs, New Jersey, 1961, pp. 39-41).

REMARKS: (1) Evenly spaced values of \(x\) should be used.
(2) If the order of fit specified by the user is too large for the table of values given, N is automatically set equal to the largest possible value for the given data and a message concerning this change is printed.
(3) If a value requires extrapolation, a message is printed warning the user. Extrapolated values should be used with scrutiny.
(4) The closer spaced the data and smoother the curve, the better the interpolation will be.

PROGRAMIER: Merwin Brown
DEPARTMENT: Nuclear Engineering
DATE: \(7 / 2 / 65\)










```

    うfVED 1分? LIF!!&!`L
    xLI\lrcornerTI=XLIST(1)
    LFLX=XLI!jT(こ)-XL!T(l)
    NA=(N/2)*2
    \because= = N- 1
    ```

```

    "F=(1"/7) %2
    IF(NF.f亿:*):`:1=`
    N= Mivi- ]
    N^=(N/2)*2
    11 I A=1•+(X-XLIST])/! LX
XE=(XLISTI+FLひんT(-1)*1!LX-^)/\&L*
r:ri= (Al+2)/2

```

```

    IA=?-Nry
    `こ TS 2?
    1の IF(I^.GT.)OO TS ?
IA=NH
HRITE(こ.4)
GOTS 2?
2i, 1f=1.+暗
IF(IA\bulletIT•NHI)IA=*!t*
IF(NH\bulletLL\bullet|E) IN==-*'H
22 F1=TA-N/Z
*2= 1A+1
0S 26 I = 1,:'2
< =:'1+I
26 [FLY(I)=YLIST(V)-YLIうT(N-1)
XIAL=XLISTI+\GammaLOAT(I^-1) %1FLX
H=(X-XI\wedgeL)/DFLX
\Gamma}=H-!.
ASU=(YLIST(IA+1) +YLISI(IA))*•5 +N*ULLYY(NH)
IF(NA.tふ.1)O\Omega Tミち\&
IF(N\bulletE(V,VA)NA=r:A-1
SU啋行。
L}=1.
C=1.0

```
```

    NO56 1=1,NA
    \because:S=:12-I
    NS 3U J=l,NS
    3% LELY(J)=リルLY(J+1)-DELY(J)
IH=1/2
IF(1.1:w•IH*て)心0 T0 51
k=(I+])/2
F=2.0)(FLOAT(K)-1.(`)
C=(2.C+F)*(1. +F)*C
N=(H+F/2. ) :(H-FLS^T(K))*!
COF゙=N/C
NM=NHOK
EVEN=(DFLY(NN+1)+DFLY(NN))*.5
ODU=1.し
GC T心 bも
51G=1•O/(1.U+FLOAT(1))
NR=NH-IH
ODD=(2*B*DELY(NR)
EVEN=0.0
56 SUM=(EVEN+ODD)*COF+SUN
5今 T^ 59
58 SU!:=\.
FO}\quadY=ASI1+SIM
CHECK=(FVEN+OED)*CSF/Y
RFTURN
LND

```

\section*{6．8．5 Explanation of Subprogram AINEXD（T，BLIMIT，TAU）}

This subprogram performed the following integration：
\[
\begin{equation*}
\operatorname{AINEXD}(T, B L I M I T, T A U)=\int_{B L I M I T}^{T A U} A K T k_{e x}(\tau) \tau d \tau \tag{223}
\end{equation*}
\]

AKT was a function of the electron energy \(T\) ，and \(k_{e x}(\tau)\) represented the inelastic collision cross section given by FUNCIION SMALL（TAU）．
```

    \becauseON:GG FXES FOPTRAM
    F|WCTISM AIVEXR(T, एLINTT,TMU)
    (EWM.ON !TAE(5:),WATES(50),XLIST(SU),YLIUT(b(),DELY(1O),JK
    IFF(JK.UT•1)Gこ TO 2S
    I=T
    N\becauseT}=3
    OEL=(TAU-BLI.|1T)/FLCAT(N.T-1)
    DOLLL
    21 जTAL(L)=ESL*FLSAT(L-1)+GLIIIIT
I W'T=1
CALL RATES(IWT,NWT)
SU%=.0
DS >? K*=1, NWT

```

```

22. SLIM=SUMF+TFRI*
25 CENTINUE
```

```

    IF(T.LL••15)(COTO}2
    IF(T.LL..5)AKT=6.*10.**%*&**(-ALごU(11.65)/AL心G(100.))
    IF(T.LL..5)GO TS 24
    IF(T.L[.1.3) AKT=7.2长10.**&*E**(-^LCG(3.6])/ALOG(100.))
    IF(T.1.1.1.3)GOTO 24
    AKT=6.75*I.**9
    24 CNNTIMUF
ATMEXD= TUM*AKT
RFTURN
HOO

```

\section*{6．8．6 Explanation of Subprogram SMALL（TAU）}

This subprogram evaluated the inelastic cross section data by a series of straight line approximations．Figure 28 illustrates the accuracy of the straight line fit．
```

    \becauseONF% FXEO FORTRAN
    FlM:TISN SNMLL'TA!!)
    F=].
    TMU CONRFY CTEN TS UNITS SF FIFCTPON VOLTS
    ATAU=TAU*16.**6*•E1
    IF(ATAU.LT•4•)SN゙ALL=F*(ATAU/36•)
    IF(ATAU.LT.4.)GO TO 19C
    1F(ATAU.LI.6.)SMALL=F*(.33*公TAU-1. <1)
    IF(ATAU•LT.6.)Gこ TO 150
    IF(ATAU.LT•7.48)S.NALL={゙*(1.482*ATAL-7.7と2)
    IF(ATAU.LT.7.48)GO TO 1SO
    IF(ATAU.LT.8.9)SMALL=F*(-1.^15*ATAL+1\cap.49)
    IF(ATAU.LT.8.9)GO TS 19?
    IF(ATAU.LT.1O.13)s*ALL=F*(1.28*ATAU-9.98)
    IF(ATAU.LT.I!.]3)(NS Tこ 109
    IF(ATAU.LT.l2.)S:ALL=F*(-0.122F#ATAU+4. 年)
    IF(ATAH.LT.l?.)GO TS ]OO
    IF(ATAU.LT.]4•)SivALL=F*(C.6/*ATAU-5.37)
    1F(ATMU.LT.14.)GO TO 199
    IF(ATAU.L.T•16•)S.|ALL=F苃(-.722*ATAU+14.1)
    IF(ATAU.LT.16.1GO TO 199
    IF(ATAU.LT.24.)S*IAIL=F゙*(-0.2*ATAU+5.756)
    199 RETURN
    \Gamma:!D
    ```


Fig. 39. Plot of the Straight Line Approximation for the Inelastic Collision Cross Section Data (Intensity vs. Energy Loss)

\section*{6．8．7 Explanation of the Subprogram AINGS（T，DELTAI，TAU）}

This subprogram evaluated the following integral：
\[
\begin{equation*}
\operatorname{AINGS}(T, D E L T A I, T A U)=\int_{\text {DELTAI }}^{T A U} k_{H}(T, \tau) \tau_{\tau} . \tag{224}
\end{equation*}
\]

Recall that
\[
\begin{align*}
& k_{H}(E, \tau)=k_{m}(E, \tau), \quad \tau>150 \mathrm{ev} \text { and } E>2 \mathrm{Kev}  \tag{141}\\
& k_{H}(E, \tau)=\frac{k(E)}{(a \tau+b)^{2}}, \quad \delta_{l}<\tau<150 \mathrm{ev} \text { and } E>0  \tag{141}\\
& k_{H}(E, \tau)=A K T k_{e x}(\tau), \quad 0<\tau<\delta_{l} \text { and } E>0 \tag{141}
\end{align*}
\]
in which \(a\) and \(b\) are given by \(A\) and \(B\) in this subprogram and \(C\) is defined in section 2．2．
```

    MCNLI EXEG FORTRAN
    FUN:CTION AINGS(T,DELTAI,TAU)
    \(E=T\)
    IF(TAU.GE.T/2.) TAU=T/2.
    IF(E.LT..1)A=1•29*E**(-ALSG11.88/1.29)/ALこG(10000.))
    IF(E.LT..1)GO TO l6
    IF(E.LT..32)A=1.1*E**(-ALこG(1.4/1.1)/ALこG(10.))
    1F(E.LT..32)GO TO 16
    IF(E.LT.1.)A=.94*F* (-ALOG(1.7/.94)/ALCG(1』.))
    IF(E.LT•1.)GO TO 16
    ```

```

16 CONTINUE
IF(E.LT..2) $\mathrm{H}=-.35$ * 10 •**(-4)
IF(E.LT..2)Gこ Tこ 17
IF(E.LT.1.) $\mathrm{B}=-.255 * 10$. $* *(-4) * E * *(-A L O G(.398 / .255) / A L O G(10)$.
IF(E.LT•1.)GO TO 17
し = - . 2 りら * 1 0.** (-4) *E** (-ALこG(.255/.1)/ALこG(10.))
17 CONTINUE
$C=.15 * .5555$
$T A P P A=2 \cdot * C / T$
$\Lambda I N G S=T A P P A /(A * A) *(B /(A * T A U+B)-B /(A * D F L T A 1+B)+A L O G((A * T A U+B) /$
1( $A \% D E L T A 1+B)$ ))
RFTURN
END

```

\section*{6．8．8 Explanation of FUNCTION \(\operatorname{PROBT}(T, T A U)\)}

The FUNCTION statement＂PROBT（T，TAU）＂evaluated the Moller formula， explicitly：
\[
\begin{equation*}
\operatorname{PROBT}(T, T A U)=k_{m}(T, \tau) . \tag{225}
\end{equation*}
\]
```

    WCNTG EXEC TERTRAM
    FUNCTIこN PROBT(T,TAU)
    ```

```

    T下{&二TAU***(-2)+(T-TAU)**(-2)-((2.+1**(-1))/((T+l•)**2))*(TAU**(
    1+(T-TAU)**(-1))+(T+1•)**(-2)
    ```

```

61 RETURN
EMD

```

\section*{6．8．9 Explanation of FUNCTION AMOLIN（T，DELTA）}

The FUNCTION statement AMOLIN（T，DELTA）evaluated the following integral：
\[
\begin{equation*}
\operatorname{AMOLIN}(T, D E L T A)=\int_{\bar{Q}}^{D E L T A} \tau d \tau k_{m}(T, \tau) \tag{226}
\end{equation*}
\]
```

ッ゙こNJ.う EXE゙G FOKTNAN
FUNCTIONA`OLIN(T, D)EL.TA)

```

```

    ZI=.00.651/.51097
    OR=2I*LI*EXP(r[TA*RETA)/(T*(T+2.))*.5
    CTKF!=(7. +1./T)/((T+1\bullet)*(T+1.))
    )TERM= ! • /((T+l \bullet)*(T+1. © )
    ```


```

    AジにLIN=COF゙ッFTER゙.
    RETURN
    [OD
    ```

\section*{6．8．10 Explanation of FUNCTION AINEX（DELTA）}

This FUNCTION may be represented by
\[
\begin{equation*}
\operatorname{AINEX}(D E L T A)=\int_{0}^{\text {DELTA }} k_{e x}(\tau) \tau d \tau \tag{227}
\end{equation*}
\]
in which the inelastic collisions cross section data were given by FUNCTION SMALL（TAU）．
```

    NONFG EXEG FORTRAN
    FUNCTION AINEX(DFLTA)
    ```

```

    NWT=50
    AINC=OLLTA/FLOAT(NNT-1)
    Uこ 2! J=1,NviT
    n J=J-1
    21 \&TAES(J)=AINC*AJ
IWT=1
CALL RATES(IMT,ONT)
SUこ:=.
n0 !? <=1, MigT
XBY=SNALL(NTAB(K))
TER谣=XBY*!ATES(k)*\becauseTAE(k)
22 SURM=SUN+T[RF
AINEX=SUM
RETURN
L.ND

```

\subsection*{6.8.11 Explanation of FUNCTION SPRS(E,DELTA2)}

This subprogram only called FUNCTION AINEXD(T,BLIMIT,TAU) and FUNCTION AINGS(T,DELTAI,TAU) for the appropriate arguments.
```

    \thereforeOMJ」 EXECFFORTRAN
    FUP!CIISN SPRS(E,DELTA2)
    IF(uFLTAZ.GE•K/2•)1)tLTN2=E/2.
    UEL|A1=21.*11.***(-6)/.51077
    ```


```

1) 

14 RFT IRN
FNO

```
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\section*{ABSTRACT}

The objective of this work was the theoretical investigation of certain problems associated with the prediction of chemical reaction rates and yields of radiation-induced chemical reactions. All the problems considered were related to the assessment of the effects of radiation quality, that is, the effects of the energy and type of radiation. Particular emphasis was given to the determination of the energy spectra of electrons resulting from the irradiation of water by 14.6 Mev neutrons and by gamma rays of cobalt- 60 .

Slowing-down spectra for charged particles produced in radiolysis were computed. These spectra were used as a basis for models for the "spur" and "track" structure in irradiated water. Also involved in the establishment of the models were predictions of mean energy loss per spur and mean distance between spurs. These predictions, in turn, were based on empirical estimates of electron-scattering cross sections for low energy electrons and for small energy losses. Estimates of the yields of chemical reactions were based on approximate solutions of the partial differential equations describing simultaneous diffusion and chemical reaction along the tracks of charged particles. Yields were predicted for a simple chemical reaction and compared with experimental results taken from the literature.```

